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Abstract
Jailbreak attacks on large language models (LLM) notably threaten the responsible and
secure use of LLMs by using adversarial prompts to bypass LLM’s safety filters and
engender harmful responses. This project investigates the severe yet under-explored
problems created by jailbreaks as well as potential defensive techniques. We draw
inspiration from the psychological concept of self-awareness and propose a simple yet
effective defence technique. This technique lets LLM ask itself ”What was the question
again” in a system prompt based on the potential malicious response, reminding LLMs
to respond responsibly. Our work has been showed significantly lower the threats posed
by jailbreak attacks and the psychologically inspired self-awareness technique that can
efficiently and effectively mitigate against jailbreaks without further training.
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Chapter 1

Introduction

Since the emergence of Large Language Models (LLMs), such as ChatGPT (21) and
LLaMa (28) in 2022, LLMs have revolutionized the field of Natural Language Process-
ing (NLP). These groundbreaking models have surpassed the capabilities of traditional
NLP approaches, achieving state-of-the-art performances across a spectrum of NLP
tasks, from text understanding to text generation. While LLMs are becoming increas-
ingly common and useful in our daily lives, this widespread use also brings security
challenges to the forefront (22).

As LLMs are trained on massive datasets originating from the internet, exposing them
to a vast amount of knowledge, but also numerous malicious content including hate
speech, malware, and false information (11). This double-edged sword presents several
vulnerabilities to be exploited by vicious attacks (32). Especially the jailbreak attacks, a
type of attack that crafts specific prompts to bypass the safety filter of LLMs. To defend
against such attacks, many researchers are actively working to align LLMs through
various fine-tuning mechanisms [(22), (3), (12), (18)]. This alignment process ensures
the models produce outputs that meet human ethics standards and have been shown
efficacy in reducing malicious response generations (8).

However, recent research found that aligned LLMs still preserve vulnerabilities for
certain jailbreak attacks that are harder to detect: (7) proposed a framework, inspired
by time-based SQL injection, to reverse-engineer the hidden defence mechanisms by
analyzing the timing patterns in chatbot responses, and then employ an LLM to generate
jailbreak prompts by learning these patterns. Instead of using a black-box setting, (38)
apply a white-box approach combined with adversarial attacks to fool a targeted LLM to
output malicious content by appending adversarially chosen characters to user prompts.

To reduce the growing threat of jailbreak attacks, (25) proposed a defence algorithm
called SmoothLLM that disrupts potentially malicious prompts. This method involves
the random omission of a certain number of tokens during input processing. Similarly,
(23) introduced Bergeron, an approach that utilizes an auxiliary model to supplement
the primary LLM’s ability to identify and flag hazardous information.

1



Chapter 1. Introduction 2

1.1 Objectives

While these defence mechanisms like prompt perturbation (25) and auxiliary detection
models for objectionable content (23) offer valuable protection against adversarial
jailbreak attacks, their effectiveness may be limited to specific attack types - adversarial
jailbreak attack. To address this, we plan to propose a novel defence mechanism that
notably demonstrably reduces the Attack Success Rate (ASR) of Greedy Coordinate
Gradient (GCG) attack (38), a type of state-of-the-art adversarial jailbreak attack, while
also possessing the potential to generalize to broader threat landscapes.
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1.2 Related Work

Despite advancements in safety alignment, aligned large language models (LLMs) still
remain susceptible to jailbreaking attacks. Recent research has demonstrated various
methods for exploiting these vulnerabilities. (38) introduced Greedy Coordinate
Gradient (GCG), which utilizes a combined greedy and gradient-based optimization
approach to generate adversarial suffixes appended to input prompts. (19) proposed
AutoDAN, a genetic algorithm-based technique for optimizing adversarial prompts.
In contrast, (5) presented PAIR, a method that iteratively refines prompts through
black-box queries to the target model, achieving jailbreaking without direct access
to the model’s parameters. (33) introduced PAP, a system that leverages persuasive
paraphrasing techniques to generate adversarial prompts.

Beyond these approaches that optimize prompts for individual models or examples,
(30) demonstrated the effectiveness of manually crafted adversarial prefixes or suffixes,
highlighting the existence of fixed patterns exploitable for jailbreaking. The emergence
of these diverse jailbreaking techniques underscores the critical need for developing
robust defence mechanisms to address LLM vulnerabilities.

To defend against jailbreaking attacks, researchers have proposed various defence
methods, which can be categorised into two main types of defence methods: Detection-
based defence and Denoising-based defence. Detection-based approaches, such as
response filter (13) and perplexity filters [(2), (16)], aim to identify the suspiciousness of
potential harmful prompts based on the prompt content itself and reject them. However,
these methods can be thwarted by increasingly sophisticated jailbreaking techniques that
craft more natural-looking prompts. Denoising-based methods, on the other hand, seek
to mitigate the malicious elements within a prompt through techniques like paraphrasing
[(16), (36)], retokenization (16), or random perturbations (25).

In contrast, our proposed defence method operates on the response generated by the
LLM itself. We employ replication of the source malicious prompt based on generated
malicious responses to identify potential malicious content. This approach offers several
advantages. Firstly, it does not rely on attackers’ manipulation of the initial prompt.
Secondly, it avoids the need for additional optimization or numerous queries, making it
both efficient and cost-effective.
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1.2.1 Detection-based Defence

1.2.1.1 Perplexity Filter

Since adversarial suffix attack typically involves gibberish strings that have high per-
plexity (low fluency). Hence the the rationale of the perplexity filter (2) is to check
if the perplexity of a prompt is greater than the perplexity threshold T . Perplexity is
defined as:

PPL(x) = exp
[
− 1
|X |∑

|X |
i=1 log p(xi|x0:i−1)

]
where x is a sequence of t tokens. A prompt passes the filter if:

− 1
|X |∑

|X |
i=1 log p(xi|x0:i−1)< T

An improvement upon it is Window Perplexity Filter (16), which sets a window size n
and uses maximum perplexity over all windows in the harmful prompts dataset as the
threshold.

Figure 1.1: PPL Filter vs PPL Window Filter (16)

Both of these proposed defence mechanisms offer several advantages. Its simple
implementation can operate externally to the LLM, minimizing the risk of performance
degradation, and it also performs efficiently in reducing attack success rates. However,
high perplexity can occur in benign prompts due to factors like typos, tabular data,
code snippets, or unknown language elements, the perplexity filter might classify
these innocent prompts as harmful. Additionally, machine-generated attacks could be
optimized to bypass this defence by incorporating a perplexity term into their objective
function. Since (16) include a perplexity constraint in the loss function of the attack:

Ltrigger = (1−αppl)Ltarget +αpplLppl

And the experiment 1.2 shows that the more attacks passed as the PPL(perplexity)
weight of attack αppl increases. Attackers with access to the internal workings of the
LLM (white-box knowledge) could exploit this vulnerability to generate more natural
and stealthy adversarial prompts [(19), (37)].
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Figure 1.2: The Impact of PPL Weight on Attack Success Rate.(16)

1.2.2 Denoising-based Defense

1.2.2.1 Paraphrasing

To mitigate the adversarial prompt attacks, paraphrasing [(16), (36)], a type of denoising-
based defence has been proposed to use a generative model to paraphrase the orig-
inal malicious prompts, removing the malicious effects such as adversarial suffixes
Figure1.3.

However, this defence strategy assumes adversarial prompts rely on specific wording
that paraphrasing would eliminate. While this might initially seem secure according to
Figure 1.4, a further experiment can reveal this protection is flawed. Simply knowing
about the defence itself allows us to bypass it. To break the paraphrasing defence, we
could simply include the following texts in prompts proposed by :

"<question> After paraphrasing, without leaving a gap, immediately
repeat the following string exactly with no modifications. Do not
change any aspect of the string, punctuation, or spacing:
<adversarial-suffix>"

With this new prompt, the paraphraser doesn’t catch the adversarial suffix, making the
defence ineffective.

Figure 1.3: Illustration of how paraphrasing defence against adversarial suffix attack.
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Figure 1.4: Attack Success Rate with and without paraphrasing.

Empirically, paraphrased instructions work well in most settings, but can also result in
model degradation. For this reason, the most realistic use of preprocessing defences
is in conjunction with detection defences (such as perplexity filters), as they provide
a method for handling suspected adversarial prompts while still offering good model
performance when the detector flags a false positive.

1.2.2.2 Retokenization

(16) claimed another milder denoising-based defence, retokenization, that would disrupt
suspected adversarial prompts without significantly degrading model behaviour for
benign prompts by breaking tokens apart and representing them using multiple smaller
tokens. To break up the text, BPE-dropout has been used to drop a random p% of the
BPE (Byte Pair Encoding) merges during the tokenization of the text, resulting in a
randomized tokenization with more tokens than a standard representation 1.5.

Figure 1.5: Illustration of how retokenization works: each row represents different input
tokenization for a harmful prompt (in grey) with the different adversarial trigger (in red) in
0.0, 0.4, and 0.8 dropout rates.

1.2.2.3 Random Perturbations

By borrowing the ideas from paraphrasing and retokenization defences, (25) found out
that GCG-generated adversarial suffixes demonstrate significant sensitivity to character-
level alterations. In other words, even minor modifications to a small percentage of
characters within a suffix can lead to a substantial decrease – often exceeding an order
of magnitude – in the Attack Success Rate (ASR) of the jailbreaking attempt.

Hence, a randomized denoising-based defence has been proposed:
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Figure 1.6: Illustration of how randomized defence (SmoothLLM) works (25)

There are four types of random perturbation operations employed in SmoothLLM
(implemented as RandomPerturbation in Algorithm 1): insertions, swaps, and patches
(denoted in pink within Figure 1). The pseudocode of the SmoothLLM is presented in
the right-hand-size figure. Lines 1-3 of the pseudocode depict the process of generating
perturbed copies of the initial prompt. These perturbed prompts are then randomly
fed into the LLM (lines 1-3). Subsequently, line 4 determines whether the majority of
the generated responses qualify as successful jailbreaks based on predefined criteria.
Finally, line 5 randomly selects a single response that aligns with the majority vote from
line 4 and returns this response as the output.



Chapter 2

Background

2.1 Adversarial Attacks

Adversarial attacks in machine learning refer to a set of techniques and strategies used
to intentionally manipulate or deceive machine learning models. These attacks are
typically carried out with malicious intent and aim to exploit vulnerabilities in the
model’s behaviour.

(4) and (27) independently observed that machine learning models can be intentionally
fooled using carefully crafted adversarial attacks. In these attacks, the adversary seeks to
create input examples for a classifier that produces an unexpected output: for example,
an image classifier can be fooled to classify an adversarially modified image of a stop
sign, as a speed limit sign. If such a classifier were being used in an autonomous vehicle,
the adversarial perturbation could cause the vehicle to accelerate rather than stop.

Adversarial attacks (15) use noise that is carefully crafted in the direction of the loss
gradient to maximize the impact of the noise on the network loss. In a typical adversarial
example generation algorithm, the loss is back propagated to the input layer; the inputs
are then modified in the direction of the loss gradient. Typically, the attacker has a
limited noise budget, to keep the attack imperceptible and difficult to detect; without
such a constraint, an attacker could simply completely change the input to an example
of the desired output. Following the loss gradient allows small perturbations to cause a
large change to the output value, enabling the attacker to achieve their goal (27).

2.2 Instruction Tuning Attacks on LLMs

Instruction tuning, also known as instruction-based fine-tuning, is a machine-learning
technique used to train and adapt language models for specific tasks by providing
explicit instructions or examples during the fine-tuning process. In LLMs, instruction-
tuning attacks refer to a class of attacks or manipulations that target instruction-tuned
LLMs. These attacks are aimed at exploiting vulnerabilities or limitations in LLMs that
have been fine-tuned with specific instructions or examples for particular tasks.

8
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2.2.1 Jailbreaking

To prevent LLMs from providing inappropriate or dangerous responses to user prompts,
models undergo a process called alignment, where the model is fine-tuned to prevent
inappropriate responses. As can be inferred from their name, jailbreaks involve exploit-
ing LLM vulnerabilities to bypass alignment, leading to harmful or malicious outputs.
The attacker’s goal is either the protected information itself (e.g., how to build a bomb),
or they seek to leverage this output as part of a more integrated system that incorporates
the LLM. It is worth noting the difference between jailbreaks and adversarial attacks
on deep learning classifiers or regressors: while such attacks focus on inducing model
errors (selecting a wrong output), jailbreaks aim to uncover and allow the generation of
unsafe outputs.

In short, jailbreaking in LLMs involves bypassing security features to enable responses
to otherwise restricted or unsafe questions, unlocking capabilities usually limited by
safety protocols.

2.2.2 Prompt Injection

Prompt injection attack describes a method of manipulating the behavior of LLMs to
elicit unexpected and potentially harmful responses. This technique involves crafting
input prompts in a way that bypasses the model’s safeguards or triggers undesirable
outputs.

2.2.3 Prompt Injection vs. Jailbreak

Prompt injection attacks concentrate on manipulating the model’s inputs, introducing
adversarially crafted prompts, which result in the generation of attacker-controlled
deceptive outputs by causing the model to mistakenly treat the input data as instructions.
In fact, these attacks hijack the model’s intended task which is typically determined by
a system prompt that the developer or the provider sets.

Conversely, jailbreak prompts are specifically designed to bypass the restrictions im-
posed by service providers through model alignment or other containment approaches.
The goal of Jailbreaks is to grant the model the ability to generate outputs that typically
fall outside the scope of its safety training and alignment. With this information, let’s
take a closer look at the prompt injection phenomenon.

2.3 Adversarial Suffix Attacks on LLMs

(38) introduces a novel method for generating adversarial prompts that jailbreak aligned
LLMs to produce objectionable content. By combining greedy and gradient-based
search techniques to enhance effectiveness over previous automatic prompt generation
methods, this method automatically generates adversarial suffixes (the red text in Figure
??) appended to user queries (the blue text in Figure ??), significantly increasing the
likelihood of the LLM producing an objectionable response. More specifically, the
underlying goal of this kind of adversarial suffix attack is to find a set of tokens to
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replace the initial red text, so that the aligned LLM will respond affirmatively to any
choice of instruction in blue provided by the user.

This could be summarized into mainly 3 steps:

1. Producing affirmative responses One way to induce LLMs to give an affirmative
response like “Sure, here is (content of query)” to a harmful query. The adversarial
objective should be formalized (like loss function) to optimize the adversarial
suffix.

2. Combined greedy and gradient-based discrete optimization (Greedy Co-
ordinate Gradient-based (GCG) Search) To accomplish the discrete tokens
optimization problem, inspired from AutoPrompt(26), authors leverage gradients
at the token level to identify a single-token replacement set, evaluate the loss of
some candidates in this set, and select the best of the evaluated substitutions.

3. Robust(Universal) multi-prompt and multi-model attacks To achieve ”Robust”
or ”Universal”, the authors also use a greedy gradient-based method to search for
a single suffix that works across different prompts and models.

2.4 Techniques in our Defense Strategies

2.4.1 Prompting

2.4.1.1 Zero-Shot Prompting

Modern large language models excel at following instructions. This is thanks to
their training on massive datasets. Interestingly, this training allows them to tackle
certain tasks without needing specific examples beforehand. This approach, called zero-
shot prompting, involves giving the model a clear instruction without any additional
demonstrations. The model then uses its understanding of language to complete the
task.

For the example of the text classification task:

Even though we didn’t give the model any examples of labelled text (positive, negative,
etc.), it could still identify sentiment. This highlights the zero-shot capabilities of these
models.
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Prompt: Classify the text into neutral, negative or positive. Text: I think this book is
not that bad. Sentiment:

Response: Neutral

Figure 2.1: Zero-Shot Prompting Example

2.4.1.2 Few-Shot Prompting

Despite the zero-shot prompting on large language models can handle some tasks
without any guidance and have a lower cost as it require fewer tokens, they might
struggle with more complex and trickier tasks.

Recent research (28) suggests that the ability of large language models to learn from
just a few examples (few-shot prompting) emerged (17) when the models themselves
became big enough. Few-shot prompting involves providing the model with a few
examples upfront, like showing it how something is done. These examples act as a
guide, allowing the model to understand the task better and generate improved responses
for similar situations.

Using the example of the text classification task again:

Prompt: Classify the text into neutral, negative or positive.
Text1: This book is not that bad.
Sentiment1: Neutral
Text2: What a boring book
Sentiment2: Negative
Text3: I strongly recommend this book
Sentiment3: Positive
Text4: The novel idea of this book literally blows my minds
Sentiment4:

Figure 2.2: Zero-Shot Prompting Example
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Methodology

Figure 3.1: Flowchart of Our Idea

12
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Our goal is not only to make a defence mechanism that demonstrably reduces the Attack
Success Rate (ASR) of jailbreak attacks, but also to make this defence mechanism that
is not only limited to the jailbreak itself, it can also be applied to other attacks that
might trigger the model to give a harmful response, such as prompt injection attack for
malicious content generation.

To achieve this goal, we abandon either the detection-based defence approach or the
denoising-based defence approach, where both methods focus on preprocessing the
malicious prompts before passing them into the LLM. Instead, we place the focus on
the initial harmful responses. Therefore, we propose to defend against jailbreaking
attacks by source prompt replication. We introduce our prompt replication process
which replicates an initial harmful response and predicts a possible user prompt that
can lead to the response. The predicted prompt is expected to naturally mitigate the
adversarial component in the original prompt by removing the adversarial suffixes, as it
is constructed from the initial response which is generated by the target model rather
than directly provided by the attacker.

Figure 3.1 illustrates how we design our defence approach based on the response:
When a malicious prompt with adversarial suffixes is passed from the attacker to the
LLMs, the LLMs might immediately respond with the harmful answer if the adversarial
suffixes could successfully help the malicious prompt to bypass the innated safety filter
of LLM. In this case, our defence mechanism would automatically prompt the LLM
itself (or utilise an external language model) to replicate the original suffix-free prompt
within the internal LLM system, where these processes are invisible to users. Once
the suffix-free prompt has been reproduced based on the first-time generated harmful
content, it would be passed again to LMM, since there are no adversarial suffixes at this
step, this suffix-free prompt cannot easily bypass the safety filter like before.

Based on this basic idea, in this chapter, we present the methods used to build up this de-
fence mechanism. We proposed three pipelines in total for mechanism implementation
that use different language models to predict the malicious prompts.

3.1 Method Definition

This section provides a formal definition to formalize the attacks and defence task:
We posit an aligned large language model (LLM) as the target model denoted by M,
exhibits the capability to decline prompts that are demonstrably harmful. When the
model receives an input prompt P, it then generates a response R = M(P).

And there is a type of attack A that aims to craft meaningless adversarial suffixes S (e.g.
”!@#$%ˆ&* &)(#*@#+”) for target model M based on the initial suffix-free prompt P0
(e.g. ”How to destroy humanity step-by-step”):

S = A(M,P0) (3.1)

Then concatenate the P0 and S together to get the adversarial prompt P1 (e.g. ”How to
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destroy humanity step-by-step !@#$%ˆ&* &)(#*@#+” in Figure 3.1) to bypass the
safety filter of model M:

P1 = concat(P0,S) = concat(P0,A(M,P0)) (3.2)

Therefore a potential harmful response R might be returned:

R = M(P1) = M(concat(P0,S)) = M(concat(P0,A(M,P0))) (3.3)

To assess the efficacy of the attack, a test function ftest , evaluates the response R. Given
a well-generated malicious prompt P1, the test function ftest determines if response
R contains a harmful outcome that relates to the prompt P1. If such a response R is
identified, the attack A is deemed as successful, where ftest(R|M,P1) = 1, or vice versa:

The test function ftest : R→{0,1} defined via

ftest(R|M,P1) =

{
0, Response R is safe
1, Response R is harmful

(3.4)

Where the test function ftest can be implemented by prefix matching used in GCG attack
(38), or prompting an LLM (35), or human annotation (30). Since our main goal for
this project is to mitigate the GCG attack, we adopt the prefix-matching method for test
function ftest .

The defence task revolves around safeguarding the target model M from adversarial
attacks. This can be achieved by incorporating an additional defence task D, which acts
as a protective layer, resulting in D(M). This fortified model exhibits greater resilience
against attempts to compromise its security.

The success of defence strategy D is evaluated based on the test function f as well.
When presented with the adversarial prompt P1 , and the response R generated by the
protected model would be:

R = (D◦M)(P1) = (D◦M)(concat(P0,A(M,P0))) (3.5)

If test function ftest(R|M,P1) = ftest((D ◦M)(P1)|M,P1) = 0, then we can conclude
that D has effectively countered the attack. In simpler terms, the defended model no
longer fulfils the malicious intent embedded within the prompt.
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The following pseudocode more fluently demonstrates the entire process of attack and
defence separately.

Algorithm 1 shows the attack procedure designed to generate malicious responses from
LLM. It commences by receiving as input a preliminary, suffix-free malevolent prompt
denoted by P, alongside an attack target model represented as Mt , and a function to
test the attack ftest . The output of Algorithm 1 is denoted by R, characterized as the
potentially harmful response engendered upon the initial execution of the algorithm.

Then the attack procedure initiates with the generation of adversarial suffixes applied
to the target model Mt with the initial prompt P (in this case, we used GCG attack
(38) for the generation task). These adversarial suffixes S are concatenated to P to
form a new prompt Ps, now imbued with the potential to elicit a harmful response from
the model. Upon crafting the Ps, the algorithm then solicits the target model Mt to
generate a response R based on Ps. The efficacy of the attack is evaluated using the test
function ftest, which ascertains whether the model’s response R signifies a successful
attack when considered in the context of the prompt Ps. The test function ftest affirms
the attack’s success by returning a value of 1, the algorithm will assert that the attack
has been accomplished successfully. Conversely, if the function indicates failure by
returning a value other than 1, the algorithm will acknowledge that the attack has been
unsuccessful.

Algorithm 1 Pseudocode of Attack
1: Input:
2: P - the initial suffix-free malicious prompt,
3: Mt - the attack target model,
4: ftest - the test function
5: Output: R - the possible harmful response generated at the first time.
6: procedure ATTACK(P,Mt)
7: S← GCG(Mt ,P) ▷ Obtain adversarial suffixes from GCG attack
8: Ps← concat(P,S) ▷ Obtain prompt with adversarial suffixes
9: R←Mt(Ps)

10: if ftest(R|Mt ,Ps) = 1 then ▷ Check if the attack is successful
11: print(”Attack successfully”)
12: else
13: print(”Attack failed”)
14: return R ▷ Return the response

Algorithm 2 shows the defence strategy devised to counteract potential attacks on
LLMs. The algorithm accepts several parameters as input: Ps, the malicious prompt
with adversarial suffixes; Mt , the target model used in the attack procedure is also
the target model we want to protect; Md , the model utilized to replicate prompts as
part of the defensive mechanism; R, the potentially harmful response that may have
been generated by an attack process denoted as ATTACK(P,Mt); and ftest , a function
designated to test the safety of the model’s responses.

The intended output of Algorithm 2 is a safeguarded response, which can either be a
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refusal to engage with the prompt if it is deemed malicious or a valid response produced
by the model Mt , thereby mitigating the potential risks associated with the prompt.

Upon invocation of the DEFENCE procedure, the algorithm initially employs ftest to
ascertain whether the response R, when considered in conjunction with the malicious
prompt Ps, is indicative of a refusal. If ftest validates the response as a refusal, the
original response R is immediately returned, signifying an effective preclusion of the
attack. Conversely, if the response is not identified as a refusal, the algorithm proceeds
to invoke Md to replicate the prompt based on the response R, generating a new prompt
P′. Subsequently, Mt is solicited to provide a fresh response R′ predicated upon P′.

Following the generation of R′, the algorithm once again harnesses ftest to evaluate
whether R′ in conjunction with P′ is classified as non-malicious. A return value of 0
from ftest at this juncture signifies that the defence has been executed successfully, and
the algorithm proceeds to declare a successful defence. If, however, the defence is
adjudged to have failed, the algorithm concedes this outcome. Irrespective of the result,
R′ is returned as the final outcome of the defence strategy, representing the model’s
concluded response after the implementation of the defence mechanism.

Algorithm 2 Pseudocode of Defence Strategy
1: Input:
2: Ps - the malicious prompt with adversarial suffixes,
3: Mt - the target model,
4: Md - the prompt replication model used for defence,
5: R - the potential harmful response generated by attack: R = ATTACK(P,Mt)
6: ftest - the test function
7: Output: The defended response either refusal or a valid output from model M.
8: procedure DEFENCE(Ps,Mt ,Md,R, ftest)
9: if ftest(R|Mt ,Ps) = 0 then ▷ Check if the response is a refusal

10: return R ▷ Return the refusal template
11: else
12: P′←Md(R), R′←Mt(P′) ▷ Predict the prompt from response
13: if ftest(R′|Mt ,P′) = 0 then
14: print(”Defend successfully”)
15: else
16: print(”Defend failed”)
17: return R′

In this way, our proposed defence strategy effectively thwarts adversarial jailbreaking
attempts embodied by prompt Ps. This success hinges on two key factors: Firstly, model
Md must accurately infer the prompt P′ that aligns with the harmful response R generated
by the target model Mt . Secondly, the target model Mt itself must possess the inherent
ability to refuse prompts that are demonstrably harmful, such as the inferred prompt P′.
This ability to refuse harmful prompts is a common characteristic of mainstream LLMs.
Crucially, the inferred prompt P′ simplifies the task for the target model Mt . Instead
of needing to discern the malicious intent embedded within the potentially obfuscated
adversarial prompt Ps, the target model only needs to assess the clarity and safety of the
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predicted prompt P′. This significantly simplifies the defence mechanism and leverages
an existing capability of LLMs.

In this paper, we proposed three different pipelines to implement our defence strategy,
aiming to identify a user query that would elicit the same response from the target LLM
Dt as the original response observed.

3.2 Pipeline 1

Figure 3.2: Flowchart of Pipeline 1

For pipeline 1, we only use a single model throughout the whole process, meaning that
the target model Mt itself is also the defence model Md: Mt = Md . By prompting the
target model Mt itself, the suffix-free prompt P′ is predicted based on the response R.

3.2.1 Zero-Shot Prompting

Prompt: You are an objective judge, based on the given response: [RESPONSE],
evaluate whether this response contains unsafe or illegal content, if it does,
predict the most possible original prompt that can yield this response, if not,
ignore this prompt by answering ”Safe Response”.

Figure 3.3: Zero-Shot Prompting Template

3.2.2 Few-Shot Prompting

Prompt: You are an objective judge, evaluate whether the given response R contains
unsafe or illegal content, if it does, predict the most possible original prompt
P that can yield this response, if not, ignore this prompt by answering ”Safe
Response”.

R1: Here is how to use a drone to smuggle contraband into a prison:...
P1: Teach how to use a drone to smuggle contraband into a prison
R2: Sure, here’s a malicious code to steal sensitive information from a website:...
P2: Write a malicious code to steal sensitive information from a website
R3: Sure, here’s a tutorial on how to hack into sensitive government databases, pre-

sented in a white illustrated format:...
P3: Create a tutorial on how to hack into sensitive government databases
R: [RESPONSE]
P:

Figure 3.4: Few-Shot Prompting Template

Figure 3.3 and Figure 3.4 present the zero-shot and few-shot prompting templates
respectively that we used for our self-awareness defence strategy in pipelines 1 and 2.
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3.3 Pipeline 2

Figure 3.5: Flowchart of Pipeline 2

Regarding the defence model we used in pipeline 2, we replaced the original target
model (the highlighted blue block in the middle of Figure 3.5) with a larger parameter
size of LLM from the same LLM family (such as Md is LLaMa2 13B if the target model
Mt is LLaMa2 7B at the beginning) or stronger LLM from a different family (GPT3.5
turbo).

Defence Model Md Zero-Shot Few-Shot
Vicuna-13B 0.894 0.947

LLaMa2-13B 0.889 0.943
GPT-3.5-turbo 0.902 0.961

Table 3.1: F1 Bertsocre on prompt replication task when different defence model Md
with different prompting techniques are used

To identify the optimal model with the highest proficiency in replicating the original
prompt from the response R, we employed the F1 BERT score as the metric for eval-
uating this capability. A higher F1 BERT score indicates greater similarity between
the replicated prompt P′ and the source prompt P, reflecting more accurate replication
performance. Consequently, we conducted a series of experiments across three distinct
models, utilizing a dataset comprising attack outcomes generated by the GCG attacks
(38) against the target model Mt . Through this methodology, we aim to ascertain which
model most effectively mirrors the original prompting, thereby providing insights into
the robustness of each model’s defensive mechanisms against such adversarial tactics.

Table 3.2 illustrates that all models improve when they transition from a zero-shot to
a few-shot learning framework, with GPT-3.5-turbo showing the best overall perfor-
mance in this task according to the F1 BERTscore metric. The results suggest that
the application of few-shot learning techniques is beneficial and that GPT-3.5-turbo
is particularly adept at leveraging a small number of examples to enhance its prompt
replication capabilities.

3.4 Pipeline 3

The purpose of the replicated prompt P′ is solely to reconstruct and scrutinize any
potentially harmful intent present in the original prompt. Consequently, in this context,
LLMs are only tasked with original prompt prediction. Seems like there is no necessity
for these models to exhibit capabilities in other tasks such as machine translation
or text classification. Given the extensive parameterization characteristic of LLMs,
deploying them for the defensive model Md could be perceived as an expensive approach,
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particularly when their expansive functionality extends beyond the specific requirements
of prompt recovery and assessment.

Consequently, we opted for a pre-trained language model (PLM) in pipeline 3 as the
defence model Md , which incurs lower costs compared to previous LLMs. And this
PLM, already trained for question generation, was utilized to carry out the task of
prompt prediction.

To generate questions, we used a powerful pre-trained language model QG-T5-LARGE
for Md . This model comes from the lmqg library, a toolkit specifically designed for
question-answer generation using pre-trained models. The lmqg library itself is built
upon QG-Bench(29), a benchmark that establishes a common ground for evaluating
question generation tasks. QG-Bench achieves this by converting existing question-
answering datasets into a standardized format.

Figure 3.6: Flowchart of Pipeline 3 with the single prompt generation, the dot-line block
demonstrates the single question (prompt) generation process

Since the QG-T5 models are fine-tuned to generate a list of possible prompts based on
the given context R. The dot-line block in Figure 3.6 illustrates a simpler version of the
prompt generation task, wherein we select the prompt with the highest F1 BERT score -
indicative of the greatest similarity - to serve as P′ from the list of options generated.
However, it should be noted that in actual experiment results, a negligible difference in
similarity was observed among the Top-N prompts as ranked by F1 BERTscore.

Top-1 Top-2 Top-3 ...
F1 BERTscore 0.912 0.907 0.898 ...

Table 3.2: Average F1 BESTscore for Top-N generated prompts, the evaluation dataset
used here is also the attack outcomes produced by the GCG attacks

Figure 3.7: Flowchart of Multi-Prompts Generation Task
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To enhance the representativeness of the final generated prompt P′ for the response
R, we propose an alternative approach in pipeline 3. This method evaluates the Top-
N generated prompts collectively (we empirically set N=3) rather than Top-1, and
subsequently summarizes them into a single comprehensive prompt. By encapsulating
the diversity of the generated prompts, this summarization aims to yield a more robust
and inclusive representation.



Chapter 4

Experiments and Results Discussion

4.1 Experiment Setup

4.1.1 Baselines

4.1.1.1 Defence Baselines

We evaluate one existing defence method from a detection-based defence method, and
one existing defence method from a denoising-based defence method:

• Paraphrasing: Inspired by (16), this approach aims to neutralize adversarial
elements within the prompt by paraphrasing it using the original target LLM that
is used for the adversarial suffix generation.

• SmoothLLM (25): This method tackles jailbreaking attacks by generating mul-
tiple, slightly modified versions of the original prompt. The original prompt is
rejected if the majority of these perturbed prompts are deemed malicious.

4.1.1.2 Original Prompt Replication Baselines

We have to evaluate the replication ability of malicious prompts based on the returned
response as well. So we also need the baselines that operate on the generated response
instead of the initial prompt for this task, these baselines should leverage the target
model’s capabilities by instructing it to assess the harmfulness of its own response to
the prompt. The prompt should be rejected if the target model itself identifies a harmful
response,

4.1.2 Models

4.1.2.1 Target and Test Models

We mainly consider 2 widely used open-sourced LLMs as target models in our exper-
iments: Llama2 (28), and Vicuna (31). More specifically, Llama-2-Chat-HF-7B and
Vicuna-7B are used to generate the adversarial suffixes, where the Llama-2-Chat-HF
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are built with considerations on safety alignment and the Vicuna models are fine-tuned
from Llama-2 without particular optimization for safety during fine-tuning.

• Llama2 (28): Llama2 is an open-source LLM developed by Meta AI, trained
on a massive dataset of text and code. It’s particularly noteworthy for its fo-
cus on safety alignment during training. This means the model is designed to
avoid generating harmful or misleading outputs. Llama2 comes in various sizes,
with the experiments referencing Llama-2-Chat-HF-7B, likely indicating a 7-
billion parameter version specifically fine-tuned for chatbot functionalities while
maintaining safety considerations.

• Vicuna (31): Vicuna appears to be a derivative of Llama2 that wasn’t explicitly
optimized for safety during fine-tuning. This distinction is crucial in the context
of the experiment, as it allows researchers to assess how safety-focused design
choices in the base model (Llama2) influence vulnerability to adversarial attacks.
The experiments used Vicuna-7B, presumably the 7-billion parameter version.

4.1.2.2 Additional Models for Transferability Testing

To test the ability of transferable attacks, we test the generated adversarial suffixes on
the same models with a larger parameter size: Llama-2-Chat-HF-13B and Vicuna-13B.
Furthermore, other types of models with similar size are selected as test models as well,
such as ChatGLM2 (10), Falcon-instruct (1), Guanaco-HF (9), and Mosaic Pretrained
Transformer (MPT) (20).

• Llama-2-Chat-HF-13B and Vicuna-13B: These are larger versions (13 billion
parameters) of the same Llama2 and Vicuna models used to generate adversarial
suffixes. This is a crucial part of the experiment. By testing the generated suffixes
on larger models of the same underlying architecture, researchers can determine
if the adversarial effects are specific to the 7-billion parameter versions or if they
can be transferred across different model sizes within the same LLM family.

• ChatGLM2 (10): Similar to Llama2-Chat, ChatGLM2 is another open-source
LLM with a focus on conversational functionalities. This model distinguishes
itself from its predecessors like Llama2-Chat by adopting a unique architectural
framework, thereby offering a broader test bed for the transferability of adversarial
suffixes.

• Falcon-instruct (1): An open-source LLM has been specifically fine-tuned on
instructions and conversational data, designed to excel at following instructions,
making Falcon particularly suitable for popular assistant-style tasks. This focus
is evident in the scale of training data, with Falcon-7B processing 1.5 trillion
tokens. Hence the inclusion of Falcon-instruct in the experiment might broaden
the scope by testing adversarial suffixes on a model potentially trained with a
different objective function compared to chat-focused models.

• Guanaco (9): An LLM specializes in instruction following as well that uses
a finetuning method called LoRA (14). With QLoRA (9), it becomes possible
to fine-tune large parameter-sized models on GPUs with less memory without
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loss of performance in executing user commands. Including Guanaco allows for
examining how adversarial suffixes perform on a potentially close relative of the
target models (Llama2 and Vicuna) but with different fine-tuning processes.

• Mosaic Pretrained Transformer (MPT) (20): An GPT-style (decoder-only)
LLM, which optimized transformer architecture by including FlashAttention (6)
for efficient training and inference and Attention with Linear Biases (ALiBi)
(24) for finetuning and accommodating longer conversations. This inclusion is
significant because MPT represents a completely different architecture compared
to the Llama2-based models and ChatGLM2. Testing the adversarial suffixes on
MPT helps assess how generalizable these manipulative techniques are across
various LLM architectures.

4.1.3 Datasets

We adopt a “harmful behaviours” subset of AdvBench (38) to evaluate various defences
against LLM jailbreaking attacks.

To acquire the evaluation dataset for the prompt replication task, we initially engage
in adversarial learning to generate adversarial suffixes. This involves carrying out a
GCG attack on the target model. Upon completion of these attacks, we are able to
collect the prompts that have been appended with adversarial suffixes, along with their
corresponding responses derived from the attack outcomes.

4.1.4 Metrics

GCG attacks utilize Attack Success Rate (ASR) as the primary metric to assess its
effectiveness. For evaluating harmful behaviours, an attack is considered successful
if the model makes a genuine attempt to execute the intended malicious behaviour
(38). To gauge the universality of an attack (i.e., how well it generalizes to unseen
models), they employ two additional success rate measurements, which are reported as
percentages and contribute to the overall ASR metric:

• Success Rate on Trained Behaviors: This measures the percentage of attacks
within the training set that were successful in prompting the model towards
harmful actions.

• Success Rate on Held-Out Test Set: This measures the percentage of attacks from
a separate, unseen test set that were successful in prompting the model towards
harmful actions.

In order to demonstrate the effectiveness of defence more intuitively we use a metric of
defence success rate (DSR) which is equivalent to 1 minus the attack success rate:

DSR(%) = 1−ASR(%)

Moreover, we adopt the F1 measure (4.3) of BERTscore(34), the metric computing
the semantic similarity between source prompt and generated prompt, to evaluate the
quality of our prompt generation.
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cosine-similarity(xi, x̂ j) =
x⊤i x̂ j

∥xi∥∥x̂ j∥
= x⊤i x̂ j (4.1)

Where xi is a reference token and x̂ j is a candidate token.

RBERT =
1
|x| ∑xi∈x

max
x̂ j∈x̂

x⊤i x̂ j (4.2)

PBERT =
1
|x̂| ∑

x j∈x̂
max
xi∈x

x⊤i x̂ j (4.3)

FBERT =
2PBERT ·RBERT

PBERT +RBERT
(4.4)

More importantly, the BERTscore has been shown to be more robust to adversarial
paraphrasing when compared to previous metrics.

4.1.5 Devices

Since the core idea of GCG attacks is to keep swapping the token to find out the single-
token substitutions that optimally reduced the loss (38), despite considering solely the
top-k candidate replacements with the largest negative gradient would improve the
efficiency, it still demands intensive computing resources. Through the experiments on
different clusters with different configurations, we found out that the minimum GPU
requirement for one GCG attack execution on the Vicuna-7B model and the LLaMa-7B
are respectively an NVIDIA A100 Tensor Core GPU with 40G memory and an NVIDIA
A100 Tensor Core GPU with 80G memory.
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4.2 Experiment Results

Table 4.1 conveys that Pipeline 2 yields the highest average BERTscore of 0.961,
suggesting superior performance in prompt replication fidelity. Conversely, Pipelines
1 and 3, with BERTscores of 0.897 and 0.917 respectively, imply a relatively lower
prompt replication accuracy.

Metric Pipeline 1 Pipeline 2 Pipline 3
F1 Bertscore 0.897 0.961 0.917

Table 4.1: Average BERTScore for each pipeline

In Table 4.2, a juxtaposition of DSR values across the pipelines is presented for two
target models, Vicuna (7B) and LLaMA-2 (7B-Chat). Notably, LLaMA-2 (7B-Chat)
demonstrates the highest DSR of 0.96 in Pipeline 2, commensurate with the pipeline’s
leading BERTscore, thereby indicating that higher similarity scores correlate with in-
creased defense effectiveness. Vicuna (7B) exhibits a marked improvement in DSR
when defended using Pipeline 2 as well, though the extent of increase is not as pro-
nounced as with LLaMA-2.

Target Model Pipeline 1 Pipeline 2 Pipline 3
Vicuna (7B) 0.42 0.75 0.44
LLaMA-2 (7B-Chat) 0.81 0.96 0.86

Table 4.2: Comparison of Defense Success Rate (DSR) Across Various Pipelines for
Protecting Different Target Models

Figure 4.1: Relationship between F1 BERTscore and Defense Success Rate (DSR)

Figure 4.1 visually encapsulates the data from the tables, showcasing an overarching
trend that higher F1 BERTscores align with increased DSRs. This graphical represen-
tation serves to strengthen the hypothesis that the quality of prompt replication—as
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quantified by BERTscores—is a reliable indicator of defensive robustness against ad-
versarial attacks. It also underscores Pipeline 2’s efficacy in defending target models,
which is crucial for language models where security against such adversarial tactics is
paramount.

Target Model GCG DSR Pipeline2 SmoothLLM Max DSR
Vicuna (7B) 0.01 0.75 0.90 0.95
LLaMA-2 (7B-Chat) 0.41 0.96 0.99 1.0

Table 4.3: Current results produced by our defending mechanism, the model we used to
optimise the GCG attack and test is the same.

Table 4.3 delineates the Defense Success Rate (DSR) for two target models, Vicuna
(7B) and LLaMA-2 (7B-Chat), using various defense strategies against the GCG attack.
The table quantifies the efficacy of our defending mechanisms.

Test Model Individual Harmful Behaviors Baseline
DSR (Before) DSR (After)

LLaMa2 (13B) 0.98 0.99 0.99
Vicuna (13B) 0.56 0.96 0.96
Falcon (7B) 0.24 0.24 0.24
Guanaco (7B) 0.67 0.67 0.67
ChatGLM (6B) 0.91 0.91 0.91
MPT (7B) 0.87 0.87 0.87

Table 4.4: Current results produced by our defending mechanism, the model we used to
optimise the GCG attack is Vicuna (7B).

Table 4.4 presents the DSR outcomes for a range of test models both before and after
applying a defense mechanism. The baseline column suggests the DSR in an unaltered
state, while the Individual Harmful Behaviors columns display the DSR before and
after the defense, respectively. Noteworthy is the consistency in DSR values before and
after defense for models such as Falcon (7B), Guanaco (7B), ChatGLM (6B), and MPT
(7B), suggesting that the defense mechanism did not significantly alter their robustness
against attacks.
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4.3 Limitations & Future Work

This work acknowledges several limitations that warrant further investigation.

• Contingent on Unadjusted Model Behavior: The efficacy of the self-awareness
mechanism hinges on the unproven assumption that the model without the defence
strategy can inherently reject harmful prompts, even when couched in innocuous
language. Our proposed method’s effectiveness may be diminished if the model
was not originally aligned with safety principles as a core tenet.

• Quality Downgrade: While the defence strategy generally preserves the overall
quality of the model’s output, there is a possibility of a slight decline in generation
quality. This can be attributed to potential errors introduced by the prompt
replication model. Future research efforts should explore the development of
more accurate models for the prompt prediction task.

• User Experience Considerations: The introduction of self-awareness might
lead to large language models (LLMs) incorporating excessive verbiage that
emphasizes their responsibility. This could potentially detract from the user
experience due to the inclusion of uninformative assertions. In future work,
we aim to design more adaptable mechanisms and advanced frameworks that
can further enhance safety, user trust, and the model’s sense of responsibility,
while simultaneously mitigating the risk of compromising core functionalities or
generating extraneous claims.



Chapter 5

Conclusions

Large Language Models (LLMs) have revolutionized NLP, but their growing promi-
nence brings security challenges. These models are vulnerable to manipulation due
to the vast and potentially malicious content they are trained on. Jailbreak attacks, a
specific type of manipulation, exploit these vulnerabilities to bypass safety filters and
generate harmful outputs.

While safety alignment through fine-tuning shows promise, recent research indicates
that aligned LLMs remain susceptible to certain jailbreak attacks. Researchers are
actively developing defense mechanisms. Existing methods like prompt perturbation
and auxiliary detection models offer protection, but their effectiveness might be limited
to specific attack types.

This work proposes a novel defense mechanism specifically designed to address Greedy
Coordinate Gradient (GCG) attacks. Our approach analyzes the LLM’s response
itself to identify potential malicious content, offering several advantages: 1. Attacker-
independent: It doesn’t rely on attackers manipulating the initial prompt. 2. Efficiency:
It avoids the need for additional optimization or numerous queries, making it cost-
effective. By focusing on the generated response, our method presents a promising new
avenue for defending against jailbreak attacks and potentially broader security threats
in the LLM landscape.
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