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Abstract
Recent work has shown that pretrained language models (PLTMs) struggle with numeric
commonsense. In this report, we complete work on MInf1 for MNUMERSENSE, a
multilingual numerical commonsense reasoning dataset, translating a further 6,000
sentences in Arabic. Overall, we complete a dataset containing 36,000 sentences across
Arabic, Chinese and Russian.

Evaluating on mBERT, xlm-RoBERTa, mT5, mBART, LLaMA 2 and Mistral we find
that our task is challenging for language models in a pretrained form. We therefore eval-
uate on finetuned models, where models are trained on a corpora of data, and compare
our results to prompt-based models, where models are provided direct instructions.

We perform experiments on different prompting formats, including chain-of-thought,
in which models are asked to lay out steps of inference, and knowledge, in which
models are asked to generate knowledge about a particular sentence. We also perform
experiments exploring if models are biased towards particular numbers and if code-
based models can reason better. We then evaluate our models on linguistic-specific
phenomena analysing the capacity of language models to understand case declension in
Russian, declension in Arabic and the influence of word reliance in Chinese. Finally, we
look at transfer learning to improve this performance, introducing a novel and effective
technique we call transfer of knowledge, where knowledge generated in English is
transferred to other languages.

i



Research Ethics Approval
This project obtained approval from the Informatics Research Ethics committee.
Ethics application number: 6800
Date when approval was obtained: 2022-06-17
The participants’ information sheet and a consent form are included in the appendix.

Declaration
I declare that this thesis was composed by myself, that the work contained herein is my
own except where explicitly stated otherwise in the text, and that this work has not been
submitted for any other degree or professional qualification except as specified.

(Dayyán O’Brien)

ii



Acknowledgements
I want to thank my supervisor, Prof. Mirella Lapata for all their help, support, and
guidance throughout the project. I am grateful for all of the time and effort she has
dedicated to ensure that I succeed in this project.

To my dear friends and family. Thank you for your support.

Above all, I want to thank God. The All-Powerful, the All-Wise, and the All-Glorious.

iii



Table of Contents

1 Introduction 1
1.1 Motivation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1
1.2 Objectives . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 2
1.3 Contributions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 3
1.4 Report outline . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 3

2 Background and Literature Review 4
2.1 Language models . . . . . . . . . . . . . . . . . . . . . . . . . . . . 4

2.1.1 Transformers . . . . . . . . . . . . . . . . . . . . . . . . . . 4
2.1.2 Current models . . . . . . . . . . . . . . . . . . . . . . . . . 7

2.2 Prompting . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 9
2.2.1 In-context learning . . . . . . . . . . . . . . . . . . . . . . . 9
2.2.2 Chain-of-thought . . . . . . . . . . . . . . . . . . . . . . . . 9
2.2.3 Knowledge . . . . . . . . . . . . . . . . . . . . . . . . . . . 10
2.2.4 Transfer learning . . . . . . . . . . . . . . . . . . . . . . . . 10

2.3 Related work . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 11
2.3.1 NumerSense . . . . . . . . . . . . . . . . . . . . . . . . . . 11
2.3.2 Numerical Commonsense Reasoning across Languages . . . . 12
2.3.3 Commonsense in LLMs . . . . . . . . . . . . . . . . . . . . 12
2.3.4 Numerical commonsense . . . . . . . . . . . . . . . . . . . . 12
2.3.5 Multilingual commonsense . . . . . . . . . . . . . . . . . . . 12

3 Dataset 13
3.1 Languages . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 13
3.2 Data collection . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 13

3.2.1 Quality evaluation . . . . . . . . . . . . . . . . . . . . . . . 13
3.2.2 NumerSense . . . . . . . . . . . . . . . . . . . . . . . . . . 14
3.2.3 Prompts . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 16
3.2.4 Limitations . . . . . . . . . . . . . . . . . . . . . . . . . . . 16

4 Approach 17
4.1 Preprocessing . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 17
4.2 Models . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 17

4.2.1 Model choice . . . . . . . . . . . . . . . . . . . . . . . . . . 17
4.2.2 BERT & RoBERTa . . . . . . . . . . . . . . . . . . . . . . . 18
4.2.3 BART . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 18

iv



4.2.4 T5 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 18
4.2.5 LLaMA & Mistral . . . . . . . . . . . . . . . . . . . . . . . 19

4.3 Evaluation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 20

5 Experiments 21
5.1 Experiment 1: Can prompts outperform finetuning? . . . . . . . . . . 21
5.2 Experiment 2: Can generating knowledge and chain-of-thought improve

performance? . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 24
5.3 Experiment 3: Do code-based models reason better? . . . . . . . . . . 26
5.4 Experiment 4: Are models biased to particular numbers? . . . . . . . 27
5.5 Experiment 5: Linguistic specific phenomena . . . . . . . . . . . . . 29
5.6 Experiment 6: Can we learn across languages? . . . . . . . . . . . . 37

6 Conclusions 39
6.1 Contributions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 39
6.2 Results overview . . . . . . . . . . . . . . . . . . . . . . . . . . . . 39
6.3 Future work . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 40

Bibliography 41

A Additional Experiments 47
A.1 Are masked sentences harder than questions? . . . . . . . . . . . . . 47
A.2 Linguistic specific phenomena continued . . . . . . . . . . . . . . . . 47
A.3 LLaMA Chat . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 48

B Hyperparameters 50

C Values 51
C.1 Numer words . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 51

C.1.1 English . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 51
C.1.2 Chinese . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 51
C.1.3 Russian . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 52
C.1.4 Arabic . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 52

C.2 Russian case declensions . . . . . . . . . . . . . . . . . . . . . . . . 53
C.3 Object bias sentences . . . . . . . . . . . . . . . . . . . . . . . . . . 54

C.3.1 Sentence 1 . . . . . . . . . . . . . . . . . . . . . . . . . . . 54
C.3.2 Sentence 2 . . . . . . . . . . . . . . . . . . . . . . . . . . . 54

D Prompts 55
D.1 Examplars . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 55

D.1.1 English . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 55
D.1.2 Chinese . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 57
D.1.3 Russian . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 58
D.1.4 Arabic . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 63

D.2 Template . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 68
D.3 Instructions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 69

D.3.1 Normal . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 69

v



D.3.2 Chain of thought . . . . . . . . . . . . . . . . . . . . . . . . 69
D.3.3 Knowledge generation . . . . . . . . . . . . . . . . . . . . . 70
D.3.4 Question answer . . . . . . . . . . . . . . . . . . . . . . . . 70
D.3.5 Question conversion . . . . . . . . . . . . . . . . . . . . . . 70
D.3.6 Self-translate . . . . . . . . . . . . . . . . . . . . . . . . . . 71

D.4 Chat . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 71
D.4.1 Type A . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 71
D.4.2 Type B . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 72

E Ethics forms 73
E.1 Instructions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 73
E.2 Consent form . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 76

vi



Chapter 1

Introduction

This section provides a brief overview of our project, including the motivation, ob-
jectives of the project, and our contributions. Finally, we provide the outline of the
report.

1.1 Motivation

Pretrained language models (PLTMs) have been shown to inherit commonsense (Petroni
et al., 2019), or the ability to know facts and inferences that humans naturally intuit.
However, recent work has shown models struggle with numeric commonsense reasoning
in English (Lin et al., 2020). Numerical commonsense is reasoning about well-known
numerical facts, for example, a car has four wheels and a bird has two wings. Our
previous project, MInf1 (Masters of Informatics - Part 1), showed this also occurs in
BERT (Bidirectional and Auto-Regressive Transformer) (Devlin et al., 2018), RoBERTa
(Robustly Optimized BERT Pretraining Approach) (Liu et al., 2019), T5 (Text-to-Text
Transfer Transformer) (Raffel et al., 2019), BART (Bidirectional and Auto-Regressive
Transformer) (Lewis et al., 2019) and mGPT (multilingual Generative Pretrained Trans-
former) (Shliazhko et al., 2022) across Arabic, Chinese, and Russian, by crowdsourcing
a dataset based on NUMERSENSE, a mask-infilling commonsense numerical reasoning
task. We translated 12k sentences for Chinese and Russian and 6k sentences for Arabic.
In this report, we complete our crowdsourcing, adding an additional 6k sentences in
Arabic. We also crowdsource a new test set of 200 sentences for Arabic, Chinese, and
Russian. Additionally, we collect prompts for this task in English, Arabic, Chinese and
Russian, looking at how prompting could be used to improve performance on this task.

Numerical reasoning is an important problem. State-of-the-art models hallucinate
numerical facts or struggle to compose mathematical problems. Despite that, language
models are not going away, they are being used more and more around the world.
Therefore, we must understand the limitations of models today, to find the best steps
to take to ensure a safe and trustworthy future. Furthermore, we must democratize our
understanding beyond just English. Languages are structurally complex and diverse.
Working beyond English improves the access to these systems for people around the
world. In this report, I continue from my previous project by crowdsourcing translations
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1.2. OBJECTIVES 2

of NUMERSENSE (Lin et al., 2020). There does not yet exist a numerical commonsense
reasoning dataset across languages, and this project completes this gap.

Using the crowdsourced dataset, we perform experiments on encoder-only (mBERT,
xlm-RoBERTa), encoder-decoder (BART, T5) and decoder-only (LLaMA (Large Lan-
guage Model Meta AI 2) (Touvron et al., 2023), Mistral). On our encoder-only models,
we evaluate their ability to understand numeric sense across languages, finding that
pretrained performance is poor but this can be significantly improved with finetuning.
We find similar behaviour on mask-infilling for BART and T5. With LLaMA and
Mistral, we explore prompting techniques that can leverage numeric reasoning without
additional training. We look at in-context learning (Radford et al., 2019), chain-of-
thought (Wei et al., 2022) and knowledge prompting (Liu et al., 2022), finding that
knowledge prompting can significantly bolster performance. We also perform a probing
experiment across our language models on object word bias to determine if number
words are biased in some sentence formats. We also look at if code-based models,
which are theorised to reason better (Madaan et al., 2022), finding that they yield little
improvement on our task.

We evaluate our models on transfer learning, seeing if models can leverage prompting
techniques or finetuning in English across languages. We also introduce a novel
approach - transferring knowledge across languages. Finally, we look at linguistic-
specific phenomena for each of our languages, specifically, Russian case declension,
Arabic declension, and Chinese word reliance, where number words are attached to
some unit, such as ’piece’ or ’year’.

1.2 Objectives

The objectives of this project are to:

• Complete the crowdsourcing of MNUMERSENSE from MInf1 (O’Brien, 2023)
for Arabic, Chinese and Russian.

• Collect prompts for the task in English, Chinese, Russian and Arabic.

• Evaluate and analyze whether zero-shot, finetuned and prompt-based models can
perform this task.

• Analyze different prompting step-ups for prompt-based models.

• Explore how effective different setups of cross-lingual learning are on numerical
commonsense reasoning.

• Find if models take advantage of linguistic-specific phenomena.
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1.3 Contributions

In this project, we:

• Completed MNUMERSENSE, a multilingual numerical commonsense reasoning
dataset, translating an additional 6,000 sentences into Arabic, completing a dateset
containing over 36,000 sentences across Arabic, Chinese, Russian. Completed
translation of a test set of 200 sentences for Arabic, Chinese and Russian.

• Collected prompts for the task in English, Chinese, Russian and Arabic.

• Evaluated zero-shot and finetuned experiments on mBERT, xlm-RoBERTA, mT5,
mBART, LLaMA 2 and Mistral.

• Performed experiments on chain-of-thought and knowledge for LLaMA 2 and
Mistral.

• Evaluated if code-based models can reason better and if models bias towards
particular number words.

• Perform experiments on Chinese word reliance, Arabic declension, and Russian
case declension.

• Analyzed cross-lingual learning of these models across languages, including a
novel approach of transfer of knowledge.

1.4 Report outline

The report is structured as follows:

• Chapter 2 is our background and literature review. It covers language models,
prompting, previous work and related work.

• Chapter 3 describes how we collect our dataset, crowdsourced translations and
prompts.

• Chapter 4 describes our approach, implementation, and experiment setup.

• Chapter 5 provides a brief description and motivation along with the result and
analysis for all the experiments we perform.

• Finally, we conclude the report in Chapter 6. This includes our conclusion, a
results overview, and future work.



Chapter 2

Background and Literature Review

This chapter describes the background information and a relevant review of the literature
to this project. We explain language models and the datasets that we will use. We then
look at prompting, discussing different and effective techniques. We look at related
work, covering our previous project and literature on commonsense reasoning.

2.1 Language models

In this section, we discuss the language models. This section introduces attention, and
the Transformer and the different forms they can take. We look at finetuning, including
Quantized Low-Rank Adaptors (QLoRA), a type of parameter-efficient finetuning
(PEFT). Finally, we discuss different state-of-the-art language models, commenting on
their relative differences and architectural design.

2.1.1 Transformers

Attention

The Transformer (Vaswani et al., 2017) is a neural model that uses self-attention, a
technique where elements can see how important elements of a sequence are relative
to each other. For example, in the sentence ’the man fell off the ladder’, man and
ladder depend on fell. Self-attention can effectively embed a sequence, allowing it to be
represented well for encoding and decoding. The architecture for the basic Transformer
can be found in Figure 2.1. The left is the encoder, and the right the decoder. Positional
encodings in self-attention are represented through a sinusoidal function from the
model’s dimensions and element position. This is added to each element’s embedding.

Gated recurrent neural networks (GRUs) (Cho et al., 2014) is a type of network that
processes each sequence based on the previous input. Theoretically, this could be
written as a infinite loop that allows any embedding to propagate forever. However, in
practice, these representations disappear as the sequence grows larger. Attention solves
this by allowing the model to access any element within its context length, meaning
no representation disappears. The simplest form is the weighted average of inputs

4



2.1. LANGUAGE MODELS 5

(Equation 2.1), where x(t) is the input at ’time’ t, e(t) is the embedding at ’time’ t, and
a(e(t)) is a scalar weight.

Figure 2.1: The architecture of the Transformer - figure taken from (Vaswani et al., 2017).

xpooled =
T

∑
t=1

a(e(t))e(t),e(t) = embedding(x(t);V ) (2.1)

Transformers use Scaled Dot-Product Attention, made of queries and keys with size dk
and values of size dv. Sets of these queries, Q are usually compared with its keys, K
and values, V. This form can be seen in Equation 2.2. Figure 2.2 shows an example of
attention. Instead of attending to a single dimension, we can use multi-head attention
to learn different representation types. For example, you may want to embed syntax
and semantics independently. Multi-head attention is calculated by projecting the keys,
queries and values h times, and concatenating them.

Attention(Q, K, V) = softmax(
QKT
√

dk
V ) (2.2)
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I said hello to James

I said hello to James

Figure 2.2: Self-attention on ’I said hello to James’. Darker lines indicate stronger
attention.

Training

Transformers are typically pretrained first. This is usually done on a very large corpus,
allowing the model to embed general rules of the domain, in our case, language. The
model can then be finetuned on a task. For example, you could take a Transformer model
pretrained on a large English corpus and finetune it on a film review dataset. The benefit
of finetuning is that you don’t have to repeat the entire training process for each task you
want to specialise in. However, as models have grown larger, finetuning has become
more computationally intensive. To get around this, parameter-efficent finetuning is
used. A common form is Quantized Low-Rank Adaptors (QLoRA) (Dettmers et al.,
2023). LoRa (Hu et al., 2021) is an approach that aims to reduce the number of
parameters being computed while maintaining performance. This is done through a
low-rank approximation of the weight update matrix, QLora then quantizes the weights
of the low-rank adapters, which reduces precision. While QLoRA significantly reduces
memory, its performance is on par with LoRA.

Transformer variants

There have since been variants from the basic Transformer. LayerNorm (Ba et al.,
2016) independently normalizes inputs for each neuron in a layer so they have a mean
of zero and a standard deviation of one. This keeps neurons in a reasonable range.
However, the computational overhead is slow, and re-centring invariance is dispensable.
Instead, Zhang & Sennrich (2019) introduces Root Mean Square Layer Normalization
(RMSNorm). This simplifies the computation, by regularizing by mean square error,
ensuring invariance to re-scaling weights.

SwiGLU (Shazeer, 2020) is a variant of Gated Linear Unit (GLU) (Dauphin et al.,
2017), a gating mechanism combined with Swish (Ramachandran et al., 2017), a non-
linear smooth activation (x ·σ(βx)) and results in improved performances. Multi-query
attention (Shazeer, 2019) is a more efficient version of attention that shares the same
values and keys across heads. This increases memory bandwidth limitations while only
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minorly reducing performance. Rotary Position Embeddings (Su et al., 2022) encode
the absolute position with a rotation matrix and the relative position with self-attention.

Grouped-Query Attention (GQA) (Ainslie et al., 2023) is a method that uptrains existing
multi-head attention models into single-head attention, using only 5% of the original
compute to achieve similar performance. They interpolate subgroups of query heads into
single keys and values. This balance achieves comparable performance to multi-head
attention but with inference speeds similar to multi-query attention. As basic attention
struggles with long sequences (since it’s quadratic to sequence length), sliding-window
attention (SWA) (Beltagy et al., 2020; Child et al., 2019) is a method that attends to a
fixed-size window around each token.

BERT  Language Model

A dog usually has [MASK] legs

four, many, hairy...

Figure 2.3: Masking of BERT.

2.1.2 Current models

BERT

BERT (Bidirectional Encoder Representations from Transformers) (Devlin et al., 2018)
(left half of Figure 2.1) is a Transformer that learns representations bidirectionally.
BERT reads a sentence at once and in both directions. BERT is a MLM (Masked
Language Model), meaning it learns these representations through masking (Figure 2.3).
A token (word) is removed from a sentence and the model is tasked with predicting that
token. This provides a good embedding for self-attention. BERT has a second learning
objective, next-sentence prediction, however we won’t use this in the project.

RoBERTa

RoBERTa (Robustly Optimized BERT Pretraining Approach) (Liu et al., 2019) has
similar architecture to BERT, the primary difference being no learning objective on
next-sentence prediction. RoBERTa is trained longer than BERT, which was under-
trained. RoBERTa uses dynamic masking, meaning different tokens are masked for
each epoch. These differences result in RoBERTa outperforming BERT in most tasks.

GPT

GPT-3 (Generative-pretrained Transformer 3) (Brown et al., 2020) is an autoregressive
model, processing inputs left to right. It tries to predict the next word in the sentence.
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This means GPT does not learn bidirectionally, however the architecture allows GPT
to be trained on a much larger dataset faster. This architecture allow to learn few-shot,
where only a few examples are shown. Its design allows the model to generate text,
token by token, unlike BERT. GPT is the right half of Figure 2.1. GPT-3.5 (OpenAI,
2022) and GPT-4 (OpenAI, 2023) are improved variants of GPT-3, however, they are
closed-source and the technical details on their trained is scarce.

BART

BART (Bidirectional and Auto-Regressive Transformer) (Lewis et al., 2019) is a Trans-
former that combines the bidirectionality of BERT and generativeness of GPT. BART
learns by corrupting a span of text and then attempts to regenerate the original sentence
generatively. It uses mask-infilling as a pretraining objective and shuffles sentences in a
random order. This architecture is both the left and right side of Figure 2.1.

T5

T5 (Text-to-Text Transfer Transformer) (Raffel et al., 2019) is a sequence-to-sequence
model. Its pretraining objective corrupts text of any length, turning the corruption into a
sentinel token. It then tries to generate that token. T5 has supervised training on some
downstream tasks. For example, adding summarise: as a prefix to an input will output
the summarised text.

LLaMA 2

LLaMA 2 (Large Language Model Meta AI 2) (Touvron et al., 2023) is a LLM (Large
Language Model) with a decoder-only architecture, like GPT-3. It differs from GPT-3
by using SwiGLU, RMSNorm, and Rotary embeddings. It also has an increased-
context length of 4k tokens. The model is trained on 2 trillion tokens of publicly
available data. Chat LLaMA is trained on instruction tuning datasets and Reinforcement
Learning Human Feedback (RHLF) with human annotators. Code LLaMA has the
same architecture as LLaMA but was trained explicitly on code datasets, making it
better at code generation. It features two additional variants, Python and Code Instruct.

Mistral

Mistral (Jiang et al., 2023) is a model that leverages both GQA, for inference speeds
and SQA, which can attend only to a fixed number of tokens in the previous layer for
reduced inference cost. Despite the basic model having 7b parameters, it performs
better than LLaMA 13b across all the benchmarks the authors evaluate. The model
weights have been released, but not where their training data has been sourced.

Multilingual models

All the models we discussed, excluding LLaMA 2, Mistral and GPT, are trained on
English only for their basic models. However, there are multilingual variants for
each of the models. mBERT (multilingual BERT) (Devlin et al., 2018) is trained
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on 102 languages sourced from Wikipedia. xlm-RoBERTa (cross-lingual multilingual
RoBERTa) (Conneau et al., 2019) is trained on 100 languages with the CommonCrawl, a
corpus significantly larger than Wikipedia. xlm-RoBERTa performs better than mBERT.
mBART (multilingual BART) (Liu et al., 2020) is trained on 25 languages, using CC25,
a subset of the CommonCrawl dataset. mT5 (multilingual T5) is trained on the Colossal
Clean Corpus, however, unlike T5 it is not pretrained on downstream tasks.

2.2 Prompting

In this section, we discuss different techniques for prompting language models. We look
at how models can learn in-context, and how leveraging chain-of-thought and knowledge
prompting can boost this performance. We also discuss where these techniques may
have originated and how we can use transfer learning across languages.

2.2.1 In-context learning

Auto-regressive language models such as GPT-3 and LLaMA can take advantage of
in-context learning (Radford et al., 2019). This is done by providing a language model
and instruction for a particular task with a few exemplars at inference time. This
conditions a model on a particular task, changing its priors to complete it without
changing the model’s actual weights. This has the advantage of not needing to be
finetuned or further trained and also means you need just a few examples minimizing
the need for task-specific data. For example, you could instruct a model to fill in the
mask of a number word with 1-shot as follows:

### Instruction:
Output the number word to fill in the mask, denoted by [MASK].
### Input:
A dog has [MASK] legs.
### Response:
four
### Input:
A bicycle has [MASK] wheels.
### Response:
{response}

2.2.2 Chain-of-thought

Chain-of-thought effectively encourages language models to state a step-by-step, proce-
dural process for their reasoning. This procedure improves performance versus simply
outputting the answer outright (Wei et al., 2023). For example, with the question:

There are 5 apples in a bowl. 3 bags of apples are added. Each bag
has 3 apples. How many apples are in the bowl?

Instead of saying 14 immediately, it is easier for models to set out its reasoning process:
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Initially, there are 5 apples. 3 bags of 3 apples each is 9 apples.
These are added. 5 + 9 = 14. So the answer is 14 apples.

The ability for models to perform complex reasoning is likely a byproduct of being
trained on code (Madaan et al., 2022). This makes sense, code is a way of naturally
writing a step-by-step process of some procedural reasoning or solving a complex task
by decomposing it into simpler ones. Improving models understanding and generation
of code will implicitly lead to a better understanding of complex reasoning. Therefore,
models trained explicitly on code could perform inference better than other models.

Performance of chain-of-thought, and prompt-based models in general, are highly
variable to how prompts/in-context learning are described (Lu et al., 2022; Kumar &
Talukdar, 2021; Liu et al., 2021; Sclar et al., 2023). Prompting with code inputs has
been found to improve performance in structured reasoning tasks (Suzgun et al., 2022).
The exemplars provided can also change performance significantly, with Nguyen &
Wong (2023) looking at performance when a particular example is omitted or added.

2.2.3 Knowledge

Generated knowledge prompting (Liu et al., 2022), an approach where language models
generate knowledge about a sentence, has been effective at improving performance on
commonsense reasoning, including NumerSense. They take advantage of knowledge
embedded within a language model and prompt one to generate knowledge about a
problem. This knowledge is then provided in context when answering the question.
They achieve a performance increase of 10.5% on NumerSense when using knowledge
prompts generated by GPT 3 on T5-11b versus a vanilla approach. They predict the
number by predicting the number word that creates the largest sentence probability. For
example, we could generate facts about the number of legs a fly has as follows:

### Instruction:
Generate some numerical facts about objects.
### Input:
A fly has [MASK] legs.
### Response:
Insects have six legs. Flies are a type of insect.

2.2.4 Transfer learning

Transfer learning is an approach that attempts to leverage learning in a different, but
related domain to improve performance in some target domain. For example, by learning
Python you will find Java easier, even if you haven’t used it before. Even if a language
has been pretrained on languages other than English, there are often no task-specific
datasets for low-resource languages. Therefore, we should leverage knowledge from
English, as state-of-the-art language models have been trained predominantly on it.

Mikolov et al. (2013) explored the embeddings of words in different languages, finding
that similar words were embedded similarly across languages, and propose a linear
mapping of embeddings across languages. It is non-trivial to take a model finetuned
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on English and apply it to a target language. However, experiments have shown that
models can improve performance across languages in zero-shot environments with
meta-learning (Nooralahzadeh et al., 2020). Few-shot cross-lingual transfer learning
by further finetuning a model trained in English on some target language can improve
performance on the target language (Zhao et al., 2021; Lauscher et al., 2020; Hedderich
et al., 2020). This can perform competitively versus a full finetune on the target language.
Etxaniz et al. (2023) proposes that models think better in English, and exploit this by
getting the language model itself (instead of translation software) to self-translate the
problem and then perform inference in English. Etxaniz et al. (2023) found self-translate
to perform better than direct inference across a variety of tasks.

2.3 Related work

Here, we look at the work related to our project. We discuss NumerSense and then our
first MInf project. We then discuss numerical and multilingual commonsense.

2.3.1 NumerSense

model core accuracy + adversarial examples
GPT-2 29.86 24.73
BERT-Base 31.98 25.24
RoBERTa-Base 36.04 28.39
BERT-Large 37.63 27.18
RoBERTa-Large 45.85 35.66
Ft. BERT-L. 50.00 43.58
Ft. RoBERTa-L. 54.06 47.52
human bound 89.7(α)/96.3(β ) 88.3(α)/93.7(β )

Table 2.1: Performance of models on NumerSense. Results taken from (Lin et al., 2020),
α is closed testing (no external information), β is open testing (Wikipedia is allowed).
’Ft.’ stands for finetuned.

NumerSense (Lin et al., 2020) is a mask-infilling numerical commonsense probing task
where models are instructed to fill in a masked sentence, such as ’a bird has [MASK]
wings’, with a number between zero and ten. Their analysis found that both BERT and
RoBERTa perform poorly on this task, and while finetuning improves performance their
results are far from the human upper bound, Table 2.1 shows their results. NumerSense
consists of sentences made from the following categories: objects, biology, geometry,
unit, math, physics, geography and miscellaneous. Their training set was scraped from
the GenericsKB corpus (Bhakthavatsalam et al., 2020). Their test set was extracted
from Open Mind Common Sense (OMCS) (Singh et al., 2002) and then cleaned. They
collect a harder (adversarial) test set, adding adjectives using ConceptNet (Speer et al.,
2016) by generating query triples relevant to the sentence. The ground-truth for the test
set is closed source, however their validation set is a subset of their test set and open
source. Overall, they collect 10.5k for finetuning and 3.1k for testing.



2.3. RELATED WORK 12

2.3.2 Numerical Commonsense Reasoning across Languages

In MInf1 (O’Brien, 2023), we translated NumerSense (Lin et al., 2020), into Russian and
Chinese and partially into Arabic, totalling 30k translations in total (excluding English).
Performing on mBERT, xlm-RoBERTa, mT5, mBART, and mGPT we found that
models struggle on this task across all languages, particularly Arabic. We also briefly
looked at linguistic-specific phenomena for these models, finding that they struggle to
understand Arabic declension and Russian case declension in addition to number words
being biased by units in Chinese. Finally, we looked at the attention mechanism for
plural forms and found that attention heads contributed to model prediction for Russian,
but these were typically ignored in Arabic.

2.3.3 Commonsense in LLMs

Trinh & Le (2019) has argued that models can capture commonsense from the prob-
ability of a statement. Petroni et al. (2019) states that models, such as BERT capture
relational knowledge from training data, and thus act as knowledge bases. These
approaches are advantageous in that models required no additional work to learn com-
monsense. However, hallucination is innate within LLMs (Xu et al., 2024) and models
have been found to struggle with embedding numerical (Lin et al., 2020) commonsense.

2.3.4 Numerical commonsense

Wallace et al. (2019) explored how BERT embeds number, by checking if the embedding
space for number tokens (e.g ’93’ -> 93.0) are understood. They find that models
struggle in a large range (up to 1000), but perform better on smaller ranges (up to
100). The conclude this is due to how BERT splits numbers into sub-word tokens.
NUMBERGAME (Mishra et al., 2020) is a numerical reasoning task which evaluates
models over 8 formats: (1) missing numerical knowledge, (2) maths in other domains,
(3) quantitative comparison, (4) completion type, (5) reading comprehension with
explicit math, 6() reading comprehension with implicit maths, (7) quantitative natural
language inference, and (8) arithmetic word problems. They find poor models perform
poorly across formats, but injecting knowledge improves formats (1), (2) and (4). (Goel
et al., 2019) evaluates comparison tasks (e.g a dog is bigger than a mouse) and finds
BERT performs well with relative reasoning. Jain et al. (2023) finds LLMs struggle to
understand temporal reasoning across different prompting strategies.

2.3.5 Multilingual commonsense

The Belebele Benchmark (Bandarkar et al., 2023), a parallel reading comprehension
task across 112 languages, finds small MLMs pretrained on balanced multilingual data
understand other languages well. XCOPA (Ponti et al., 2020) evaluates multilingual
causal commonsense reasoning. X-CSR (Lin et al., 2021) creates two multilingual
datasets, X-CSQA, a multiple choice QA task, and X-CODAH, where models need to
complete the most plausible sentence. There does not yet exist a dataset for multilingual
numerical commonsense reasoning. This project serves to complete that gap.



Chapter 3

Dataset

In this section, we discuss how we complete our training dataset for Arabic. We also
discuss the collection of Arabic, Chinese, and Russian test sentences. Finally, we
analyze the quality of our dataset through automated metrics with a discussion.

3.1 Languages

In this project, we look at numerical reasoning across four languages - Arabic, Russian,
Chinese and English. There are two primary reasons for choosing these languages. First,
each of the languages is written in a different alphabet. Diversity like this is essential
with NLP, and moves the field away from focusing only on English. Second, each of
the languages take a different approach to plurality. English has a plural form when the
count is two or greater, Chinese has no plural forms, Arabic has a singular, dual and
plural (for three or greater) and Russian has a singular form, a form for 2-4, and one for
0, 5-9.

The languages also have interesting linguistic phenomena. Arabic has different forms
of declension for number words, Russian will change its word form depending on its
case and Chinese has word-reliance, where numbers are attached to some word (you
would say ’four pieces’ instead of ’four).

3.2 Data collection

In this section, we discuss our data collection. We look at techniques to evaluate dataset
quality, and then discuss how we collect our dataset. We then discuss the collection of
prompts for our models. Finally, we discuss the limitations of our dataset.

3.2.1 Quality evaluation

BLEU

BLEU (Bilingual Evaluation Understudy) (Papineni et al., 2002) is an evaluation metric
to measure the similarity between two sentences. This metric has been common
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in evaluating machine translation systems versus a gold dataset. However, we are
collecting our translations by hand, so this can be a useful metric in measuring how
often user translations match those generated by Google Translate.

We calculate BLEU as follows:

BLEU = min(1,
output-length

reference-length
)(

n

∏
i=1

precisioni)
1
n (3.1)

TER

TER (Translation Error Rate) (Snover et al., 2006) is a metric that measures the number
of inserts, substitutions and deletions between two strings. This effectively measures
the number of changes you need to make to recreate a string from another. It can be
used in evaluating machine translation. Snover et al. (2006) found that TER correlates
with human judgement for quality better than BLEU. We can use TER to measure how
much users translate versus Google Translate.

We calculate TER as follows:

TER =
# of inserts + # of substitutions + # of inserts

# of reference words
(3.2)

Success rate

Not all translations will have an equivalent in the target language. We consider a
sentence successful if it has not been flagged as bad and contains at least one number
word where denoted (we asked participants to surround it with square brackets) from
our number word list (Appendix C.1). The percentage of successful sentences versus
total translations is the success rate.

Parser

We need to parse our sentences, separating each word. This is important for calculating
BLEU and TER. This is done with NLTK’s (Natural Language Toolkit) word tokenizer
for Russian and Stanford’s CoreNLP parser for Arabic and Chinese.

3.2.2 NumerSense

We collect our dataset using the MTurk, a crowdsourcing platform. Typically, this
is sent out to the world, where anyone can attempt the tasks. However, we perform
our translations in-house and use MTurk Sandbox as the interface for collection. We
designed an interface so that users can translate data. A snippet of the homepage and
data collection task can be found in Figure 3.1. We collect 16 sentences at a time, and
the interface checks to ensure that each sentence contains at least one square bracket.
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Arabic Chinese Russian
BLEU
pilot 67.3 75.4 63.7
test 76.5 80.1 67.9
train 78.1 - -
TER
pilot 20.4 10.6 19.5
test 11.0 8.52 18.8
train 11.3 - -
Exact
pilot 25.0 25.0 27.7
test 37.5 40.0 10.9
train 48.0 - -
Success rate
test 78.6 100 95.8
train 75.5 98.1 97.4

Table 3.1: Results for translation quality (%) on the NumerSense dataset translated this
year. Exact is the proportion of translations that exactly matches machine translations.

We provide our translators with this interface to make translation easier for them and
provide the machine translation of each English sentence below the original English.

We interview each translator, ensuring they are native speakers and understand the task.
If this stage was successful, we ask them to complete a pilot study of 112 sentences. We
ask translators to copy and paste the translation if it is correct. If there are errors, they
edit or rewrite the sentence. The pilot study evaluates their translation quality, giving
us a baseline metric to compare with other translators and a rough estimate of how
long each set of translations takes. If the pilot study is performed well, we ask them
to translate our test set. Our test sentences were easier to translate than the pilot. So,
we expect it to would have a higher BLEU and lower TER. After Arabic participants
translate the test set, we ask them to complete translations on our training set.

Our quality evaluation results (Table 3.1) show a few things. First, Chinese is generally
the easiest language to translate. The results for Chinese are slightly easier than implied
as our machine translation software would typically turn number words into digits.
Second, Russian and Chinese translate well, while Arabic has many untranslatable
sentences. Third, we notice that Chinese and Arabic’s test sentences were significantly
easier than the pilot, while being slightly harder in Russian. Finally, Arabic has a trend
were sentences are edited less as they get further into the study.

Overall, 145 test sentences are valid across all languages. We throw out sentences valid
in only some languages to make performance evaluation fair. Our total training set size
is 45,174 sentences. We have 12,036, 11,938, 9,134 and 12,064 correctly formatted
sentences in Russian, Chinese, Arabic and English respectively.
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3.2.3 Prompts

We also asked participants to translate our prompts. We selected the same participants
which translated the NumerSense dataset. This translation was done through a text
document, structured with all the sentence variants that we will prompt our language
models with. The full list of prompts can be found in Appendix D.

(a) MTurk Homepage

(b) MTurk translations

Figure 3.1: MTurk sandbox interface for translating into Russian.

3.2.4 Limitations

There were a few limitations with our translations. We first note that some of the
original English sentences were ungrammatical. For example ’Y are [two] morphisms
of k -spaces’. The training also has some untrue sentences, such as ’Most men die within
[three] years.’

Second, some sentences forms are impossible to translate properly into English. Our
task predicts the number word explicitly. This was difficult for Arabic, where the
number word for ’two’ is rarely said. Instead, it translates into the dual form of what’s
being enumerated. Some sayings were also impossible to translate, such as ’beyond a
company’s [four] walls’.

Finally, we were unable translate the full test set from NumerSense. This was because
they locked off the gold (ground truth). We instead used the publicly provided validation
set, which is a subset of their hard test set. We did not split more test set sentences from
our training set as NumerSense sources the two datasets differently.
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Approach

In this chapter, we discuss the approach for performing our experiments. We look at
how we prompt, provide in-context examples, finetune, and retrieve the probability of
our sentences. Finally, we look at how we evaluate our experiments.

4.1 Preprocessing

Our original dataset contains sentences that contain at least one number word. We add
square brackets around any number word between zero and ten. For example, a dog
has [four] legs. A full list of these numbers can be found in Appendix C.1. Our test set
is created by retrieving sentences from the original validation set that are valid across
languages.

Our models tokenize, a method of splitting sentences into constituents. mBERT uses
WordPiece (Wu et al., 2016). This splits sentences by whitespace, except in languages
like Chinese where it splits a sentence into its constituent characters. xlm-RoBERTa,
BART and T5 use SentencePiece (Kudo & Richardson, 2018). This converts whitespace
into a special character and thus performs better in languages with no white space (such
as Chinese). LLaMA uses a tokenizer based on SentencePiece, but does not release
the full details. Mistral uses a Byte-fallback BPE (Byte-Pair-Encoding) tokenizer. This
builds a tokenizer as normal, but uses byte encoding for unknown words.

We pre-tokenize xlm-RoBERTa when Chinese is used, separating number words. This
is because SentencePiece attached number words with other characters in the sentence.
We want to predict the number word explicitly.

4.2 Models

4.2.1 Model choice

We choose models with different architectures, sizes, and training types (Table 4.1)
to investigate their suitability for numerical commonsense reasoning tasks across lan-
guages. This allows us to see how different model sizes perform on this task, including

17



4.2. MODELS 18

how the same model performs at different parameter counts. We can also see how
different architectures perform on this task. Finally, our range of models lets us compare
finetuned models, which need much training data and models that are prompted on a
few exemplars, including prompting techniques to boost this performance.

model name parameter count architecture prompted/finetuned
bert-base-multilingual-uncased 110 million encoder only finetuned
xlm-roberta-base 270 million encoder only finetuned
mt5-small 300 million encoder-decoder finetuned
xlm-roberta-large 550 million encoder only finetuned
mt5-base 580 million encoder-decoder finetuned
mbart-large-50 611 million encoder-decoder finetuned
mt5-large 1.2 billion encoder-decoder finetuned
llama-7b 6.7 billion decoder only both
mistral-7b 7.3 billion decoder only both
llama-13b 13 billion decoder only both

Table 4.1: Details of our models, ordered by model size.

4.2.2 BERT & RoBERTa

BERT and RoBERTa are finetuned in very similar ways. In each sentence, we mask a
number word. If there is more than one number word, we pick at random. If a number
word spanned multiple tokens, each of its constituent tokens would be masked. We use
the masked number word as an output. For example, ’I am on cloud nine’ would be
masked as follows:

original: _i _am _on _cloud _ni ne .
masked: _i _am _on _cloud <mask> <mask> .
output: _ni ne

We can then calculate loss using our masked sentence and number word.

For inference, we use HappyTransformer. The package allows us to perform inference
on outputs with different mask spans. This is important as BERT and RoBERTa only
support single token masking by default.

4.2.3 BART

BART has mask-spanning built in. We finetune by getting the loss on the original
sentence given the masked sentence. We perform inference by retrieving the argmin
score of the output sentence.

4.2.4 T5

T5 offers no formal masking. However, we can leverage its text corruption methods.
We replace number words with a sentinel token, and surround the number word for the
output. For example, ’there are five days in a week’ is formatted as follows:
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input: there are <extra_id_0> days in a week.
output: <extra_id_0> five <extra_id_1>

We use these values as our loss, and the scoring function for inference. We also disable
the legacy T5 Tokenizer. This was because the model occasionally adds an additional
SentencePiece token to the start of each output. For inference, we replace the mask
with a sentinal token and pick the number word with the lowest loss.

4.2.5 LLaMA & Mistral

Finetuning

Due to GPU memory constraints, we finetune both LLaMA and Mistral using QLoRa.
We follow the prompt formatting of Alpaca (Taori et al., 2023), which consists of an
instruction, input and response. For example, ’A dog has four legs’ is formatted as:

### Instruction:
Output the number word to fill in the mask, denoted by [MASK].
### Input:
A dog has [MASK] legs.
### Response:
four

We use the prompt as input and the response as output, using Axolotl, a Python package
for finetuning models with QLoRA.

Prompting

Some of the models we are experimenting with (LLaMA and Mistral) are able to be
prompted from their pretrained model. Prompting is an effective technique to ask
our model to perform a task without training. Our experiments will evaluate different
prompting techniques. We specify the methods for these prompts here.

We provide inline prompts for our model in the Alpaca format. We do this by appending
an instruction for the task we are asking of the language model. We also provide
exemplars for some of our experiments. These are provided in the same format as
our final question and show the model how to answer our prompt. For tasks such as
chain-of-thought, we give examples of how the model could reason for a particular task
and instruct it to explain its reasoning.

We also generate prompts for our model. Prompt generation is used for for knowledge
generation, self-translate and turning masked sentences into a question. We do this by
instructing our model to generate prompts for each task. After these prompts have been
generated, we append them to our manual prompt.

Mask scoring

If we score our sentences explicitly, we get the probability of our sentences. This is
done by replacing the mask with each possible number word and returning the sentence
with the minimum loss.
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4.3 Evaluation

To evaluate our performance in more depth, our evaluation stores four metrics. Exact-
match, which evaluates the number words that match the gold exactly, number match,
which evaluates if the number word is correct in the target language, number match
(no lang), which evaluates if a number word is correct in any language and digit match
which evaluates if the digit is correct (no number word). NumerSense (Lin et al., 2020)
matches number words if the number is correct, provided its not a digit. Therefore, we
use number match (no lang) to evaluate the performance for most of our experiments.
This is also useful when evaluating transfer learning, as the model outputs may be in
English. The other metrics are used to evaluate our model in more depth.

We also store different case declension types for Russian. While number words in
Russian typically have one case, they are often homonyms. Therefore we treat a number
word as having the correct case so long as the homonym outputted matches one of the
possible cases in our gold set.



Chapter 5

Experiments

In this section, we perform our experiments. We begin by comparing our models
with basic experiments. We then look at chain-of-thought and knowledge, using
code-based models and turning our masked sentences into a question. We perform
experiments analyzing object bias, and linguistic-specific phenomena in Arabic, Russian,
and Chinese. Finally, we look at transfer learning through a range of approaches.
Our accuracies are based on the correct number word in any of our listed languages,
unless otherwise specified. Additional experiments can be found in Appendix A.
Hyperparameters used are available in Appendix B.

5.1 Experiment 1: Can prompts outperform finetuning?

In this experiment, we compare the performance of different models on our dataset
(Table 5.1). This experiment gives us baselines to understand future experiments
and provides an understanding of the performance of each language and model. We
experiment across all languages on different n-shot examples, argmax (number word
with the higher probability) and a finetuned model.

Finetuning generally provides the best performance, but we occasionally see our 8-
shot models perform better. We find that Mistral is the best-performing model across
most experiments. When comparing models of similar sizes, encoder-only models
often outperform encoder-decoder ones, with xlm-RoBERTa and BERT outperforming
BART and T5 models larger than them. Interestingly, mT5 and xlm-RoBERTa large
finetuned achieves better performance in Arabic than finetuned LLaMA 7b, despite both
being significantly smaller models. We also see that neither LLaMA 13b or Mistral 7b
improve English finetuned performance when compared to LLaMA 7b.

How do different prompts perform? We find that models perform better when given
more exemplars (larger n in n-shot), with 8shot Mistral outperforming masking in all
languages excluding English. 0-shot LLaMA 7b and Mistral 7b perform better in Arabic
than other languages. However, 0-shot LLaMA 13b has strong English performance,
indicating the model understands the prompt better. Unsurprisingly, larger models of
the same type perform better.
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What is the best performing language? The best-performing language is English
across nearly all experiments, likely because these models were predominantly trained
in the language. This is followed by Chinese and Russian, which both have similar
performance. We find Arabic is the worst-performing language.

How are predictions distributed? When comparing the Arabic results (Figure 5.1),
model tends to predict only a small set of numbers, with ’four’ often being predicted
across models, except for Mistral 7b 8-shot which tends towards ’three’ (Figure 5.1e)
and Mistral 7b mask which is biased towards ’five’ and ’nine.’ We do not see the
behaviour of focusing on a small set of numbers in other languages.

0 1 2 3 4 5 6 7 8 9 10

None
0
1
2
3
4
5
6
7
8
9

10

4 1 0 0 2 2 1 0 2 2 0
2 0 0 0 2 0 0 1 0 1 0
1 0 0 0 0 0 0 0 0 0 0
0 1 0 0 0 1 0 0 0 0 1
1 0 0 0 0 1 0 0 0 0 0
5 5 8 2 21 15 5 8 5 6 1
2 0 1 0 1 5 2 3 2 1 0
1 0 0 0 0 3 1 0 0 0 1
1 2 0 0 1 5 2 1 0 2 1
0 0 0 0 1 2 1 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0
0 0 1 0 0 0 0 0 0 0 0 0

5

10

15

20

(a) LLaMA 7b 8-shot
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(b) LLaMA 7b mask
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(c) LLaMA 13b 8-shot
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(d) LLaMA 13b mask
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(e) Mistral 7b 8-shot
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(f) Mistral 7b mask

Figure 5.1: Confusion matrices of predictions (left) and gold (bottom) for Arabic sen-
tences. None means no number was predicted.
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Arabic Chinese English Russian
bert-base-multilingual-uncased
mask 26.9 22.0 18.0 24.7
finetuned 39.3 35.2 41.4 43.4
xlm-roberta-base
mask 31.0 18.6 20.0 26.9
finetuned 38.6 37.2 40.7 41.4
mt5-small
mask 23.4 7.59 11.0 21.4
finetuned 36.6 18.6 28.2 32.4
xlm-roberta-large
mask 38.6 31.0 29.7 32.4
finetuned 49.7 42.8 54.5 49.7
mt5-base
mask 18.6 11.0 24.1 26.2
finetuned 39.3 29.0 30.3 42.1
mbart-large-50
mask 6.21 14.5 13.1 24.1
finetuned 23.4 20.0 17.9 35.2
mt5-large
mask 37.2 16.6 26.2 35.9
finetuned 46.9 39.3 51.0 52.4
llama 7b
mask 35.3 38.7 68.0 41.3
0shot 9.3 5.3 8.0 6.0
1shot 8.0 30.0 53.3 21.3
8shot 20.7 43.3 58.7 38.0
finetuned 37.2 59.3 77.9 67.6
mistral 7b
mask 40.0 51.3 73.3 52.7
0shot 8.7 8.7 8.0 6.0
1shot 27.3 58.7 66.0 48.0
8shot 25.3 68.7 75.3 55.3
finetuned 57.2 57.2 75.9 70.3
llama 13b
mask 30.3 48.0 74.0 42.7
0shot 6.7 15.3 26.7 8.7
1shot 22.0 44.7 69.3 34.7
8shot 22.0 58.0 72.7 45.3
finetuned 53.8 66.9 77.9 68.3

Table 5.1: Results for Experiment 1. nshot means n exemplars were given. Mask is
calculated from the argmax probability of all possible number words. Ordered by model
size. Bold means best performance for that language, and italics best for that model and
language.
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Do prompts format predictions correctly? We found that prompted models would
not always predict a number word. Looking at the results by eye, we found this is
caused by the model predicting nothing, predicting a digit (e.g ’3’) or predicting a
non-number word that fits the mask (e.g ’if you had [a pair of] eyes you could not watch
television’). Further, we find that masked prediction performs strongly, and generally
performs better than 8-shot, despite being given 0 examples. The nature of masked
prompts means the number of possible outputs are finite, making invalid predictions
impossible. Further, finetuned models are trained specifically on this task as models can
better understand what constitutes an acceptable output.

5.2 Experiment 2: Can generating knowledge and chain-
of-thought improve performance?

In this experiment, we look at chain-of-thought and knowledge prompting. Our dataset
consists of numerical commonsense reasoning problems from a variety of domains.
These may benefit from laying out steps of inference or obtaining prerequisite knowl-
edge about the sentence’s domain.

Arabic Chinese English Russian
llama 7b
cot 8shot 25.3 (+4.6) 34.0 (+9.3) 61.3 (+2.6) 36.0 (-2.0)
knowledge mask 36.0 (+0.7) 62.0 (+23.3) 80.7 (+12.7) 52.0 (+10.7)
knowledge 8shot 22.0 (+1.3) 40.0 (-3.3) 46.0 (-12.7) 22.7 (-15.3)
mistral 7b
cot 8shot 40.0 (+14.7) 60.7 (-8.0) 68.7 (-6.6) 63.3 (+8.0)
knowledge mask 48.0 (+8.0) 67.3 (+16.0) 84.0 (+10.7) 70.7 (+18.0)
knowledge 8shot 36.0 (+10.7) 60.7 (-8.0) 66.7 (-8.6) 51.3 (-4.0)
llama 13b
cot 8shot 31.3 (+9.3) 46.7 (-11.3) 68.7 (-4.0) 56.7 (+11.4)
knowledge mask 39.3 (+4.0) 70.0 (+22.0) 82.7 (+8.7) 64.0 (+21.3)
knowledge 8shot 23.3 (+1.3) 43.3 (-14.7) 59.3 (-13.6) 30.0 (-15.3)

Table 5.2: Results for Experiment 2. Brackets compare to equivalent results to Experi-
ment 1. Mask is compared to the mask results and 8shot is compared to 8shot results.
cot is chain of thought. Ordered by model size.

Our results (Table 5.2) show that 8-shot prompting for both chain-of-thought and
knowledge prompting had a mixed effect. Arabic improves performance across all
experiments. However, 8-shot Chinese, English and Russian experiments perform
worse than nearly every equivalent from Experiment 1. However, knowledge masking
improves performance, likely due to its less sporadic nature. The best-performing model
for most of our results is Mistral 7b.
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Why does 8-shot get worse? When we
look at our models in more detail, (Fig-
ure 5.2), 8-shot chain-of-thought (Figure
5.2b) and 8-shot knowledge (Figure 5.2c)
has more invalid predictions than normal 8-
shot (Figure 5.2a). There are two primary be-
haviours linked to this. First, digits are often
predicted in chain-of-thought (e.g ’Most peo-
ple in the U.S. work a standard 8-hour work-
day. The answer is 8.’. This is especially
the case for smaller models. Our evaluation,
only looks for results that output a number
word. Looking at digit match, our results
for chain-of-thought improve. For example,
English LLaMA 7b increases to 66% accu-
racy. Second, our models get confused by
strange knowledge, leading reasoning astray.
For example, our model would generate ’bi-
cycles’ for ’A sidewalk is a type of pavement.
A pavement is a road surface. A road is a
place for cars to drive. a sidewalk is used
for a place to walk where [MASK] cars will
drive.’
Why is mask prediction better? The
mask approach ensures the models cannot
predict sporadic outputs, as seen in the omis-
sion of ’None’ (Figure 5.2d). This means we
avoid the pitfalls of our 8-shot experiments
in getting confused or not understanding the
prompt format. Our results imply that mod-
els contain knowledge about our problems,
but struggle to access it under normal condi-
tions. Knowledge prompting is a promising
method to encourage such an improvement
with just a few examples and no finetuning.
Is knowledge generated across lan-
guages the same? Looking at knowl-
edge generated by hand we see different lan-
guages generate different knowledge. For
in the olympics, medals are awarded to the
[MASK] winners of each sport, English gen-
erates In the olympics, there are three types
of medals: gold, silver and bronze, while
Chinese (translated) generates medals are
awarded to the top performers in each sport.
This may explain English’s strength in this
experiment as the models were pretrained
predominately on English. There may be
promise in transferring this knowledge into
other languages.
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Figure 5.2: Confusion matrices of pre-
dictions (left) and gold (bottom) for En-
glish sentences on LLaMA 13b. None
means no number was predicted.
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Why does Arabic improve across all experiments? Our predictions are less concen-
trated than Experiment 1. For example, 8-shot knowledge (Figure 5.3a) predicts a larger
variety of numbers than Experiment 1 (Figure 5.1e). We also notice that the masked
variant (Figure 5.3b) is less concentrated than 8-shot (Figure 5.3a). This implies that
our 8-shot chain of thought and knowledge-generation encourages our models to fixate
less on specific numbers.
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Figure 5.3: Confusion matrices of predictions (left) and gold (bottom) for Arabic sentences
on Mistral 7b. None means no number was predicted.

5.3 Experiment 3: Do code-based models reason bet-
ter?

In this experiment, we evaluate our performance on code-based models. We do this to
explore theories on chain-of-thought originating from models reading code. We explore
the performance impact of using code-based models on chain-of-thought and ordinary
prompts. We look at two different Code LLaMA variants: code, a basic code model,
and code instruct, an instruction-based code model.

Arabic Chinese English Russian
llama 7b
code 24.7 (+4.0) 48.7 (+5.4) 56.0 (-2.7) 32.7 (-5.3)
code cot 24.7 (-0.6) 44.7 (+10.7) 62.0 (+0.7) 46.0 (+10.0)
code instruct 28.0 (+7.3) 50.7 (+7.4) 63.3 (+4.6) 35.3 (-2.7)
code instruct cot 25.3 (+-0) 54.7 (+20.7) 61.3 (+-0) 43.3 (+7.3)
llama 13b
code 31.3 (+9.3) 55.3 (-2.7) 62.0 (-10.7) 34.0 (-11.3)
code cot 34.7 (+3.4) 37.3 (-9.4) 61.3 (-7.4) 50.0 (-6.7)
code instruct 36.7 (+14.7) 58.0 (+-0) 69.3 (-3.4) 42.0 (-3.3)
code instruct cot 25.3 (-6.0) 54.7 (+8.0) 61.3 (-7.4) 52.7 (-4.0)

Table 5.3: Results for Experiment 3. All experiments are done under 8-shot. Accuracies
are compared to 8-shot in Experiment 1 and chain-of-thought in experiment 2.



5.4. EXPERIMENT 4: ARE MODELS BIASED TO PARTICULAR NUMBERS? 27

Our results (Table 5.3) show that the best-performing model is code instruct, and that
our larger model performs better. We find that chain-of-thought has a sporadic impact
on performance when compared to normal prompting across all languages excluding
Russian. Compared with Experiment 1 & 2 we found that LLaMA 13b outperformed
the code variant across our results except for Arabic. LLaMA 7b on the other hand,
bolstered Chinese performance and had mixed improvement across other languages
compared to the original results. Overall, we find that code-based models do not reason
significantly better than their equivalents.

5.4 Experiment 4: Are models biased to particular num-
bers?

In this experiment, we evaluate object bias. We explore if language models are biased
towards particular number words in some sentence format. We evaluate this by gen-
erating 1000 sentences for each language for sentences in the format All [X] have to
have [MASK] legs and All [X] have [MASK] sides. We create our 1000 sentences by
replacing the [X] with 1000 random words in the sentence’s language. Our sentence
formats for each language can be found in Appendix C.3.

Our results (Table 5.4, 5.5), show a clear trend of models being biased towards num-
ber words. Our least biased result still has a weight of 24.2% on its most common
predictions. We also see that models often predict no valid answers (indicated by -1).
When answers are forced, most results tend to answer only one number word for every
sentence, implying model bias. We find that when 8-shot models predict numbers it is
more diverse than through masking, indicating that forcing models to answer restricts
them into being more biased. We also find that LLaMA 13b 8-shot is less biased than
other models.

In Table 5.4, we see that while models are biased the numbers picked are often different
across languages and models. Even within a model in a particular language, pretrained
and finetuned models often change in their biases. We do see a pattern in even numbers
being predicted more when models are finetuned. Table 5.5, on the other hand, is more
consistent with its predictions within a language. English, Chinese and Russian are
biased towards two, four and eight. Four may often be predicted as its linked to common
shapes (squares, rectangles, diamonds) and two may originate from common sayings
such as ’two sides of the same coin’. Arabic is biased towards three across most models.
Arabic is less likely to predict two as the number word is less within the language.

Why do some results give invalid answers? When models are not forced to answer
with a number word we have a large number of invalid results. This behaviour is
especially common when models are finetuned. Such behaviour is likely caused by
many of the sentences being nonsense (e.g ’All small have [MASK] sides.’), and thus
the model has put little probability on answering with a number word.
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Arabic Chinese English Russian
mbert
mask 1: 55.3, -1: 20.5 1: 95.6 2: 99.8 5: 99.2
finetuned 4: 97.1 6: 99.8 4: 95.5 6: 99.9
xlmr-b
mask 3: 93.3 1: 100.0 2: 96.7 2: 98.7
finetuned 4: 97.5 4: 55.8, 6: 43.8 6: 74.8, 4: 14.2 6: 98.8
t5-small
mask 0: 64.0, 3: 32.5 0: 97.3 2: 98.0 2: 98.7
finetuned 4: 79.7, 3: 16.6 2: 98.4 2: 76.2, 4: 11.7 8: 98.7
xlmr-l
mask 3: 59.8, 4: 35.1 2: 57.7, 3: 41.3 2: 78.5, 4: 21.2 2: 48.5, 5: 46.1
finetuned 4: 47.5, 6: 34.3 2: 56.1, 4: 39.4 4: 81.7, 2: 16.2 6: 99.8
t5-base
mask 3: 95.8 0: 67.0, 1: 22.6 2: 69.1, 0: 19.7 0: 72.7, 3: 20.6
finetuned 4: 74.3, 6: 20.0 4: 97.7 8: 59.7, 6: 36.3 8: 88.0, 6: 11.9
mbart
mask 2: 99.5 2: 92.6 9: 71.9, 2: 27.7 4: 100.0
finetuned 2: 75.3, 4: 10.3 2: 99.5 9: 65.0, 2: 26.6 4: 99.1
t5-large
mask 3: 82.7, 4: 16.3 1: 52.2, 0: 46.1 2: 81.1 5: 38.8, 0: 33.2
finetuned 6: 67.9, 4: 29.9 4: 86.6 4: 66.1, 6: 29.0 6: 99.5
llama 7b
8shot -1: 83.4, 0: 11.4 -1: 95.6 4: 44.3, 2: 27.6 -1: 70.9
mask 3: 49.1, 4: 41.6 1: 43.6, 2: 33.8 4: 57.3, 2: 40.7 8: 87.0, 9: 12.9
finetuned -1: 100.0 -1: 100.0 -1: 100.0 -1: 100.0
mistral 7b
8shot 2: 52.9, 4: 36.4 -1: 77.6, 4: 22.2 4: 50.0, 0: 27.7 2: 63.8, -1: 12.4
mask 8: 63.6, 3: 27.1 2: 70.7, 1: 27.0 2: 73.4, 4: 15.9 8: 86.6, 6: 11.9
finetuned -1: 100.0 -1: 100.0 -1: 100.0 -1: 100.0
llama 13b
8shot 3: 56.0, -1: 21.2 -1: 33.7, 4: 24.0 4: 43.1, 2: 37.1 2: 55.3, 4: 22.8
mask 3: 49.1, 4: 41.5 1: 74.2, 2: 25.0 2: 63.1, 4: 34.0 8: 98.5
finetuned -1: 100 -1: 100.0 -1: 100.0 -1: 100.0

Table 5.4: Results for Experiment 5.2. Object bias for All [X] have to have [MASK] legs.
Results contain the two highest occurring number words, that occur over 10% of the
time. Format is number: probability. mbert is multilingual bert base uncased, xlm-r base
is xlm-roberta-base, xlm-r large is xlm-roberta-large, mbart is multilingual-bart-large-50.
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Arabic Chinese English Russian
mbert
mask 3: 99.3 1: 99.9 2: 99.4 2: 99.5
finetuned 3: 99.8 2: 96.8 4: 62.5, 2: 36.9 2: 52.4, 4: 25.6
xlmr-b
mask 3: 94.5 1: 99.2 2: 98.9 2: 99.5
finetuned 3: 92.1 4: 55.6, 2: 33.8 4: 81.6, 2: 11.6 2: 89.2
t5-small
mask 0: 74.7, 3: 20.1 2: 99.3 2: 99.5 2: 68.3, 3: 25.0
finetuned 3: 99.3 0: 97.5 2: 100.0 2: 100.0
xlmr-l
mask 3: 75.4, 4: 24.2 3: 62.3, 2: 28.9 2: 99.5 2: 99.0
finetuned 4: 65.8, 3: 33.3 4: 52.8, 2: 38.6 4: 50.0, 2: 49.5 2: 50.2, 4: 35.4
t5-base
mask 3: 44.2, 10: 27.7 0: 100.0 0: 53.2, 2: 46.5 3: 71.8, 0: 14.3
finetuned 3: 96.0 2: 99.7 2: 99.9 2: 93.4
mbart
mask 2: 100.0 2: 38.7, 7: 32.0 2: 95.7 4: 100.0
finetuned 2: 97.3 7: 83.3, 2: 16.5 9: 100.0 4: 100.0
t5-large
mask 3: 83.8, 10: 11.0 1: 92.2 2: 87.7, 0: 11.8 1: 35.7, 3: 28.6
finetuned 3: 82.3, 4: 15.6 2: 70.2, 4: 29.1 4: 51.2, 2: 46.8 4: 56.4, 2: 42.5
llama 7b
8shot -1: 78.3 -1: 90.8 4: 46.2, 6: 20.5 -1: 72.3
mask 4: 45.7, 3: 26.1 0: 73.5, 1: 24.1 2: 98.7 8: 82.4, 4: 12.3
finetuned -1: 100.0 -1: 100.0 -1: 100.0 -1: 100.0
mistral 7b
8shot 4: 78.9, 3: 10.4 4: 65.7, -1: 29.3 0: 56.2, 4: 22.8 -1: 51.8, 2: 38.0
mask 8: 58.7, 4: 32.6 2: 97.5 2: 98.8 4: 79.0, 8: 16.9
finetuned -1: 100.0 -1: 100 -1: 100.0 -1: 100.0
llama 13b
8shot 3: 47.6, 6: 35.7 8: 24.2, 4: 23.9 2: 41.1, 6: 23.2 2: 73.1, 4: 10.1
mask 3: 81.3, 8: 16.7 0: 76.8, 1: 20.3 2: 97.8 8: 98.5
finetuned -1: 100.0 -1: 100.0 -1: 100.0 -1: 100.0

Table 5.5: Results for Experiment 5.2. Object bias for All [X] have [MASK] sides. Results
contain the two highest occurring number words, that occur over 10% of the time. Format
is number: probability. mbert is multilingual bert base uncased, xlm-r base is xlm-roberta-
base, xlm-r large is xlm-roberta-large, mbart is multilingual-bart-large-50.

5.5 Experiment 5: Linguistic specific phenomena

In this experiment, we look at linguistic-specific phenomena for Arabic, Russian and
Chinese. In Arabic, we look at declension, in Russian, we look at case declension and
in Chinese, we look at word-reliance.
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Do models understand declension in Arabic? Number words in Arabic can take
multiple forms, changing depending on case and gender. In previous experiments we
looked at how models predict the numerical value of number words, but do our models
also understand the form the word should take?

llama 7b llama 13b mistral 7b
8-shot 10.7 8.7 10.7
8-shot cot 8.7 12.7 10.0
8-shot knowledge 6.7 10.0 13.3
mask 19.3 19.3 20.0
mask knowledge 20.0 24.0 21.3
finetuned 20.0 31.0 31.0

Table 5.6: Results for Experiment 5.1. Declension accuracy on Arabic. Requires both
the declensed form and number word to be correct.

Our results (Table 5.6), show the models struggle to understand declensed forms. This is
especially the case when prompted. In chain of thought and knowledge 8-shot the format
of sentence will differ, encouraging the model to think of a number word that fits within
an output to the prompt rather than the mask. For example, the declension for a number
word for Arabic would differ between the answer is five and a dog has [five] legs. The
free form nature of normal 8-shot has similar explanations for its performance. When
masked, our performance improves significantly, with finetuned models performing best
across our experiments. Interestingly, mask knowledge improves performance versus
normal mask. Results for other models are in Appendix A.2.

Do models understand case declension in Russian? Russian declenses based on
case, expressing the grammatical role of a word. We aim to understand if our models
not only predict the correct number word, but also its form. We look at accusative,
dative, genitive, instrumental, nominative, prepositional and non-declensible words
(other). Many number words are homonyms which means we consider them under all
possible classifications. Our cases can be found in Appendix C.2. Results for other
models are in Appendix A.2.

llama 7b llama 13b mistral 7b
8-shot 28.7 34.0 43.3
8-shot cot 27.3 41.3 48.0
8-shot knowledge 14.0 24.0 38.0
mask 34.0 34.7 46.0
mask knowledge 45.3 53.3 60.7
finetuned 67.6 68.3 70.3

Table 5.7: Results for Experiment 5.2. Case declension accuracy on Russian. Accuracy
is calculated by determining if both the case and the number word are correct.
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(b) cot 8-shot
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(c) knowledge 8-shot
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(d) knowledge mask
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(e) mask
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Figure 5.4: Confusion matrices of predictions (left) and gold (bottom) for declension on
LLaMA 7b. When there is a match, true is classified for all possible cases. When there
is no match, it is added to the confusion matrix under every permutation.

Our results (Table 5.7) show that finetuned and mask knowledge results perform the
best. When we use experiment types where the model learns explicitly to fill in the
sentence models understand declension much better. Looking more closely (Figure 5.4)
we can see that nearly all declensed cases are accusative or nominative. Many number
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words have a form that can be interpreted as both accusative and nominative, which
likely explains why their counts are so high.

cot 8-shot (Figure 5.4b) and knowledge 8-shot (Figure 5.4c) differs to other variants in
how often it predicts accusative and nominal. In Russian, number words are nominative
when the style of the sentence is similar to ’this number is five’, however its declension
is typically the same as accusative. This is evidenced more so with the horizontal line
predicting accusative for most declensed forms.

Our mask and finetuned output are much better at understanding the declensed form.
The mask approach explicitly replaces the mask with a word and gets the probability,
and therefore there is more weight to making sure it fits directly in the sentence. When
we finetune our model, the pattern of predicting the masked word is more explicit.

Does word-reliance bias Chinese number words? In Chinese, number words attach
to other characters in a sentence. It is uncommon for number words to be by themselves.
For example, a Chinese speaker would not say ’I am five’ and instead say ’I am five-
years’. We evaluate the effect of these attachments across two different sentences -
’所有[X]都必须有[MASK][Y]腿’ (All [X] have to have [MASK] [Y] legs) and ’所
有[X]都有[MASK][Y]边。’ (All [X] have [MASK] [Y] sides) where X is some random
word in Chinese and Y is the attachment. We look at 1,000 random sentences, for 8
different attachments: 个(piece),套(set),次(number),岁(year),层(layer),分(minute),
月(month) and 条(slip). We evaluate the extent to which number words are biased
across each different attachment.

Our results (Tables 5.8, 5.9) reflect the results for our object bias experiments because
our finetuned and 8-shot models both return invalid number words for most of our results.
This is likely because most of the sentences we experiment on are not semantically
meaningful. There are a few exceptions to this in the 8-shot environment, where four is
predicted instead. We also see that models are generally biased towards one number,
and do not have random predictions.

Looking at our sentences more closely, our results for ’所有[X]都必须有[MASK][Y]腿’
(Tables 5.8a, 5.8b) show that bias remains unchanged across most experiments, mostly
predicting one or four. We do see套(set) tends towards zero for T5, and月(month)
bias towards six when finetuned. This may be because ’six months’ is a more common
saying as its half a year. Our results for ’所有[X]都有[MASK][Y]边。’ (Tables 5.9a,
5.9b) show a tendency towards zero, one, two and four. We also see that the predictions
for层(layer) and分(minute) are more random than other attachment types.
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个(piece) 套(set) 次(number) 岁(year)
mbert
mask 1: 100.0 1: 100.0 1: 100.0 3: 99.9
finetuned 4: 99.0 4: 99.2 4: 98.9 6: 55.6, 8: 32.5
xlm-r base
mask 1: 100.0 1: 100.0 2: 71.0, 3: 23.8 1: 91.6
finetuned 4: 98.8 4: 92.5 4: 82.2, 6: 17.5 3: 50.4, 4: 45.8
t5-small
mask 0: 98.7 0: 91.3 0: 93.5 0: 97.4
finetuned 2: 99.2 2: 98.8 3: 61.4, 8: 38.3 2: 99.1
xlm-r large
mask 2: 54.0, 3: 44.2 1: 90.2 1: 63.6, 3: 28.3 3: 67.1, 2: 32.7
finetuned 2: 51.5, 4: 46.6 4: 66.4, 2: 30.2 10: 80.4 4: 91.6
t5-base
mask 1: 48.5, 0: 41.4 0: 49.9, 1: 37.6 0: 58.1, 1: 36.0 1: 53.2, 0: 45.1
finetuned 4: 95.2 4: 98.0 4: 99.7 4: 88.2, 2: 11.6
mbart
mask 2: 71.7, 8: 22.5 2: 99.8 3: 97.1 3: 96.7
finetuned 8: 81.3, 2: 17.9 2: 97.3 4: 74.0, 3: 24.8 4: 70.1, 2: 27.6
t5-large
mask 1: 73.9, 0: 25.6 0: 77.1, 1: 21.7 1: 81.5, 0: 18.5 1: 78.5, 0: 15.9
finetuned 4: 88.5 4: 72.6, 2: 24.0 4: 85.1 4: 80.8, 3: 13.5
llama 7b
8shot -1: 95.1 -1: 97.7 -1: 97.4 -1: 96.4
mask 1: 94.3 1: 98.1 0: 66.2, 2: 22.9 1: 71.0, 2: 28.3
finetuned -1: 100.0 -1: 100.0 -1: 100.0 -1: 100.0
mistral 7b
8shot 4: 53.0, -1: 47.0 -1: 93.4 -1: 97.7 4: 52.2, -1: 36.8
mask 2: 98.1 1: 51.8, 0: 46.3 1: 97.2 1: 48.9, 2: 43.3
finetuned -1: 100.0 -1: 100.0 -1: 100.0 -1: 100.0
llama 13b
8shot -1: 36.4, 4: 22.8 -1: 70.0, 3: 10.3 -1: 32.8, 3: 23.1 -1: 42.5, 3: 14.3
mask 1: 95.4 0: 54.9, 1: 39.9 0: 70.6, 1: 28.7 0: 95.7
finetuned -1: 100.0 -1: 100.0 -1: 100.0 -1: 100.0

(a) Attachments for个(piece),套(set),次(number) and岁(year)

Table 5.8: Results for Experiment 5.3. Chinese word reliance for 所有[X]都必须
有[MASK][Y]腿. Results contain the two highest occurring number words, that occur
over 10% of the time. Format is number: probability. mbert is multilingual bert base
uncased, xlm-r base is xlm-roberta-base, xlm-r large is xlm-roberta-large, mbart is
multilingual-bart-large-50.
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层(layer) 分(minute) 月(month) 条(slip)
mbert
mask 1: 98.7 10: 97.0 1: 98.5 1: 95.6 1: 99.9
finetuned 3: 96.6 4: 99.0 6: 99.0 6: 97.6
xlm-r base
mask 1: 91.6 1: 97.0 1: 100.0 1: 100.0
finetuned 3: 50.4, 4: 45.8 4: 57.4, 5: 33.6 6: 71.5, 4: 22.6 4: 55.8, 6: 43.8
t5-small
mask 0: 97.4 0: 93.0 0: 93.9 0: 97.3
finetuned 2: 99.1 2: 69.2, 3: 29.8 3: 47.7, 4: 29.4 2: 98.4
xlm-r large
mask 3: 67.1, 2: 32.7 3: 47.9, 2: 27.3 1: 65.4, 3: 32.1 2: 57.7, 3: 41.3
finetuned 4: 91.6 4: 70.9, 6: 26.0 10: 60.0, 6: 27.5 2: 56.1, 4: 39.4
t5-base
mask 1: 53.2, 0: 45.1 0: 59.1, 1: 40.4 0: 58.5, 7: 28.3 0: 66.5, 1: 23.2
finetuned 4: 88.2, 2: 11.6 4: 99.8 6: 99.3 4: 97.7
mbart
mask 3: 96.7 2: 90.7 2: 62.1, 3: 37.5 2: 99.5
finetuned 4: 70.1, 2: 27.6 4: 80.1, 2: 16.5 4: 59.1, 0: 33.9 2: 92.6
t5-large
mask 1: 78.5, 0: 15.9 1: 61.1, 0: 38.5 0: 81.4, 1: 17.0 1: 52.2, 0: 46.1
finetuned 4: 80.8, 3: 13.5 4: 93.6 4: 60.2, 6: 38.4 4: 86.6
llama 7b
8shot -1: 96.4 -1: 97.5 -1: 96.8 -1: 94.9
mask 1: 71.0, 2: 28.3 0: 53.2, 1: 29.2 0: 54.6, 3: 31.5 1: 43.6, 2: 33.8
finetuned -1: 100.0 -1: 100.0 -1: 100.0 -1: 100.0
mistral 7b
8shot 4: 52.2, -1: 36.8 -1: 99.1 -1: 98.8 -1: 77.6, 4: 22.2
mask 1: 48.9, 2: 43.3 2: 89.0 0: 63.7, 6: 16.1 2: 70.7, 1: 27.0
finetuned -1: 100 -1: 100 -1: 100 -1: 100
llama 13b
8shot -1: 41.7, 4: 23.9 -1: 55.4, 4: 18.5 -1: 52.1, 3: 13.7 -1: 34.3, 4: 23.8
mask 1: 35.9, 0: 28.6 0: 96.3 0: 97.9 1: 74.2, 2: 25.0
finetuned -1: 100.0 -1: 100.0 -1: 100.0 -1: 100.0

(b) Attachments for层(layer),分(minute),月(month) and条(slip)

Table 5.8: Results for Experiment 5.3. Chinese word reliance for 所有[X]都必须
有[MASK][Y]腿. Results contain the two highest occurring number words, that occur
over 10% of the time. Format is number: probability. mbert is multilingual bert base
uncased, xlm-r base is xlm-roberta-base, xlm-r large is xlm-roberta-large, mbart is
multilingual-bart-large-50.



5.5. EXPERIMENT 5: LINGUISTIC SPECIFIC PHENOMENA 35

个(piece) 套(set) 次(number) 岁(year)
mbert
mask 1: 99.9 1: 100.0 1: 100.0 3: 87.0, 10: 10.6
finetuned 4: 95.6 4: 98.8 4: 94.8 4: 59.8, 8: 23.3
xlm-r base
mask 1: 99.2 2: 75.1, 4: 16.9 1: 100.0 1: 98.7
finetuned 4: 55.6, 2: 33.8 1: 99.9 3: 54.2, 2: 33.0 3: 68.4, 2: 17.5
t5-small
mask 0: 97.5 0: 87.4, 1: 12.5 0: 94.2 0: 89.3, 1: 10.7
finetuned 2: 99.3 2: 99.5 2: 98.9 3: 92.9
xlm-r large
mask 3: 62.3, 2: 28.9 1: 97.1 1: 88.9, 0: 10.9 10: 50.7, 1: 34.8
finetuned 4: 52.8, 2: 38.6 5: 64.3, 2: 26.4 5: 72.9, 2: 22.7 5: 64.0, 2: 26.0
t5-base
mask 0: 100.0 2: 100.0 0: 100.0 0: 100.0
finetuned 2: 99.7 0: 99.9 2: 99.3 2: 93.0
mbart
mask 2: 38.7, 7: 32.0 2: 100.0 1: 96.5 1: 89.6
finetuned 7: 83.3, 2: 16.5 2: 99.9 4: 97.9 2: 89.1
t5-large
mask 1: 92.2 1: 88.4, 0: 10.5 1: 77.9, 0: 20.7 1: 94.6
finetuned 2: 70.2, 4: 29.1 2: 97.95 2: 94.3 2: 77.0, 4: 13.1
llama 7b
8shot -1: 90.1 -1: 95.2 -1: 93.2 -1: 94.7
mask 0: 73.5, 1: 24.1 0: 88.7, 1: 11.2 0: 100.0 0: 97.7
finetuned -1: 100.0 -1: 100.0 -1: 100.0 -1: 100.0
mistral 7b
8shot 4: 65.7, -1: 29.3 -1: 67.7, 4: 30.8 -1: 71.5, 4: 15.8 -1: 97.8
mask 2: 97.5 1: 51.5, 0: 44.5 1: 76.8, 2: 20.2 1: 65.6, 0: 31.4
finetuned -1: 100 -1: 100 -1: 100 -1: 100
llama 13b
8shot 8: 24.0, 4: 23.5 -1: 32.7, 4: 20.2 3: 18.6, -1: 18.0 -1: 30.8, 3: 11.6
mask 0: 76.8, 1: 20.3 0: 100.0 0: 99.9 0: 99.9
finetuned -1: 100.0 -1: 100.0 -1: 100.0 -1: 100.0

(a) Attachments for个(piece),套(set),次(number) and岁(year)

Table 5.9: Results for Experiment 5.3. Chinese word reliance for 所有[X]都
有[MASK][Y]边。. Results contain the two highest occurring number words, that occur
over 10% of the time. Format is number: probability. mbert is multilingual bert base
uncased, xlm-r base is xlm-roberta-base, xlm-r large is xlm-roberta-large, mbart is
multilingual-bart-large-50.
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层(layer) 分(minute) 月(month) 条(slip)
mbert
mask 1: 98.8 1: 99.3 1: 100.0 1: 99.5
finetuned 3: 99.7 4: 99.7 4: 56.2, 6: 43.6 4: 99.1
xlm-r base
mask 1: 99.4 3: 46.8, 4: 26.5 1: 100.0 1: 99.5
finetuned 3: 78.5, 4: 16.7 1: 61.1, 0: 38.5 4: 62.7, 3: 25.5 4: 71.0, 2: 20.5
t5-small
mask 0: 96.8 0: 84.1, 1: 15.8 0: 94.2 0: 96.8
finetuned 2: 99.3 2: 96.3 2: 43.2, 3: 43.0 2: 99.3
xlm-r large
mask 3: 68.4, 1: 26.9 1: 73.4, 2: 20.8 1: 88.9, 0: 10.9 2: 49.8, 3: 35.0
finetuned 5: 71.6, 3: 12.8 5: 71.5, 2: 12.8 2: 77.9, 5: 17.4 2: 63.6, 4: 29.7
t5-base
mask 0: 100.0 0: 100.0 0: 100.0 0: 100.0
finetuned 2: 100.0 4: 75.3, 2: 24.5 2: 72.2, 4: 24.9 2: 99.9
mbart
mask 2: 73.3, 3: 26.7 2: 54.5, 5: 41.4 1: 96.5 2: 100.0
finetuned 2: 99.9 2: 93.2 1: 43.6, 7: 31.8 2: 99.6
t5-large
mask 1: 90.9 1: 87.7, 0: 12.0 1: 77.9, 0: 20.7 1: 92.1
finetuned 3: 65.1, 2: 30.1 0: 60.8, 2: 25.2 2: 50.2, 4: 23.7 2: 87.1, 4: 11.8
llama 7b
8shot -1: 91.5 0: 100.0 -1: 95.0 -1: 90.3
mask 0: 55.7, 1: 43.0 0: 100.0 0: 99.7 0: 93.5
finetuned -1: 100.0 -1: 100.0 -1: 100.0 -1: 100.0
mistral 7b
8shot -1: 60.5, 4: 29.0 -1: 86.0 -1: 98.2 -1: 62.2, 4: 34.4
mask 1: 43.6, 2: 39.6 0: 75.6, 2: 23.6 0: 100 0: 100.0
finetuned -1: 100.0 -1: 100.0 -1: 100.0 -1: 100.0
llama 13b
8shot -1: 20.6, 4: 18.1 -1: 38.6, 4: 17.2 -1: 28.3, 4: 17.3 4: 19.7, -1: 17.9
mask 0: 97.1 0: 100.0 0: 100.0 1: 53.2, 0: 39.4
finetuned -1: 100.0 -1: 100.0 -1: 100.0 -1: 100.0

(b) Attachments for层(layer),分(minute),月(month) and条(slip)

Table 5.9: Results for Experiment 5.3. Chinese word reliance for 所有[X]都
有[MASK][Y]边。. Results contain the two highest occurring number words, that occur
over 10% of the time. Format is number: probability. mbert is multilingual bert base
uncased, xlm-r base is xlm-roberta-base, xlm-r large is xlm-roberta-large, mbart is
multilingual-bart-large-50.
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5.6 Experiment 6: Can we learn across languages?

In this experiment, we aim to explore if models can learn across languages, from
English to some target language. We transfer basic prompts, looking at them through
the following formats as models are sensitive to prompt formation: transfer of the whole
prompt (instruction + exemplars), only the instruction, only the exemplars and mixed
exemplars (50:50 target language:English). We then look at self-translate, where models
translate the sentence to English before answering them. We also evaluate the ability
for language models to transfer knowledge from English, a novel approach we created.
Finally, we evaluate performance across language of models finetuned in English.

Our results (Table 5.10), show an improvement over most of our experiment variants,
indicating models can learn numerical commonsense reasoning across languages.

Can models transfer prompts from English? Our performance improves with
transferring prompts. There is variance in performance of our different prompting
formats, but we generally find that the transfer of exemplars only improves performance
the most when compared to other forms.

Do sentences translated into English predict better? Self-translate improves per-
formance versus mask, especially for Mistral, where it was the best of all model prompt
formats. Looking at our translations by hand we find the quality is usually strong
enough to carry the semantic meaning, even if it didn’t recreate the sentence verbatim.
However, we found that the model occasionally didn’t translate the mask, instead opting
to fill it in. An example of self-translate is generating ’you can take the subway [MASK]
times a week to and from work.’ from你可以每周[MASK]天坐地铁来回上班。

Can models exploit knowledge generated in English? Knowledge prompting
improves performance compared to the target language. This was particularly effective
for LLaMA, the best performing in 5/6 our model-language LLaMA experiments. This
suggests that knowledge in English can be effectively prompted into other language to
improve performance. An example of knowledge prompting across languages would
be generating ’A hexagon is a shape. It is made of six sides. Snowflakes form in
a hexagonal form’ from 雪花有[MASK]条边。(in English this is ’snowflake have
[MASK] sides’).

Do models finetuned on English perform better? Finetuned models perform worse
than training directly on the target language. This isn’t surprising as our English training
set is only slightly larger than other languages, and they are trained from the same
set of sentences. Despite this, our models finetuned on English generally do improve
performance compared to pretrained.

Do models predict in the target language? As were often predicting from English,
we check if the predicted number words are in the target language or English. Self-
translate predicts the number word in English for nearly every result. This is because the
masked sentence the model is given will be in English. Although the masked sentence
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is in the target language for knowledge prompting, the model nearly always (around
90% of the time) predicts the number word in English. Our finetuned models predict
English number words in nearly every case, which is a byproduct of their training set.
For our more general prompt format experiments, English number words are predicted
around half the time.

Arabic Chinese Russian
other models (finetuned)
bert-base-multilingual-uncased 19.3 (-20.0) 27.6 (-7.6) 30.3 (-11.1)
xlm-roberta-base 31.0 (-7.6) 29.0 (-8.2) 38.6 (-2.1)
mt5-small 26.2 (-10.4) 11.7 (-6.9) 20.0 (-8.2)
xlm-roberta-large 39.3 (-10.4) 41.4 (-1.4) 48.3 (-6.2)
mt5-base 28.3 (-11.0) 11.7 (-17.3) 26.9 (-3.4)
mbart-large-50 21.4 (-2.0) 11.0 (-9.0 20.7 (-14.5)
mt5-large 22.1 (-24.8) 28.3 (-11.0) 36.6 (-14.4)
llama 7b
transfer 26.7 (+6.0) 43.3 (+-0) 48.7 (+10.7)
transfer instruction 22.0 (+1.3) 46.0 (+2.7) 36.0 (-2.0)
transfer examplars 28.0 (+7.3) 42.7 (-0.6) 45.3 (+7.3)
mixed examplars 21.3 (+0.6) 51.3 (+8.0) 44.0 (+6.0)
self-translate mask 34.0 (-1.3) 57.3 (+18.6) 60.0 (+18.7)
knowledge mask 44.0 (+8.0) 66.0 (+4.0) 68.0 (+16.0)
finetuned 33.1 (-4.1) 54.5 (-4.8) 59.3 (-8.3)
mistral 7b
transfer 39.3 (+14.0) 60.7 (-8.0) 60.0 (+4.7)
transfer instruction 25.3 (+-0) 68.7 (+-0) 52.0 (-3.3)
transfer examplars 42.7 (+17.4) 66.7 (-2.0) 62.0 (+6.7)
mixed examplars 44.0 (+18.7) 69.3 (+0.6) 59.3 (+4.0)
self-translate mask 58.7 (+18.7) 60.7 (+9.4) 66.0 (+13.3)
knowledge mask 48.0 (+-0) 67.3 (+-0) 70.1 (-0.6)
finetuned 47.6 (-9.6) 62.0 (+4.8) 66.9 (-3.4)
llama 13b
transfer 28.7 (+6.7) 60.0 (+2.0) 50.7 (+5.4)
transfer instruction 17.3 (-4.7) 66.0 (+8.0) 47.3 (+2.0)
transfer examplars 39.3 (+17.3) 51.3 (-6.7) 56.0 (+10.7)
mixed examplars 26.7 (+4.7) 59.3 (+1.3) 54.0 (+8.7)
self-translate mask 44.7 (+14.4) 58.7 (+10.7) 72.0 (+29.3)
knowledge mask 53.3 (+14.0) 72.0 (+2.0) 66.0 (+2.0)
finetuned 44.8 (-9.0) 59.3 (+7.6) 62.8 (-5.5)

Table 5.10: Results for Experiment 7. Accuracy for transfer learning experiments. Uses
8-shot on prompts with exemplars. Results are compared against target equivalents.
Basic transfer methods are on whole prompt, instruction-only exemplars-only, and mixed
exemplars (50:50 target:English). Self-translate is using language model to translate
sentence to English, then answering. Knowledge prompting generates facts about a
sentence in English, which are then transferred.



Chapter 6

Conclusions

In this chapter, we look at our contributions, a short overview of our results, and
potential future work.

6.1 Contributions

The contributions are:

• Completing MNUMERSENSE, a multilingual numerical commonsense reasoning
dataset, translating an additional 6,000 sentences into Arabic, completing a dateset
containing over 36,000 sentences across Arabic, Chinese, Russian. Completed
translation of a test set of 200 sentences for Arabic, Chinese and Russian.

• Collecting prompts for the task in English, Chinese, Russian and Arabic.

• Evaluating zero-shot and finetuned experiments on mBERT, xlm-RoBERTA,
mT5, mBART, LLaMA 2 and Mistral.

• Performed experiments on chain-of-thought and knowledge for LLaMA 2 and
Mistral.

• Evaluating if code-based models can reason better and if models bias towards
particular number words.

• Performing experiments on Chinese word reliance, Arabic declension, and Rus-
sian case declension.

• Analyzing cross-lingual learning of these models across languages, including a
novel approach of transfer of knowledge.

6.2 Results overview

We crowdsourced, and completed a high-quality commonsense numerical reasoning
dataset containing over 45,000 sentences across Arabic, Chinese, English and Russian.
We evaluated this dataset on different prompting formats and finetuning.

39



6.3. FUTURE WORK 40

Our report has looked at of encoder-only (mBERT, xlm-RoBERTa), encoder-decoder
(BART, T5) and decoder-only (LLaMA, Mistral) models. We found that larger models
generally performed better, and that decoder-only and encoder-only model variants
perform best for our task. We found that finetuned models generally performed better
than basic prompts and 8-shot chain of thought or knowledge generation had mixed
results. However, knowledge prompting where the highest probability sentence was
selected performed strongly. We found that code-based models do not reason better, and
that models are biased towards particular number words. We also found models struggle
to understand Arabic declension, less than with Russian case declension. Our analysis
on Chinese word-reliance found that the unit of number words changed how they were
biased. Finally, our experiments on transfer learning found models can learn numerical
commonsense reasoning across language, in particular we found that translating a
sentence into English before answering, or transferring knowledge generated in English
significantly improved performance.

6.3 Future work

We hope to expand our crowd-sourcing to the full test set, which currently has its
gold (ground truth) unavailable to the public. It would also benefit from a small
test set of local, culturally specific questions for each of our languages. We further
propose expanding NumerSense into more languages, particularly those that are low-
resource. We’re interested in replicating our experiments on larger models and testing
our approaches across other datasets and we’re particularly interested in how transfer
of knowledge across languages performs. We would like to explore how our models
perform using chain-of-thought and knowledge prompting with self-consistency (Wang
et al., 2023), a method where chain of thought method looks at multiple reasoning paths
as it decodes, selecting the best. We would also like to experiment on approaches such
Program of Thoughts (Chen et al., 2023), where reasoning is relegated to an interpreter.
Finally, we propose a high-quality, numerical fact based scientific dataset to further test
the limits of these models.
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Appendix A

Additional Experiments

A.1 Are masked sentences harder than questions?

We evaluated our prompts by turning them into a question format (e.g. a dog has
[MASK] legs → how many legs does a dog have?) This was to evaluate if performance
was hurt by the mask form of our sentences on auto-regressive models.

Our results (Table A.1), indicate that converting our prompts to a question doesn’t
improve performance over Experiment 1 & 2. 8-shot question worsens performance
across nearly every result, and chain-of-thought question only improves on LLaMA 7b
and Chinese results. The best-performing model is Mistral 7b across all experiments.

Arabic Chinese English Russian
llama 7b
question 18.0 (-2.0) 42.7 (-0.6) 62.0 (+3.3) 26.7 (-11.3)
cot question 28.7 (+3.4) 40.7 (+6.7) 62.7 (+1.4) 33.3 (-2.7)
mistral 7b
question 25.3 (+-0) 64.0 (-11.3) 76.0 (+0.7) 59.3 (+4.0)
cot question 35.3 (-4.7) 65.3 (+4.6) 64.0 (-4.7) 58.7 (-4.6)
llama 13b
question 23.3 (+1.3) 57.3 (-0.7) 70.0 (-2.7) 50.7 (+5.4)
cot question 29.3 (-2.0) 61.3 (+14.6) 63.3 (-5.4) 53.3 (-3.4)

Table A.1: Results for Experiment 4. Accuracy results when converting masked sen-
tences into a question format.

A.2 Linguistic specific phenomena continued

Can models understand declension in Arabic? We performed experiments on
Arabic declension across other models as well. We did not include them in the main
project as we were experimenting how are models perform in prompting experiments.
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Our results (Table A.2) show performance that on par with our original experiments
(Table 5.6) for some of our models. Finetuned models perform significantly better, and
mT5 large and xlm-RoBERTa large perform especially well. We also see that mBART
performs very poorly, which is unsurprising given how much the model struggled in
predicting number words for Arabic in Experiment 1.

mask finetuned
bert base multilingual uncased 8.99 17.2
xlm roberta base 20.0 22.8
mt5 small 11.7 17.9
xlm roberta large 23.4 26.9
mt5 base 11.7 22.8
multilingual bart large 50 2.07 13.8
mt5 large 22.0 28.9

Table A.2: Results for Experiment 5.1. Declension accuracy on Arabic.

Can models understand case declension in Russian? We evaluated our Russian
case declension experiments on other models, but did not include them as we were
interested in how they perform in different prompt formats.

Our results (Table A.3) are generally worse than the main experiments (Table 5.7).
We find that finetuned models perform much better than pretrained. Similar to our
Arabic declension extension, mT5 large and xlm-RoBERTa large perform best across
our models, with mBART struggling.

mask finetuned
bert base multilingual uncased 16.7 35.1
xlm roberta base 23.4 39.3
mt5 small 14.5 31.0
xlm roberta large 30.3 49.0
mt5 base 12.4 40.0
multilingual bart large 50 5.52 19.3
mt5 large 24.1 51.0

Table A.3: Results for Experiment 5.2. Case declension accuracy on Russian. Accuracy
is calculated by determining if both the case and the number word are correct.

A.3 LLaMA Chat

We performed experiments on our model using LLaMA Chat. We used the chat format
(Appendix D.4) for these results. LLaMA Chat has been trained to deal with instructions
better, however our results (Table A.4) show our performance is generally much worse
than normal LLaMA. We also notice that our results are more random, which Arabic
performing particularly bad. Interestingly, LLaMA Chat finds a big performance boost
for 8shot chain-of-thought, unlike basic LLaMA.
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Arabic Chinese English Russian
llama 7b chat
8shot 6.00 (-14.7) 28.7 (-14.6) 24.0 (-34.7) 6.67 (-31.3)
8shot cot 17.3 (-8.0) 45.3 (+11.3) 58.0 (-3.3) 3.45 (-32.5)
llama 13b chat
8shot 0.69 (-21.3) 28.7 (-29.3) 31.3 (-26.7) 14.7 (-30.6)
8shot cot 15.7 (-15.6) 54.7 (+8.0) 65.3 (-3.4) 49.0 (-7.7)

Table A.4: Results for Experiment 4. Accuracy results when converting masked sen-
tences into a question format.



Appendix B

Hyperparameters

We finetuned our models first through a validation set, which was a subset of our training
set. We sweep through hyperparameters through English only, as training time is long.
Table B.1 shows the parameters that returned the highest validation scores.

epochs learning rate batch size type
bert base multilingual uncased 3 5e-5 8 Full
xlm roberta base 7 5e-6 8 Full
mt5 small 3 3e-4 8 Full
xlm roberta large 7 5e-6 1 Full
mt5 base 5 5e-5 4 Full
multilingual bart large 50 10 1e-6 4 Full
mt5 large 10 5e-5 1 Full
llama 7b 3 2e-4 2 QLoRA
mistral 7b 3 2e-4 2 QLoRA
llama 13b 3 2e-4 2 QLoRA

Table B.1: Hyperparameters used for finetuning.
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Appendix C

Values

C.1 Numer words

When a new line is called, that indicates a different number. This is in the order: one,
two, three, four, five, six, seven, eight, nine, ten, zero.

C.1.1 English

one
two
three
four
five
six
seven
eight
nine
ten
zero, no

C.1.2 Chinese

一
二, 两
三,
四,
五,
六,
七,
八,
九,
十,
零, 无, 没, 没有, 不含, 毫无
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C.1.3 Russian

nulevyh, nulevyh, nikakie, nul�, nol~ , nul�, nol�, nulevo�, nulevo�, nulevym,
nuleva�, nulevu�
odin, odno, odna, odni, odnogo, odno�, odnih, odnomu, odnim, odnu, odno�,
odnimi, odnom
dva, dve, dvuh, dvum, dvum�, dvoe
tri, treh, trem, trem�, troe, troih, troim, troimi, tro�ki, tro�ku
qetyre, qetyreh, qetyr~m�, qetyrem, qetvero, qetveryh, qetverym, qetverymi,
qetvertom, qetverto�, qetyr�m
p�t~, p�ti, p�t~�, p�tero, p�teryh, p�terym, p�terymi, p�tyh
xest~, xesti, xest~�, xestero, xesteryh, xesterym, xesterymi
sem~, semi, sem~�, semero, semeryh, semerym, semerymi
vosem~, vos~mi, vos~m~�, vosem~�, vos~mero, vos~meryh, vos~merym, vos~merymi
dev�t~, dev�ti, dev�t~�, dev�tero, dev�teryh, dev�terym, dev�terymi
des�t~, des�ti, des�t~�, des�tero, des�teryh, des�terym, des�terymi
net, ne, bez, ni, nule, nulevoe, nulevogo, Nikakie, nikakih

C.1.4 Arabic
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C.2 Russian case declensions

nominative: nol~, nulevo�, nulevo�, nuleva�, nulevoe, Nikakie, odin, odno,
odna, odni, tri, tro�ki, troe, qetyre, qetvero, p�t~, p�tero, xest~, xestro,
sem~, semero, vosem~, vos~mero, dev�t~, dev�tero, des�t~, nikakie, des�tero,
tro�ki
accusative: nol~, nulevu�, odin, odno, odnu, odni, dva, dve, dvoe, tri, tro�ku,
troe, qetyre, qetvero, p�t~, p�tero, xest~, xestero, sem~, semero, vosem~,
vos~mero, dev�t~, tro�ku, nikakie, dev�tero, des�t~, des�tero, odno�
genitive: nul�, nol�, nulevogo, nulevo�,nulevo�, nikakih, odnogo, odno�, odnih,
dvuh, treh, tro�ki, troih, qetyreh, qetveryh, qetverto�, p�ti, p�teryh,
p�tyh, xesti, xesteryh, semi, semeryh, nulevyh, vos~mi, vos~meryh, dev�ti,
dev�teryh, tro�ki, des�ti, des�teryh, odno�
dative: nul�, nulevo�, nulevo�,odnomu, odnomu, odno�, odnim, dvum, trem,
troim, qetyrem, qetyr�m, qetverym, qetverto�, p�ti, p�terym, xesti, xesterym,
semi, semerym, vos~mi, vos~merym dev�ti, dev�terym, des�ti, des�terym,
odno�, qetyr�m, nulevu�odin
instrumental: nulevo�,nulevo�, dev�t~�, nulevym, odnim, odno�, odno�, odnimi,
dvum�, trem�, troimi, qetyr~m�, qetverymi, qetvertoi, p�t~�, p�terymi,
xest~�, xesterymi, sem~�, semerymi, vosem~�, vos~m~�, vos~merymi, des�t~�,
dev�terymi, des�t~�, des�terymi, odno�
prepositional: nule, nulevo�, nulevo�, nikakih, odnom, odno�, odnih, dvuh,
treh, troih, qetyreh, qetveryh, qetvertom, qetverto�, p�ti, p�teryh,p�tyh,
xesti, xesteryh, semi, semeryh, vos~mi, vos~meryh, dev�ti, dev�teryh,
des�ti, des�teryh, odno�, vos~merym, nulevyh
other: net, ne, bez, ni
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C.3 Object bias sentences

C.3.1 Sentence 1

All [X] have to have [MASK] legs.
所有[X]都必须有[MASK]条腿

Vse [X] dol�ny imet~ [MASK] nog.

É¾Ë
	
àñºK


	
à


@ I. m.
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[X][MASK]. Ég. P



@

C.3.2 Sentence 2

All [X] have [MASK] sides.
所有[X]都有[MASK]个边

Vse [X] ime�t [MASK] storony.

É¿[X] AêË[MASK].I.
	
K @ñk.



Appendix D

Prompts

D.1 Examplars

D.1.1 English

EN_EXAMPLARS = [
{

"question": "A game of chess includes [MASK] bishops.",
"cot_answer": "Chess is a game. In the standard rules of chess, each
player starts with two bishops. There are two players. Two times two
is four. The answer is four.",
"short_answer": "four",
"question_format": "How many bishops does a game of chess include?",
"knowledge_generated": "Chess is a game. In the standard rules of chess,
each player starts with two bishops. There are two players."

},
{

"question": "Spring and summer are [MASK] of four seasons.",
"cot_answer": "In total there is four seasons, winter, spring, summer
and autumn. Spring and summer are two of these. The answer is two.",
"short_answer": "two",
"question_format": "How many of the four seasons are spring and
summer?",
"knowledge_generated": "In total there is four seasons, winter, spring,
summer and autumn."

},
{

"question": "Humans are trichromats, sensitive to [MASK] fundamental
wavelengths of visible light.",
"cot_answer": "Trichromacy is about how we convey colour. Human eyes
are sensitive to the wavelengths red, green and blue. The answer is
three.",
"short_answer": "three",

55
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"question_format": "Humans are trichromats, sensitive to how many
fundamental wavelengths of visible light?",
"knowledge_generated": "Trichromacy is about how we convey colour.
Human eyes are sensitive to the wavelengths red, green and blue."

},
{

"question": "Earth has [MASK] layers.",
"cot_answer": "The earth is a planet. It is made of layers called the
inner core, the outer core, the mantle and the crust. These are four
layers. The answer is four.",
"short_answer": "four",
"question_format": "How many layers does earth have?",
"knowledge_generated": "The earth is a planet. It is made of layers
called the inner core, the outer core, the mantle and the crust."

},
{

"question": "Butterflies have [MASK] pairs of legs.",
"cot_answer": "Insects have six legs, which is equivalent to three
pairs. Butterflies are a type of insect. The answer is three.",
"short_answer": "three",
"question_format": "How many pairs of legs do butterflies have?",
"knowledge_generated": "Insects have six legs, which is equivalent to
three pairs. Butterflies are a type of insect."

},
{

"question": "Snowflakes have [MASK] sides.",
"cot_answer": "A hexagon is a shape. It is made of six sides.
Snowflakes form in a hexagonal form. The answer is six.",
"short_answer": "six",
"question_format": "How many sides do snowflakes have?",
"knowledge_generated": "A hexagon is a shape. It is made of
six sides. Snowflakes form in a hexagonal form."

},
{

"question": "A woman owns one cat and two dogs. She needs to feed all
[MASK] pets every day.",
"cot_answer": "She feeds all her pets. One cat plus two dogs make
three pets. The answer is three.",
"short_answer": "three",
"question_format": "A woman owns one cat and two dogs. She needs
to feed all pets every day. How many pets does she feed?",
"knowledge_generated": "She feeds all her pets. One cat plus two
dogs make three pets."

},
{

"question": "The United States has [MASK] princes.",
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"cot_answer": "The United States is a country. It has no royalty.
Princes are a type of royalty. The answer is no.",
"short_answer": "no",
"question_format": "The United States has how many princes?",
"knowledge_generated": "The United States is a country. It has
no royalty. Princes are a type of royalty."

}
]

D.1.2 Chinese

CN_EXAMPLARS = [
{

"question": "国际象棋包括[MASK]主教。",
"cot_answer": "在国际象棋的标准规则中，每位玩家开始时有两个

主教。一共有两名玩家。两乘以两等于四。答案是四。",
"short_answer": "四",
"question_format": "国际象棋包括多少个主教？",
"knowledge_generated": "在国际象棋的标准规则中，每位玩家开始

时有两个主教。一共有两名玩家。两乘以两等于四。"
},
{

"question": "春天和夏天是四季中的[MASK]。",
"cot_answer": "总共有四季。冬季，春季，夏季和秋季。春天和夏

天是其中的两个。答案是两个。",
"short_answer": "两个",
"question_format": "春天和夏天是四季中的哪两季？",
"knowledge_generated": "总共有四季。冬季，春季，夏季和秋季。

春天和夏天是其中的两个。"
},
{

"question": "人类是三色视动物，对[MASK]可见光的基本波长敏
感。",

"cot_answer": "人类的眼睛对红色、绿色和蓝色波长敏感。这使它
们成为三色视动物。答案是三。",

"short_answer": "三",
"question_format": "人类是三色视觉者，对多少个可见光的基本波

长敏感？",
"knowledge_generated": "人类的眼睛对红色、绿色和蓝色波长敏

感。这使它们成为三色视动物。"
},
{

"question": "地球有[MASK]层。",
"cot_answer": "地球由内核、外核、地幔和地壳组成。这是四层。

答案是四。",
"short_answer": "四",
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"question_format": "地球有多少层？",
"knowledge_generated": "地球由内核、外核、地幔和地壳组成。这

是四层。"
},
{

"question": "蝴蝶有[MASK]对腿。",
"cot_answer": "蝴蝶是昆虫，昆虫有六只腿。一对是两只。六除以

二等于三。答案是三。",
"short_answer": "三",
"question_format": "蝴蝶有多少对腿？",
"knowledge_generated": "蝴蝶是昆虫，昆虫有六只腿。一对是两

只。六除以二等于三。"
},
{

"question": "雪花有[MASK]边。",
"cot_answer": "雪花呈六边形形状。六边形有六个边。答案是六。",
"short_answer": "六",
"question_format": "雪花有多少边？",
"knowledge_generated": "雪花呈六边形形状。六边形有六条边。"

},
{

"question": "一名女性拥有一只猫和两只狗。她每天需要喂养所有
的[MASK]。",

"cot_answer": "她喂养了所有的宠物。一只猫加上两只狗等于三
只。答案是三。",

"short_answer": "三",
"question_format": "一名女性拥有一只猫和两只狗。她每天需要喂

养所有多少只宠物？",
"knowledge_generated": "她喂养了所有的宠物。一只猫加上两只狗

等于三只。"
},
{

"question": "美国没有[MASK]王子。",
"cot_answer": "美国没有皇室，因此没有王子。答案是没有。",
"short_answer": "没有",
"question_format": "美国有多少位王子？",
"knowledge_generated": "美国没有皇室，因此没有王子。"

}
]

D.1.3 Russian

RU_EXAMPLARS = [
{

"question": "

V xahmatno� igre est~ [MASK] slonov.
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",
"cot_answer": "

Po pravilam xahmat, ka�dy� igrok naqinaet igru s dvum� slonami. Est~
dva igroka. Dva�dy dva - qetyre. Otvet- qetyre.

",
"short_answer": "

Qetyre

",
"question_format": "

Skol~ko slonov v xahmatno� igre?

",
"knowledge_generated": "

Po pravilam xahmat, ka�dy� igrok naqinaet igru s dvum� slonami. Est~
dva igroka. Dva�dy dva - qetyre

",
},
{

"question": "

Vesna i leto [MASK] iz qetyreh sezonov.

",
"cot_answer": "

Vsego qetyre sezona. Zima, vesna, leto, i osen~. Dva iz nih - vesna i leto.
Otvet - dva.

",
"short_answer": "

Dva

",
"question_format": "

Skol~ko iz qetyreh sezonov vesna i leto?

",
"knowledge_generated": "

Vsego qetyre sezona. Zima, vesna, leto, i osen~. Dva iz nih- vesna i leto

",
},
{

"question": "
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L�di-trihromaty, quvstvitel~ny k [MASK] osnovnym dlinam voln vidi-
mogo sveta.

",
"cot_answer": "

Glaz qeloveka quvstvitelen k krasnomu, zelenomu, i sinemu dlinam voln.
Po�tomu my trihromaty. Otvet- trem.

",
"short_answer": "

trem

",
"question_format": "

K skol~kim osnovnym dlinam voln vidimogo sveta quvstvitel~ny trihro-
maty?

",
"knowledge_generated": "

Glaz qeloveka quvstvitelen k krasnomu, zelenomu, i sinemu dlinam voln.
Po�tomu my trihromaty

",
},
{

"question": "

U Zemli [MASK] slo�.

",
"cot_answer": "

Zeml� - planeta. Ona sostoit iz sloev: vnutrennee �dro, vnexnee �dro,
manti� i zemna� kora. Vsego 4 slo�. Otvet - qetyre.

",
"short_answer": "

Qetyre

",
"question_format": "

Skol~ko sloev u Zemli?

",
"knowledge_generated": "

Zeml� - planeta. Ona sostoit iz sloev: vnutrennee �dro, vnexnee �dro,
manti� i zemna� kora
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",
},
{

"question": "

U baboqek [MASK] pary nog.

",
"cot_answer": "

Baboqki- nasekomye, i u nasekomyh xest~ nog. Para- �to dva. Xest~ delim
na dva, poluqaem tri. Otvet- tri.

",
"short_answer": "

Tri

",
"question_format": "

Skol~ko par nog u baboqek?

",
"knowledge_generated": "

Baboqki- nasekomye, i u nasekomyh xest~ nog. Para- �to dva. Xest~ delim
na dva, poluqaem tri

",
},
{

"question": "

U sne�inok [MASK] storon.

",
"cot_answer": "

Sne�inki obrazu�c� v forme xestiugol~nikov. U xestiugol~nika xest~
storon. Otvet- xest~.

",
"short_answer": "

Xest~

",
"question_format": "

Skol~ko storon u sne�inok?

",
"knowledge_generated": "
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Sne�inki obrazu�c� v forme xestiugol~nikov. U xestiugol~nika xest~
storon

",
},
{

"question": "

U �enwiny odna koxka i dve sobaki. Nu�no kormit~ vseh [MASK] do-
maxnih �ivotnyh ka�dy� den~.

",
"cot_answer": "

Ona kormit vseh svoih domaxnih �ivotnyh. Odna koxka pl�s dve sobaki-
tri. Otvet- troih.

",
"short_answer": "

Troih

",
"question_format": "

U �enwiny odna koxka i dve sobaki. E� nu�no kormit~ vseh domaxnih
�ivotnyh ka�dy� den~. Skol~ko domaxnih �ivotnyh ona kormit?

",
"knowledge_generated": "

Ona kormit vseh svoih domaxnih �ivotnyh. Odna koxka pl�s dve sobaki-
tri

",
},
{

"question": "

V SXA [MASK] princev.

",
"cot_answer": "

V SXA net korolevsko� sem~i. Po�tomu v SXA net princev. Otvet- net.

",
"short_answer": "

Net

",
"question_format": "

Skol~ko princev v SXA?
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",
"knowledge_generated": "

V SXA net korolevsko� sem~i. Po�tomu v SXA net princev.

"
}

]

D.1.4 Arabic

AR_EXAMPLARS = [
{
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{

"question":"
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.",
"cot_answer":"

	áÓ
	
àA
	
J
�
K @ AÒë

	
­J
�Ë@ð ©J
K. QË @ .

	
­K
Q

	
mÌ'@ð ,

	
­J
�Ë@ , ©J
K. QË @ , ZA

�
J
�
�Ë@ , Èñ�

	
¯
�
éªK. P



@ ¼A

	
Jë

�
BAÔg

.
@



.
	
àA
	
J
�
K @ ñë H. @ñm.

Ì'@ . Èñ�
	
®Ë@ è

	
Yë

.",
"short_answer":"

	
àA
	
J
�
K @

.",
"question_format":"

?
	

­J
�Ë@ð ©J
K. QË @ AÒë
�
éªK. P



B@ Èñ�

	
®Ë@ 	áÓ Õ»

.",
"knowledge_generated":"

	
­K
Q

	
mÌ'@ð ,

	
­J
�Ë@ , ©J
K. QË @ , ZA

�
J
�
�Ë@ , Èñ�

	
¯
�
éªK. P



@ ¼A

	
Jë

�
BAÔg

.
@



."
},
{

"question":"

È �A�k ,
	
à@ñË



@
�
é
�
KC

�
JË Qå�J.Ó

	
àA�

	
�B


@[MASK]. ù






KQÖÏ @ Zñ

	
�ÊË

�
éJ
��




KP

�
éJ
k. ñÓ È@ñ£



@

.",
"cot_answer":"

h. @ñÓ


CË

�
é�A�k

	
àA�

	
�B


@

	
àñJ
« .

	
à@ñË



B@ É

�
®
	
K

�
éJ

	
®J
» Èñk PðYK


	
à@ñË



B@

�
HC

�
K PA��. @


.
�
é
�
KC

�
K ñë H. @ñm.

Ì'@ . Z A
�
P̄ 	QË @ð Z@Qå

	
�
	
mÌ'@ð Z@QÒmÌ'@

�
éJ
Ëñ¢Ë@

.",
"short_answer":"

�
é
�
KC

�
K

.",



D.1. EXAMPLARS 65

"question_format":"

?ù





KQÖÏ @ Zñ

	
�ÊË ú



æ�A�



@ ú


k
.
ñÓ Èñ£ Õ» úÍ@



�A�k ,

	
à@ñË



@
�
é
�
KC

�
JË Qå�J.Ó

	
àA�

	
�B


@

.",
"knowledge_generated":"

h. @ñÓ


CË

�
é�A�k

	
àA�

	
�B


@

	
àñJ
« .

	
à@ñË



B@ É

�
®
	
K

�
éJ

	
®J
» Èñk PðYK


	
à@ñË



B@

�
HC

�
K PA��. @


Z A
�
P̄ 	QË @ð Z@Qå

	
�
	
mÌ'@ð Z@QÒmÌ'@

�
éJ
Ëñ¢Ë@

."
},
{

"question":"

AêË
�
éJ


	
�P



B@

�
èQºË@[MASK]. �HA

�
®J.£

.",
"cot_answer":"

, hA
�
�ñË@ ,

�
éJ
k. PA

	
mÌ'@

�
è @ñ

	
JË @ ,

�
éJ
Ê

	
g@YË@

�
è @ñ

	
JË @ ùÒ�

�
�

�
HA

�
®J.£

	áÓ
	

­Ë


A
�
JK
 .I. »ñ»

�
éJ


	
�P



B@

�
èQºË@

.
�
éªK. P@ ñë H. @ñm.

Ì'@ .
�
HA

�
®J.£ ©K. P@ è

	
Yë .

�
èQå
�
�
�
®Ë @ ð

.",
"short_answer":"

�
éªK. P@

.",

"question_format":"

?
�
éJ


	
�P



B@

�
èQºË@

�
HA

�
®J.£ XY« Õ»

.",
"knowledge_generated":"

, hA
�
�ñË@ ,

�
éJ
k. PA

	
mÌ'@

�
è @ñ

	
JË @ ,

�
éJ
Ê

	
g@YË@

�
è @ñ

	
JË @ ùÒ�

�
�

�
HA

�
®J.£

	áÓ
	

­Ë


A
�
JK
 .I. »ñ»

�
éJ


	
�P



B@

�
èQºË@

�
èQå
�
�
�
®Ë @ ð

."
},
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{
"question":"

AîE
YË
�
HA

�
�@Q

	
®Ë @[MASK]. Ég. P



B@ 	áÓ h. @ð

	P


@

.",
"cot_answer":"

H. @ñm.
Ì'@ .

�
H@Qå

�
�mÌ'@ 	áÓ ¨ñ

	
K

�
HA

�
�@Q

	
®Ë @ . h. @ð

	P


@
�
é
�
KC

�
K ÈXAªK
 AÜØ ,Ég. P@

�
é
�
J� AîE
YË

�
H@Qå

�
�mÌ'@

.
�
é
�
KC

�
K ñë

.",
"short_answer":"

�
é
�
KC

�
K

.",
"question_format":"

?
�
HA

�
�@Q

	
®Ë @ øYË Ég. P



B@ 	áÓ h. ð

	P Õ»

.",
"knowledge_generated":"

�
H@Qå

�
�mÌ'@ 	áÓ ¨ñ

	
K

�
HA

�
�@Q

	
®Ë @ . h. @ð

	P


@
�
é
�
KC

�
K ÈXAªK
 AÜØ ,Ég. P@

�
é
�
J� AîE
YË

�
H@Qå

�
�mÌ'@

."
},
{

"question":"

AêË
�
éJ
j. Ê

�
JË @

�
HA

�
¯A
�
Q̄Ë @[MASK].I.

	
K @ñk.

.",
"cot_answer":"

É¾
�
� ú




	
¯

	
àñº

�
J
�
K
�
éJ
j. Ê

�
JË @

�
HA

�
¯A
�
Q̄Ë @ .I.

	
K @ñk.

�
I� 	áÓ

	
­Ë



A
�
JK
 . É¾

�
� ñë ¨C

	
�


B@ ú



æ�@Y�

.
�
é
�
J� ñë H. @ñm.

Ì'@ . ¨C
	
�


B@ ú



æ�@Y�

.",
"short_answer":"
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�
é
�
J�

.",
"question_format":"

?
�
éJ
j. Ê

�
JË @

�
�


KA
�
Q̄Ë @ I.

	
K @ñk. XY« Õ»

.",
"knowledge_generated":"

É¾
�
� ú




	
¯

	
àñº

�
J
�
K
�
éJ
j. Ê

�
JË @

�
HA

�
¯A
�
Q̄Ë @ .I.

	
K @ñk.

�
I� 	áÓ

	
­Ë



A
�
JK
 . É¾

�
� ñë ¨C

	
�


B@ ú



æ�@Y�

¨C
	
�


B@ ú



æ�@Y�

."
},
{

"question":"

È@
�
é
	
®J
Ë



B@ Aî

�
EA
	
K @ñJ
k

	áÓ É¿ Ñª¢
�
J
�
K

	
à@ h. A

�
Jj

�
�
�
K .

	á�
J. Ê¿ð
�
èYg@ð

�
é¢

�
¯ ½ÊÖ

�
ß
�
è @QÓ@[MASK]É¿

. ÐñK


.",
"cot_answer":"

�
HA

	
K @ñJ
k

�
HC

�
K ½Ë

	
X ø



ðA��
ð

	á�
J. Ê¿ Y


K @ 	P

�
èYg@ð

�
é¢

�
¯ .

�
é
	
®J
Ë



B@ Aî

�
EA
	
K @ñJ
k

	áÓ É¿ Ñª¢
�
J
�
K ù


ë

.
�
é
�
KC

�
K ñë H. @ñm.

Ì'@ .
�
é
	
®J
Ë



@

.",
"short_answer":"

�
é
�
KC

�
K

.",
"question_format":"

Õ» . ÐñK
 É¿
�
é
	
®J
Ë



B@ Aî

�
EA
	
K @ñJ
k

	áÓ É¿ Ñª¢
�
J
�
K

	
à@ h. A

�
Jj

�
�
�
K .

	á�
J. Ê¿ð
�
èYg@ð

�
é¢

�
¯ ½ÊÖ

�
ß
�
è @QÓ@

? AêÒª¢
�
� ú




�
æË @

�
é
	
®J
Ë



B@

�
HA

	
K @ñJ
m

Ì'@ XY«

.",
"knowledge_generated":"
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�
HA

	
K @ñJ
k

�
HC

�
K ½Ë

	
X ø



ðA��
ð

	á�
J. Ê¿ Y


K @ 	P

�
èYg@ð

�
é¢

�
¯ .

�
é
	
®J
Ë



B@ Aî

�
EA
	
K @ñJ
k

	áÓ É¿ Ñª¢
�
J
�
K ù


ë

.
�
é
�
KC

�
K H. @ñm.

Ì'@ .
�
é
	
®J
Ë



@

.",
},
{

"question":"

AêË
�
èYj

�
JÖÏ @

�
HAK
BñË@[MASK]. Z @QÓ



@

.",
"cot_answer":"

. B ñë H. @ñm.
Ì'@ . ú



¾ÊÖÏ @ ÐA

	
¢
	
JË @ 	áÓ Z 	Qk. Z @QÓ



B@ . ú



¾ÊÓ ÐA¢

	
� AêË ��
Ë .

�
èYÊK.

�
èYj

�
JÖÏ @

�
HAK
BñË@

.",
"short_answer":"

B

.",
"question_format":"

?
�
èYj

�
JÖÏ @

�
HAK
BñË@ øYË Z@QÓ



B@ XY« Õ»

.",
"knowledge_generated":"

ú


¾ÊÖÏ @ ÐA

	
¢
	
JË @ 	áÓ Z 	Qk. Z @QÓ



B@ . ú



¾ÊÓ ÐA¢

	
� AêË ��
Ë .

�
èYÊK.

�
èYj

�
JÖÏ @

�
HAK
BñË@

."
}

]

D.2 Template

Below is an instruction that describes a task, paired with an input that
provides further context. Write a response that appropriately completes
the request.

### Instruction:



D.3. INSTRUCTIONS 69

{instruction}

### Input:
{EXAMPLE INPUT 1}

### Response:
{EXAMPLE RESPONSE 1}

...

### Input:
{input}

### Response:
{response}

D.3 Instructions

D.3.1 Normal

EN_QUESTION = "Output the number word to fill in the mask, denoted by [MASK]."
CN_QUESTION = "输出填入[MASK]标记的数字词的书面形式。"

AR_QUESTION = H. éJ
Ë @ PA
�
�ÖÏ @

	
¨@Q

	
®Ë @ ZÉÖÏ

	
¬ðQmÌ'AK.

�
éJ
K. QªË@ ÐA

�
P̄B@ i.

�
J
	
K @[MASK]ú




	
¯

.H. ñ
�
JºÖÏ @ éÊ¾

�
�

RU_QUESTION = Zapixite slovom qislo, qtoby zapolnit~ propusk, oboz-
naqenny� [MASK], v pis~menno� forme.

D.3.2 Chain of thought

EN_COT_QUESTION = "Output the number word to fill in the mask, denoted by
[MASK] in its written form. Explain your reasoning, putting the answer at
the end."
CN_COT_QUESTION = "输出填入[MASK]标记的数字词的书面形式。解释您的推
理，将答案放在最后."
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AR_COT_QUESTION = H. éJ
Ë @ PA
�
�ÖÏ @ ,

	
¨@Q

	
®Ë @ ZÉÖÏ

	
¬ðQmÌ'AK.

�
éJ
K. QªË@ ÐA

�
P̄B@ i.

�
J
	
K @

[MASK]. �éK
Aî
	
DË @ ú




	
¯
�
éK. Ag. B


@ ©
	
�ð , ¼Q�
�

	
®
�
K ÐY

�
¯ .H. ñ

�
JºÖÏ @ éÊ¾

�
� ú




	
¯

RU_COT_QUESTION_ANSWER = Otvet~te na sledu�wi� vopros qislom v
pis~mennom vide. Ob��snite svo� otvet.

D.3.3 Knowledge generation

EN_KNOWLEDGE_QUESTION = "Generate some numerical facts about objects.
Examples:"
CN_KNOWLEDGE_QUESTION = "生成一些有关对象的数字事实。例子："

AR_KNOWLEDGE_QUESTION = :
�
éÊ
�
JÓ


@ . ÐA�k.



B@ 	á«

�
éK
XYªË@

�
�


KA
�
®mÌ'@

	
�ªK. Q»

	
X@

RU_KNOWLEDGE_QUESTION = Privedite neskol~ko qislovyh faktov ob
ob�ektah. Primery:

D.3.4 Question answer

EN_QUESTION_ANSWER = "Answer the following questions with a number
word."
CN_QUESTION_ANSWER = "用数字回答以下问题。"

AR_QUESTION_ANSWER = �
éJ
K. QªË@ ÐA

�
P̄B@ Ð@Y

	
j
�
J�AK.

�
éJ
 ËA

�
J Ë @

�
éÊ


J�B@ úÎ« I. k.



@

.
	

¬ðQmÌ'AK.

RU_QUESTION_ANSWER =Otvet~e na sledu�wi� vopros qislom v pis~mennom
vide.

D.3.5 Question conversion

EN_CONVERT_QUESTION = "Turn the following into a question, making the
[MASK] the number word answer of the question."
EN_COT_QUESTION_ANSWER = "Answer the following questions with a number
word. Explain your answer."
CN_CONVERT_QUESTION = "将以下内容转化为问题。使[MASK]成为问题的数字
答案。"
CN_COT_QUESTION_ANSWER = "用数字回答以下问题。解释你的答案。"
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AR_CONVERT_QUESTION = È@ Éªk. @ð , È@


ñ� úÍ@


 ú


ÎK
 AÓ Èñk[MASK] ÐA �P̄B@

. È@


ñ�Ë@ H. @ñk.

	
¬ðQmÌ'AK.

�
éJ
K. QªË@

AR_COT_QUESTION_ANSWER = �
éJ
K. QªË@ ÐA

�
P̄B@ Ð@Y

	
j
�
J�AK.

�
éJ
ËA

�
JË @

�
éÊ


J�B@ úÎ« I. k.



@

. ½
�
JK. Ag. @ hQå

�
��. Õ

�
¯ .

	
¬ðQmÌ'AK.

RU_CONVERT_QUESTION = Prevratite sledu�wee v vopros. Prevratite
qislovoe slovo [MASK] v otvet na �tot vopros.
RU_COT_QUESTION =Vyvedite slovo-qislo, qtoby zapolnit~ propusk, oboz-
naqenny� [MASK], v pis~menno� forme. Ob��snite vaxe rexenie, pomestiv
otvet v konce.

D.3.6 Self-translate

EN_CONVERT = "Translate the following to English. Examples:"

D.4 Chat

D.4.1 Type A

<s>[INST] <<SYS>>
Below is an instruction that describes a task, paired with an input that
provides further context. Write a response that appropriately completes
the request.

### Instruction:
{instruction}

### Input:
{EXAMPLE INPUT 1}

### Response:
{EXAMPLE RESPONSE 1}

...

### Input:
{input}

### Response
<</SYS>>

{response}
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D.4.2 Type B

<s>[INST] <<SYS>>
Below is an instruction that describes a task, paired with an input that
provides further context. Write a response that appropriately completes
the request.

### Instruction:
{instruction}
<</SYS>>

[/INST] ### Input:
{EXAMPLE INPUT 1}</s><s>[INST]

### Response:
{EXAMPLE RESPONSE 1}

[/INST] ### Input:
{EXAMPLE INPUT 2}</s><s>[INST]

...

[/INST] ### Input:
{input}</s><s>[INST]

### Response:
{response}



Appendix E

Ethics forms

Below is our instructions for Chinese and ethics form for Arabic. Our ethics form in
other languages are the same, with the only difference being the stated language.

E.1 Instructions

<!-- Bootstrap v3.0.3 -->
<link href="https://s3.amazonaws.com/mturk-public/bs30/css/bootstrap.min.css" rel="stylesheet" />
<div id="hit-container">
<section class="container" id="Other" style="margin-bottom:15px; padding: 10px 10px; font-family: Verdana, Geneva, sans-serif; color:#333333; font-size:0.9em;">
<div class="row col-xs-12 col-md-12" style="margin:auto"><!-- Instructions -->
<div class="question-container" id="instructions-container">
<div class="panel panel-primary">
<div class="panel-heading"><strong>Translation Task Instructions</strong></div>

<div class="panel-body">
<h2><span style="color: rgb(0, 0, 0);">Translate Statements from English to Simplified Chinese</span></h2>

<p>Translate <strong>all sentences into Chinese. There will be a maximum of 16 sentences in the HIT</strong></p>

<p>You must be a<span style="color: #ff0000;"> native speaker of</span> <span style="color:#FF0000;">Chinese</span> and<span style="color: #ff0000;"> proficient in English</span> to complete this HIT.</p>

<p>Please attempt to translate every word into Simplified Chinese. If this is difficult <strong>for rare words you do not understand</strong>, such as people&#39;s names, locations or acronyms, please <strong>copy the English word into the translation</strong>.</p>

<p>Please read the <a href="https://homepages.inf.ed.ac.uk/s1943531/Consent/zh_consent.html" target="_blank">informed consent note located here</a> for this research experiment.</p>

<p><strong>Guidance:</strong></p>

<ul>
<li>You will be given a sentence in English, and its equivalent in Google Translate. If this translation is good, simply copy this over to the text box. If not, provide a good translation.</li>
<li>Sentences will have bracketing. When you translate, this should be maintained. For example &quot;<strong>A cat has [four] legs and [two] eyes.</strong>&quot; should be translated to &quot;<strong>一
只猫有[四条]腿和[两只]眼睛</strong>&quot;.</li>

73
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<li>Please translate only to <strong>Simplified Chinese</strong>, not Taiwanese.</li>
<li>Please translate the sentence into a Chinese sentence which is close to how <strong>you</strong> would say this statement. We are more interested in how native speakers of Chinese write these statements. This is more important than directly translating each word.</li>
<li>When given a number in written form, please translate it into its <strong>written form</strong> in Chinese (not [1]).</li>
</ul>

<div style="color:blue">
<h3>Example Translations</h3>
</div>

<table style="border: none; width:90%;">
<thead>
<tr>
<th style="width:90%;">
<div style="color:blue">
<h4>Source sentence in English (EN) and translation into Simplified Chinese (ZH)</h4>
</div>
</th>
</tr>
</thead>
<tbody>
<tr>
<td id="a" style="border: none; width:75%; text-align:justify;">EN1 Roses have [five] petals.</td>
<td style="border: none; width:11%;">&nbsp;</td>
</tr>
<tr>
<td id="a" style="border: none; width:75%; text-align:justify;color:blue">ZH1 玫
瑰有[五个]花瓣。</td>
<td style="border: none; width:11%;">&nbsp;</td>
</tr>
<tr>
<td id="b" style="border: none; width:75%; text-align:justify;">EN2 Goats are [four] legged animals.</td>
<td style="border: none; width:11%;">&nbsp;</td>
</tr>
<tr>
<td id="a" style="border: none; width:75%; text-align:justify;color:blue">ZH2 山
羊是[四只]脚的动物。</td>
<td style="border: none; width:11%;">&nbsp;</td>
</tr>
<tr>
<td id="c" style="border: none; width:75%; text-align:justify;">EN3 A cat has [four] legs and [two] eyes.</td>
<td style="border: none; width:11%x;">&nbsp;</td>
</tr>
<tr>
<td id="a" style="border: none; width:75%; text-align:justify;color:blue">ZH3 一
只猫有[四条]腿和[两只]眼睛。</td>
<td style="border: none; width:11%;">&nbsp;</td>
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</tr>
</tbody>
</table>
</div>

<p><strong>This study was certified according to the Informatics Research Ethics Process, RT number 6800</strong></p>
</div>
<span class="init-display-hidden" id="keybinding-info">Press &quot;Click to begin the HIT&quot; to continue.</span>

<div class="next-button-container"><input class="next-button" id="next-intro" onclick="next(1)" type="button" value="Click to begin the HIT " /></div>
</div>
<!-- End Instructions -->
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E.2 Consent form

V2 24/10/23 

STUDY NAME: English to Arabic Human Translation with Native Speakers 
 
WHAT IS THE PURPOSE OF THIS STUDY AND WHAT WILL I BE ASKED TO DO? 
 
This study is being run by researchers at the University of Edinburgh. The purpose of the study is to translate a dataset 
of statements from English into Arabic.  
 
If you decide to take part, you will see 16 sentences in English and you will need to write equivalent sentences 
translated into Arabic. 
 
There are no anticipated risks associated with participation. 
 
USE OF YOUR DATA 
 
In addition to your responses, you will be asked to provide information about your language background. This includes 
your age, country and the number of years speaking the relevant language. Worker IDs will also be stored. In 
compliance with GDPR, no personal data which could be used to identify you will be collected. 
 
The anonymised data will be publicly released for research purposes. 
 
WHAT IF I WANT TO WITHDRAW FROM THE STUDY? 
 
You can leave the study at any time through contacting the email below. In this case, all your data from this study will 
be deleted. 
 
WHO CAN I CONTACT WITH QUESTIONS OR CONCERNS? 
 
If you have questions about the study, please contact the lead researcher, Dayyán O’Brien by emailing D.O'Brien-
1@sms.ed.ac.uk Please note that this may expose your personal email address to the research team. In compliance 
with GDPR, all emails from participants will be deleted following the end of the study. If you wish to make a complaint 
about the study, please contact Professor Mirella Lapata by email: mlap@inf.ed.ac.uk. If you have any complaints the 
research team cannot resolve to your satisfaction, please contact inf-ethics@inf.ed.ac.uk, giving the study title. 
 
I understand that my anonymised data will be publicly released. 
 
<select box> Yes/No 
 
I understand that I can withdraw from the study at any point without 
giving a reason. 
 
<select box> Yes/No 
 
If you understand the task and wish to participate in the study, please select "Yes, I will participate"; if not, "No, I will 
not participate." 
 
<select box> Yes I will participate / No I will not participate 
 
Name and signature: 
FILL IN 
 

This study was certified according to the Informatics Research Ethics Process, RT number 6800 
 
This study was certified 
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