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Abstract
In this work, we present ThermoHands, a new benchmark for thermal image-based ego-
centric 3D hand pose estimation, aimed at overcoming challenges like varying lighting
and obstructions (e.g., handwear). The benchmark includes a diverse dataset from 28
subjects performing hand-object and hand-virtual interactions, accurately annotated
with 3D hand poses through an automated process. We introduce a bespoken baseline
method, TheFormer, utilizing dual transformer modules for effective egocentric 3D hand
pose estimation in thermal imagery. Our experimental results highlight TheFormer’s
leading performance and affirm thermal imaging’s effectiveness in enabling robust 3D
hand pose estimation in adverse conditions.
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Chapter 1

Introduction

1.1 Motivation

Egocentric 3D hand pose estimation is critically important for interpreting hand gestures
across various applications, ranging from extended reality (XR) [101, 76, 63, 54],
to human-robot interaction [78, 26, 27], and to imitation learning [73, 16, 1]. Its
importance has been magnified with the advent of advanced XR headsets such as the
Meta Quest series [64] and Apple Vision Pro [2], where it serves as a cornerstone for
spatial interaction and immersive digital experiences.

The core objective of robust egocentric hand pose estimation is to develop methods that
accurately determine the 3D positions of 21 joints per hand (cf . Fig. 1.1), adaptable to the
complex environments typical in real-world applications. Estimating the 3D hand pose
from 2D images requires the algorithm not only to estimate the 2D pixel coordinates
of hand joints on the image frame but also to perform monocular depth estimation to
estimate 2.5D (x, y, and depth with respect to the camera center). Subsequently, camera
intrinsic parameters are used to project the estimated 2.5D hand pose into 3D world
space.

While current research of hand pose estimation primarily focuses on RGB image-based
methods [55, 53, 100, 25, 18], these approaches are particularly vulnerable to issues
related to lighting variation and occlusions caused by handwear, e.g., gloves or large
jewellery [93, 3]. These challenges underscore the imperative for robust egocentric 3D
hand pose estimation capable of performing reliably in a variety of common yet complex
daily scenarios. The prevailing approach to facilitate robust hand pose estimation in low-
light conditions utilizes near infrared (NIR) cameras paired with active NIR emitters.
This technology, invisible to the human eye, leverages active NIR emitter-receiver
configurations for depth estimation through time-of-flight (ToF) or structured lighting.
Nevertheless, active NIR systems are more power-intensive compared to passive sensing
technologies [38, 37] and are prone to interference from external NIR sources, such as
sunlight [91] and other NIR-equipped devices [82]. Consequently, these vulnerabilities
restrict the effectiveness of hand pose estimation under bright daylight conditions and
in situations where multiple augmented reality (AR) or virtual reality (VR) systems are
used for collaborative works.
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Chapter 1. Introduction 2

Figure 1.1: Each hand contains 21 joints (including finger tips), in this work we estimation
the 3D position of these 21 joints × 2 hands. [70]

In contrast to NIR-based methods, thermal imaging cameras offer a passive sensing
solution for hand pose estimation by capturing long-wave infrared (LWIR) radiation
emitted from objects, thereby eliminating reliance on the visible light spectrum [60].
This unique attribute of thermal imaging introduces several benefits for 3D hand pose
estimation. Primarily, it accentuates the hand’s structure via temperature differentials,
negating the effects of lighting variability. Moreover, thermal cameras are capable of
detecting hands even under handwear such as gloves by identifying heat transmission
patterns. This ability ensures a stable and consistent representation of hands, inde-
pendent of any coverings, thereby broadening the scope and reliability of hand pose
estimation across various scenarios.

Building on the above insights, this study probes the following research question: Can
egocentric thermal imagery be effectively used for 3D hand pose estimation under
various conditions (such as different lighting and handwear), and how does it compare
to techniques using RGB, NIR, and depth1 spectral imagery? To answer this, we
introduce ThermoHands, the first benchmark specifically tailored for egocentric 3D
hand pose estimation utilizing thermal imaging. This benchmark is supported by a novel
multi-spectral and multi-view dataset designed for egocentric 3D hand pose estimation
and is unique in comprising thermal, NIR, depth, and RGB images (cf . Tab. 2.1). Our
dataset emulates real-world application contexts by incorporating both hand-object
and hand-virtual interaction activities, with participation from 28 subjects to ensure
a broad representation of actions (cf . Fig. 3.1). The performance scene is setup as
shown in Fig. 1.2 To offer a thorough comparison across spectral types, we gather data
under five distinct scenarios, each characterized by varying environments, handwear,

1For readability, we treat depth and NIR as two ‘spectra’, despite their usual overlap.
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Figure 1.2: Data collection scene setup in IF-G.17, School of Informatics, The University
of Edinburgh

and lighting conditions (cf . Tab. 3.1). Considering the challenges associated with
manually annotating large-scale 3D hand poses, we developed an automated annotation
pipeline. This pipeline leverages multi-view RGB and depth imagery to accurately
and efficiently generate 3D hand pose ground truths through optimization based on the
MANO model [75] (cf . Fig. 3.7).

Together with the multi-spectral dataset, we introduce a new baseline method named
TheFormer, specifically designed for thermal image-based egocentric 3D hand pose
estimation (cf . Fig. 3.9). This approach is notable for its two parallel transformer
modules, i.e., mask-guided spatial transformer and temporal transformer, which en-
code spatio-temporal relationship for 3D hand joints without losing the computation
efficiency. Our validation process begins with verifying the annotation quality, which
averages an accuracy of 1cm (cf . Tab. 4.1). We then benchmark TheFormer against
leading methods (cf . Tab. 4.2) and compare the performance of various spectral images
(cf . Tab. 4.3 and Fig. 4.2). The findings underscore thermal imagery’s advantages in
difficult lighting conditions and when hands are gloved, showing superior performance
and better adaptability to challenging settings than other spectral techniques.

1.2 Contribution

This thesis focuses on egocentric hand pose estimation using thermal cameras, posi-
tioning itself within the broader domain of human pose estimation through thermal
imaging. The primary aim of this research is to assess whether the intrinsic charac-
teristics of thermal imaging confer distinct advantages for identifying human hands,
particularly in conditions where traditional imaging modalities—such as RGB and
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depth sensing—may falter due to lighting variations, occlusions, or the presence of
handwear. Through a systematic exploration and evaluation, this study aims to unlock
the potential of thermal imaging, proposing novel approaches and methodologies that
could significantly advance the field of hand pose estimation by leveraging the unique
thermal signatures of human hands.

Our main contributions are summarized as follows:

• We introduce the first-of-its-kind benchmark, dubbed ThermoHands, to investi-
gate the potential of thermal imaging for egocentric 3D hand pose estimation.

• We collected a diverse dataset comprising approximately 96,000 synchronized
multi-spectral, multi-view images capturing hand-object and hand-virtual interac-
tions from 28 participants across various environments. This dataset is enriched
with 3D hand pose ground truths through an innovative automatic annotation
process.

• We introduce a new baseline method, termed TheFormer, and implement two
state-of-the-art image-based methods on our dataset for benchmarking.

• Based on the ThermoHands benchmark, we conduct comprehensive experiments
and analysis on TheFormer and state-of-the-art methods.

• We will release our dataset, code and models and maintain the benchmark to
serve as a new challenge in 3D hand pose estimation. on

• This work is submitted and currently in review for European Conference on
Computer Vision (ECCV) 2024.

In light of thermal imaging’s distinct advantages for egocentric hand pose estimation,
its integration into MR devices promises not only a reduction in sensor count and
imaging modalities but also a potential decrease in production costs by supplanting the
specialized hand tracking apparatuses currently in use. This paradigm shift not only
addresses the challenges posed by adverse lighting conditions and obstructive handwear
but also aligns with the sustainability and efficiency imperatives of next-generation MR
technologies.
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Background

2.1 Related Works

2.1.1 3D Hand Pose Datasets

Datasets with 3D hand pose annotations are imperative for training and evaluating ad-
hoc models. Existing datasets, according to their approaches of annotation acquisition,
can be summarized as four types in general, i.e., marker-based [105, 28, 92, 23],
synthetic [69, 34, 68, 67, 111], manual [69, 90] or hybrid [14, 112, 66, 58, 71], and
automatic [32, 8, 51, 83] annotated datasets. Marker-based approaches, using magnetic
sensor [105, 28] or Mocap markers [92, 23], can alter and induce bias to the hand
appearance. Synthetic data [69, 34, 67, 111, 68] suffers from the sim2real gap in terms
of hand motion and texture features. Introducing human annotators to fully [69, 90] or
partly [14, 112, 66, 58, 71] annotate 2D/3D keypoints circumvents the issues above, but
it either limits the scale of datasets or manifests costly and laborious in practice. Most
similar to ours, some datasets adopt fully automatic pipelines to obtain 3D hand pose
annotations [32, 8, 51], which leverage pre-trained models (e.g. OpenPose [12]) to infer
the prior hand information and rely on optimization to fit the MANO hand model [75].

Despite the existing progress, previous datasets only provide depth [105, 68], RGB
images [67, 66, 112, 71] or both of them [28, 92, 34, 111, 69, 90, 14, 58, 32, 8, 51]
as the input spectra, unable to support the study of NIR or thermal image-based 3D
hand pose estimation. ThermoHands fills the gap by providing a moderate amount
of multi-spectral image data, from infrared to visual light, paired with depth images.
Moreover, we capture bimanual actions from both egocentric and exocentric viewpoints
and design hand-object as well as hand-virtual interaction actions to facilitate a wide
range of applications. Tab. 2.1 shows a comprehensive comparison between the existing
datasets (in chronological order) and ours.

2.1.2 Image-based 3D Hand Pose Estimation

As a key computer vision task, 3D hand pose estimation from images is highly demanded
by applications like XR [101, 76, 63, 54], human-robot interaction [78, 26, 27] and

5
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Table 2.1: Comparison of ThermoHands with existing image-based hand datasets with
3D pose annotations. (*) The number of synchronized frames of images. (**) No markers
or sensors are attached to hands during data creation or capture.

Dataset (*)frames (**)markless depth thermal real ego exo two-hand hand-obj int hand-virt int

BigHands2.2M [105] 2.2M ✗ ✓ ✗ ✓ ✓ ✓ ✗ ✗ ✓

SynthHands [69] 220K ✓ ✓ ✗ ✗ ✓ ✓ ✗ ✓ ✗

EgoDexter [69] 3K ✓ ✓ ✗ ✓ ✓ ✗ ✗ ✓ ✗

FPHA [28] 105K ✗ ✓ ✗ ✓ ✓ ✗ ✗ ✓ ✗

ObMan [34] 150K ✓ ✗ ✗ ✗ ✗ ✓ ✗ ✓ ✗

FreiHAND [112] 37K ✓ ✗ ✗ ✓ ✗ ✓ ✗ ✓ ✓

HO-3D [32] 78K ✓ ✓ ✗ ✓ ✗ ✓ ✗ ✓ ✗

ContactPose [8] 2.9M ✓ ✓ ✗ ✓ ✗ ✓ ✓ ✓ ✗

InterHand2.6M [66] 2.6M ✓ ✗ ✗ ✓ ✗ ✓ ✓ ✗ ✓

H2O [51] 571K ✓ ✓ ✗ ✓ ✓ ✓ ✓ ✓ ✗

DexYCB [14] 508K ✓ ✓ ✗ ✓ ✗ ✓ ✗ ✓ ✗

HOI4D [58] 2.4M ✓ ✓ ✗ ✓ ✓ ✗ ✗ ✓ ✗

AssemblyHands [71] 3.0M ✓ ✗ ✗ ✓ ✓ ✓ ✓ ✓ ✗

ARCTIC [23] 2.1M ✗ ✗ ✗ ✓ ✓ ✓ ✓ ✓ ✗

ThermoHands (ours) 96K ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓

imitation learning [73, 16, 1]. Therefore, this field has been extensively explored in
previous arts that uses single RGB [40, 89, 104, 17, 44, 55, 66, 53, 87, 99, 106, 34,
57, 6, 4, 107] or depth [29, 65, 102, 108, 109] image as input. These methods can
be roughly categorized into two fashions, i.e., model-based and model-free methods.
Model-based methods [53, 87, 99, 106, 34, 57, 6, 4, 107] utilize the prior knowledge
of the MANO hand model [75] by estimating its shape and pose parameters, while
model-free methods [40, 89, 104, 17, 44, 55, 66, 29, 65, 102, 108, 109] learn the direct
regression of 3D hand joints or vertices coordinates. Recently there has been growing
interest in leveraging the temporal supervision [33, 57, 103, 49, 72] or leveraging
sequential images as input [100, 25, 18, 11, 42, 19] for 3D hand pose estimation. In this
study, we evaluate existing methods and our baseline method in both single image-based
and video-based problem settings, respectively. Apart from the previous approaches,
we investigate the potential of thermal imagery for tackling various challenges in 3D
hand pose estimation.

2.1.3 Thermal Computer Vision

Thermal cameras achieve imaging by capturing the radiation emitted in the LWIR
spectrum and deducing the temperature distribution on the surfaces [60]. Leveraging
its robustness to variable illumination and unique temperature information, numerous
efforts have been made to address various computer vision tasks, including super-
resolution [74, 30, 41], human detection [10, 39, 31], action recognition [5, 21] and pose
estimation [62, 15, 88], semantic segmentation [50, 46, 96, 52], depth estimation [85, 61,
84, 45], visual(-inertial) odometry/SLAM [43, 80, 86, 79], 3D reconstruction [56, 77,
81], etc. In this work, we focus on 3D hand pose estimation, which is an under-exploited
task based on thermal images.
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2.2 Machine Learning Basics

2.2.1 Image Feature Extraction

In the realm of computer vision and machine learning, feature extraction stands as a
cornerstone technique, pivotal for transforming raw image data into a refined form for
analysis and interpretation. This process involves distilling essential characteristics
or attributes from images—such as edges, textures, or patterns—that are crucial for
various tasks including image classification, object detection, and hand joint identifi-
cation. It effectively reduces the dimensionality of data, enhancing both the efficiency
and performance of subsequent algorithms. Building upon this foundational concept,
Residual Networks (ResNet) [36] introduces a transformative approach to deep learn-
ing architectures. Developed by He et al. (2016), ResNet addresses the challenge of
training very deep networks through the introduction of residual blocks, featuring skip
connections that facilitate the flow of gradients and mitigate the vanishing gradient
problem. This innovation not only enables the construction of deeper neural networks
but also significantly improves their learning capability and performance across a wide
spectrum of tasks in computer vision. In the development of our methods, ResNet-18,
which denotes the number of layers in the network that have trainable weights, totaling
18 layers, is used to extract hand features from egocentric images. ResNet-18, specifi-
cally, is designed to be lighter and faster than its more extensive counterparts (such as
ResNet-50, ResNet-101, and ResNet-152) while still retaining a significant capacity for
learning. This performance-accuracy balance of ResNet-18 makes it a perfect choice
for our task, that requires real-time performance in future deployment.

2.2.2 Visual Transformer and the Attention Mechanism

Transformers, initially introduced for natural language processing (NLP) tasks by
Vaswani et al. [95] in their seminal 2017 paper, ”Attention is All You Need,” have
revolutionized the way sequential data is processed. At the core of the Transformer
architecture is the self-attention mechanism, which enables the model to weigh the
importance of different parts of the input data relative to each other. Unlike previous
models that processed data sequentially, Transformers handle data in parallel, signifi-
cantly improving efficiency and performance on tasks such as language translation, text
generation, and sentiment analysis.

Building upon the success in NLP, researchers extended the Transformer architecture
to handle visual data [22], leading to the development of Visual Transformers. This
adaptation involves treating images not as grids of pixels but as sequences of smaller
image patches. Each patch is encoded into a token, similar to how words are treated in
NLP, and these tokens are processed by the Transformer to capture complex relationships
and dependencies between different parts of the image.

Visual Transformers mark a significant departure from the conventional convolutional
neural network (CNN) approach to image analysis. While CNNs rely on the local
connectivity of pixels and hierarchically extract features through convolutional layers,
Visual Transformers leverage the global relationships between patches across the entire
image. This global perspective allows Visual Transformers to understand the context
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and semantic relationships within images more holistically.

In the context of egocentric hand pose estimation, the attention mechanism of Visual
Transformers provides a focused approach, especially on hands, making them a suitable
baseline model for this task. The ability to dynamically allocate attention across image
patches enables these models to adaptively emphasize the regions of interest—primarily
the hands—in complex visual scenes. This capability not only enhances the accuracy
of pose estimation but also ensures robust performance across varied and challenging
scenarios, highlighting the potential of Visual Transformers in advancing the domain of
hand pose analysis. In the development of an egocentric hand pose estimator for this
thesis, two specific types of attention mechanisms are employed: spatial attention and
temporal attention.

2.2.3 Deformable Self-attention

Deformable self-attention is a novel adaptation of the self-attention mechanism, de-
signed to enhance the efficiency and effectiveness of processing sparse and irregular
data, such as images, within transformer models. This mechanism selectively focuses
on a subset of key sampling points in the input data, allowing for flexible and adaptive
attention modeling. The introduction of deformable self-attention represents a signifi-
cant advancement in the application of transformers to computer vision tasks, where
the spatial heterogeneity and complexity of images pose unique challenges.

The foundation of deformable self-attention lies in its ability to dynamically adjust the
attention sampling locations based on the content of the input data. Unlike traditional
self-attention, which considers all positions in the input sequence or feature map
equally, deformable self-attention mechanisms focus on a small set of relevant positions.
This approach not only reduces computational complexity but also improves model
performance by emphasizing critical features and patterns in the data.

One prominent application of deformable self-attention is in the Detection Transformer
(DETR) model [13]. DETR leverages deformable self-attention to efficiently process
image data for object detection tasks. By focusing on a sparse set of key points within the
image, DETR can identify and localize objects with high precision, without relying on
the dense sampling and complex pre- and post-processing steps typical of conventional
object detection frameworks. The deformable variant of DETR further enhances this
process by allowing the model to adaptively focus its attention on the most informative
parts of the image, significantly boosting detection performance, especially in cases
involving small or partially occluded objects such as hand when grasping objects.

2.2.4 Spatial Attention

The implementation of spatial attention typically involves generating an attention map
that signifies the importance of each location in the input data. This attention map is
then used to modulate the input or the feature maps within the network, emphasizing
areas deemed more relevant for the task at hand. The generation of the attention map
can be conditioned on the input itself or on additional context provided to the model,
making spatial attention mechanisms highly adaptable to a wide range of applications.
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Spatial attention has been successfully applied in various domains of deep learning,
particularly in computer vision tasks such as image classification, object detection, and
semantic segmentation. By allowing the model to focus on salient features or regions,
spatial attention mechanisms can lead to significant improvements in accuracy and
efficiency. For instance, in object detection tasks, spatial attention enables the model
to hone in on areas of the image where objects are likely to be located, reducing the
computational burden of processing less informative regions and enhancing detection
performance.

In the context of egocentric hand pose estimation, incorporating spatial attention mech-
anisms can markedly improve the model’s capability to accurately identify and analyze
hand positions and movements. Given the dynamic nature of hand movements and
the variety of backgrounds and lighting conditions in which they may occur, spatial
attention can guide the model to focus on the hands themselves, disregarding irrelevant
background information. This focused approach not only increases the precision of pose
estimation but also enhances the model’s robustness across diverse environments and
scenarios. Through the strategic deployment of spatial attention, models can achieve a
more nuanced understanding of spatial dynamics, paving the way for advancements in
how machines perceive and interact with their surroundings.

2.2.5 Temporal Attention

Temporal attention mechanisms specialize in processing sequential data, such as a
sequence of images (also known as a video clip), allowing models to dynamically
prioritize certain time steps over others based on their relevance to the task. By generat-
ing a temporal attention map, these mechanisms highlight the importance of specific
moments in a sequence, enabling the model to focus on critical temporal features while
minimizing the influence of less informative ones. This approach is particularly valuable
in tasks where the context and changes over time are crucial for accurate predictions or
analysis.

In various domains of deep learning, especially those involving time-series data or
sequential inputs such as video analysis, natural language processing, and audio recog-
nition, temporal attention has proven to be highly effective. For example, in video
classification or activity recognition tasks, temporal attention enables the model to pay
more attention to the keyframes or segments that are indicative of the activity being
performed, thereby improving the overall accuracy of the classification.

Applying temporal attention in the context of egocentric hand pose estimation signif-
icantly enhances the model’s ability to track and analyze hand movements over time.
Given the continuous and dynamic nature of hand gestures, temporal attention ensures
that the model focuses on the most informative frames, contributing to a deeper under-
standing of the gesture or action being performed. Moreover, temporal attention aids in
pose estimation during instances when hands are occluded in certain frames, by making
predictions based on adjacent critical frames. This feature is particularly important in
scenarios where hand movements are subtle or involve complex sequences of actions.
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2.3 Timeline of the Project

The project timeline is summarized in the following steps:

1. Background Research and Baseline Establishment (Aug 2023 - Sep 2023):
Engage in comprehensive exploration within the domain of egocentric hand
pose estimation on RGB images. Achieve replication of the Hand Tracking
Transformer (HTT) as a foundational benchmark method.

2. HMSP Design, Camera Calibration, and Initial Data Collection (Oct 2023
- Nov 2023): Design and validate the Hand Motion Sensing Platform (HMSP)
and perform camera calibration to determine extrinsic parameters, including
translation and rotation between camera frames. In November 2023, set up data
collection environments within the MAPS lab, gathering initial test datasets from
lab members for the development and refinement of TheFormer.

3. Annotation Pipeline Development and Comprehensive Data Collection (Oct
2023 - Feb 2024): Between October 2023 and January 2024, develop and evalu-
ate an automatic handpose annotation pipeline, pending ethical approval. Sub-
sequently, in February 2024, expand the dataset by collecting data from 35
participants, carefully selecting high-quality data for further analysis.

4. Model Benchmarking and Conference Submission Preparation (Feb 2024 -
Mar 2024): Benchmark the TheFormer against HTT and A2J transformers to
evaluate performance and prepare the findings for submission to the European
Conference on Computer Vision (ECCV) by March 2024.
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The ThermoHands Benchmark

3.1 Multi-Spectral Hand Pose Dataset

Overview. At the core of our benchmark lies a multi-spectral dataset for 3D hand pose
estimation (cf . Tab. 3.1), capturing hand actions performed by 28 subjects of various
ethnicities and genders. As shown in Fig. 3.1, we develop a customized head-mounted
sensor platform (HMSP) and an exocentric platform to record multi-view data. During
capture, our participants are asked to perform pre-defined hand-object and hand-virtual
interaction actions within the playground above the table. The main part is captured in
the well-illuminated office scenario. To facilitate the evaluation under different settings,
four auxiliary parts are recorded i) under the darkness, ii) under the sun glare, iii) with
gloves on hand, and iv) in the kitchen environment with different actions, respectively.

In creating a realistic office environment for testing, random heat sources, such as servers
and chargers, are strategically placed in the background. This approach introduces
challenging factors into the thermal images, increasing the realism and complexity
of the data captured by the HMSP. Although the thermal camera’s center is aligned
with the RGB camera’s center at the same height on the 3D-printed sensor board,
extrinsic parameters obtained from camera calibration are employed to ensure enhanced
alignment accuracy.

`

HMSPExocentric  
platform

Playground

IR reflective  
spheres

Exocentric RGB

Exocentric Depth

Egocentric RGB

Egocentric NIR

Egocentric DepthEgocentric Thermal

Figure 3.1: Data capture setup with the HMSP and exocentric platform recording
multi-view multi-spectral images of two-hand actions performed by participants.
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(a) (b) (c)

Figure 3.2: The continuous improvement of HMSP based on participants’ feedback.
Panel (a) demonstrates the initial prototype of HMSP; panel (b) shows cushions added;
and panel (c) depicts a 30-degree downward tilt added to the sensor platform.

Sensor Platforms. The head-mounted sensor platform (HMSP) represents a significant
advancement in simulating actual Mixed Reality (MR) devices, focusing on minimizing
extra weight to facilitate unencumbered participant movement. Unlike traditional
methods that involve mounting cameras on helmets [51], the HMSP is designed with
comfort and functionality in mind. It comprises three main components: a cushion
for comfort, a base providing a fixed 30-degree downward tilt, and a sensor board.
This board is equipped with an Intel RealSense L515 LiDAR depth camera [38] for
streaming egocentric RGB, depth, and NIR images, and a Teledyne FLIR Boson 640
long-wave infrared (LWIR) camera [94] for capturing thermal images.

The HMSP’s modular design enhances its ability to simulate XR devices effectively.
To further support multi-view annotation (cf . Sec. 3.2) and provide additional RGB-D
image data from a third-person viewpoint, an exocentric platform equipped with an
Intel RealSense D455 [37] is utilized. This setup strategically places the two depth
sensors outside each other’s field of view (FoV) to minimize interference caused by
their NIR emitters, as demonstrated in Fig. 3.1.

The development of HMSP is characterized by a process of continuous improvement,
informed by feedback from participants. As illustrated in Fig. 3.1, the initial prototype
of HMSP consisted only a sensor board attached to a hard 3D-printed PLA base.
Participants complained discomfort due to the majority of the device’s weight resting
on their cheeks. To address this issue, a cushion was incorporated to alleviate the
pressure. Additionally, the original design required participants to lower their heads to
manually align the sensor board to their hands, complicating the data collection process.
In response, the final version of HMSP was modified to include a fixed 30-degree
downward tilt, enhancing user comfortness and simulation to real use cases.

Synchronization. We use a single PC to simultaneously gather data streams from two
sensor platforms, ensuring the synchronization of their timestamps. After collection,
we synchronize six types of images, each with distinct frame rates, w.r.t. the timestamps
of thermal images (8.5fps), thereby generating synchronized multi-spectral, multi-view
data samples as our released data.

Camera Calibration. For accuracy, we use factory-calibrated intrinsic parameters
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Figure 3.3: Design of the head-mounted sensor platform and sensor alignment.

Table 3.1: Benchmark Dataset Statistics. The overall duration of our dataset is over 3 hours
with ∼96K synchronized frame of all types of images collected.

Well-illuminated office (Main) Other settings
Total

Setting train val test sum darkness sun glare gloves kitchen

#frames 47,436 12,914 24,002 84,352 3,188 2,508 3,068 2,808 95,924
#seqs 172 43 86 301 12 12 12 14 352
#subjects 16 4 8 28 1 1 1 2 -

Figure 3.4

Figure 3.5: Thermal calibration chessboard containing a black base board and multiple
removable white cubes (a). By cooling down the base board, it shows similar patterns
and allows automatic corner detection in all (b) RGB, (c) NIR and (d) thermal images.
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from the D455 and L515 cameras [38, 37]. To better calibrate the parameters of the
thermal camera, we self-design a modular calibration chessboard as shown in Fig. 3.5.
Before calibration, we cool down the black base board while keeping the white cubes
at room temperature to create a visible chessboard pattern in all three spectra, which
can be seen in Fig. 3.5. In this way, we can simultaneously calibrate the intrinsic
parameter of the thermal camera and its extrinsic parameter w.r.t. the L515 camera. To
enable the calibration between the two viewpoints, we place 11 IR reflective spheres at
random locations and heights above the table. At the first frame of each sequence, we
manually annotate their 2D locations from two viewpoints, retrieve their depth values
and compute the transformation between two viewpoints by solving the PnP [24]. For
the subsequent frames, the KISS-ICP [97] odometry method is used to track the motion
of the ego-head using the point clouds converted from the egocentric depth images.

Cross-View Calibration. To calibrate the cameras between the egocentric and ex-
ocentric viewpoints, we place 11 IR reflective spheres at random heights within the
playground, ensuring they are visible from both viewpoints. Initially, we plan to detect
these spheres automatically from the NIR images and track them with the Kalman
Filter [98]. However, we find this approach leads to many false positive detections,
which severely affect the tracking accuracy. To ensure the calibration accuracy, we
only annotate the sphere markers manually from two viewpoints in the first frame. The
3D positions of markers can be computed using the egocentric depth image and the
cross-view transformation can be computed by solving the PnP [24]. For the subsequent
frames, we can calculate the transformation by only tracking the pose of the egocentric
camera as the exocentric platform keeps stationary during collection. We leverage the
state-of-the-art odometry method KISS-ICP [97] and track the motion of the egocentric
camera with the point clouds converted from depth images. Specifically, we set the
initial threshold and min motion th parameters of KISS-ICP as 0.0001 to make
it capable of catching subtle motion. The input point cloud range is set as [0.2, 2.0]
meters while the max points per voxel is 30.

Spectrum Coverage and Interference Avoidance. The multi-spectral data encom-
passes imaging from the visible spectrum (400-700nm), near-infrared (NIR) spectrum
(850 nm ± 10 nm), and the LWIR spectrum (8-14 µm). Images captured across dif-
ferent spectra contain unique information and serve varied purposes. For instance,
RGB images offer semantic information, facilitating a deeper understanding of human-
environment interaction. NIR lights can be actively emitted by our depth cameras
to obtain the depth measurements via ToF or structured lighting. The LWIR frame,
capturing temperature information, readily isolates uniform heat emitters like human
hands. On the head-mounted sensor platform, the L515 LiDAR depth camera [38] emits
NIR lasers at a wavelength of 860 nm, which falls outside the thermal camera’s recep-
tive range (8-14 µm), thereby eliminating any potential interference between cameras
on the HMSP. Conversely, the exocentric RGB-D camera [37] necessitates structured
lighting employing NIR at a wavelength identical to the IR emitter on the L515 LiDAR
camera [38]. To prevent interference and image corruption, the exocentric RGB-D
camera and the egocentric NIR LiDAR are strategically positioned outside each other’s
receptive fields during data collection. The specification of all sensor frames we collect
are shown in Tab. 3.2.
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Table 3.2: The specification of sensor frames captured in data collection.

Resolution Fov
FPS

Sensor frames Sensor Type Range Horizontal Vertical Range Horizontal Vertical

RGB (ego) Intel RS L515 [38] - 1280 720 - 69 42 30
NIR (ego) Intel RS L515 [38] - 640 480 - 70 55 30
Depth (ego) Intel RS L515 [38] < 5mm @ 1m 640 480 0.25m to 9m 70 55 30
Thermal (ego) FLIR Boson 640 [94] ≤ 60 mK 640 512 - 95 - 8.5

RGB (exo) Intel RS D455 [37] - 1280 720 - 87 58 30
Depth (exo) Intel RS D455 [37] < 2% at 4m 848 480 0.6m to 6m 87 58 30

Figure 3.6: Distribution of data from the main part over hand actions.

Dataset Statistics. As shown in Tab. 3.1, our dataset consists of approximately 96K
synchronized multi-spectral multi-view frames (cf . Fig. 3.1) and 352 independent
sequences in total. The main part is collected under the well-illuminated office scenario,
where each participant1 performs 7 scenario-specific hand-object interaction actions:
cut paper, fold paper, pour water, read book, staple paper, write with pen, write with
pencil, and 5 hand-virtual interaction actions: pinch and drag, pinch and hold, swipe,
tap, touch, with two hands. This main part is divided into the training, validation and
testing splits by subjects with a ratio of 4:1:2. We also collect four auxiliary testing sets
by asking one subject to perform the aforementioned 12 actions in the darkness, sun
glare and gloves settings individually, and two subjects to perform 7 scenarios-specific
interaction actions: cut, spray, stir, wash hands, wash mug, wash plate, wipe in the
kitchen environment. Please refer to the supplementary for more dataset details.

Dataset Distribution. We show the data distribution of our main part over hand actions
in Fig. 3.6. Among hand-object interaction actions, write with pen, write with pencil
and read book have more frames than others due to the complexity of these actions,
making them tend to last longer than others. As seven of our participants did not
perform the hand-virtual actions, we have fewer frames from them than their hand-
object counterparts. Please see our supplementary video for more visualization of our
collected data.

3.2 Hand Pose Annotation

To refrain from employing tedious human efforts for annotation, we implement a fully
automatic annotation pipeline, similar to the approaches in [32, 8, 51], to obtain the 3D
hand pose ground truth for our dataset.

1Due to their limited time, 7 participants only perform the hand-object actions.
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Figure 3.7: Automatic annotation pipeline of 3D hand pose. We utilize the multi-view RGB and
depth images as the input source and retrieve both 2D and 3D constraint information. Various
error terms are formulated to optimize the MANO parameters.

In particular, we use the MANO statistical hand model [75] to represent 3D hand
pose. The MANO model parameterizes the hand mesh vertices V (β,θ) into two low-
dimensional embeddings, i.e., the shape parameters β ∈ R10 and the pose parameters
θ ∈ R51, consisting of 45 parameters accounting for 15 hand joint angles (3 DoF for
each) plus the rest for global rotation and translation. Following the MANO PyTorch
version in [35], we denote the NJ = 21 hand joints mapped from the hand parameters
as J (β,θ). The MANO fitting is performed by minimizing the following optimization
objective per frame for each hand:

θ
∗ = argmin

θ

λ j2dL•
j2d +λmaskL•

mask +λ j3dL•
j3d +λmeshL•

mesh +λregL•
reg (3.1)

where λ j2d,λmask,λ j3d,λmesh,λreg are used to balance the weight of different errors.
The diagram illustrating our annotation process is shown in Fig. 3.7.

Initialization. For each sequence, we optimize the shape parameter β2 together with θ

only at the first frame using Eq. (3.1) until convergence and fix its values for the subse-
quent frames. We initialize the pose parameter θ for each frame using the optimization
result from the last frame. This helps to accelerate the convergence as well as keep the
temporal consistency.

2D Joint Error L•
j2d . Given RGB images from NC viewpoints, we infer 2D hand joints

J 2D using MediaPipe Hands [59] and define the 2D joint error as:

L•
j2d =

NC

∑
c=1

αc

NJ

∑
i=1

||J 2D
c,i −πc(J (θ)i)|| (3.2)

where πc(·) returns the 2D projection location for 3D position in the c-th camera
viewpoint, and αc is hyperparameter used to weigh different viewpoints.

2D Mask Error L•
mask. To generate the high-quality 2D hand mask, we prompt the

prevalent Segment Anything Model [48] with the 2D hand joints J 2D and the bounding
box derived from it. We penalize the distance between the hand mesh vertices V (θ)

2For simplicity, we omit β in Eq. (3.1) and subsequent equations.
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and the 2D binary hand mask Mc as:

L•
mask =

NC

∑
c=1

αc

NV

∑
i=1

min
j
||Mc, j −πc(V (θ)i)|| (3.3)

where Mc, j is the coordinate of j-th non-zero pixel in the mask Mc.

3D Joint Error L•
j3d . We triangulate the 2D joints from multiple views to lift them to

3D joints J 3D and measure their difference to J (θ), which is written as:

L•
j3d =

NJ

∑
i=1

||J 3D
i − J (θ)i|| (3.4)

3D Mesh Error L•
mesh. To better supervise the hand mesh and fasten the optimization,

we generate the 3D hand pose cloud P by cropping the depth image using the 2D hand
mask and merging all views together. The 3D mesh error term compensates for the
distance between the hand mesh and point cloud:

L•
mesh =

NV

∑
i=1

min
j
||P j −V (θ)i|| (3.5)

Regularization L•
reg. To alleviate irregular hand articulation, we constrain the joint

angles to pre-defined lower and upper boundaries θ and θ:

L•
reg =

45

∑
i=1

(max(θi −θi,0)+max(θi −θi,0)) (3.6)

Acquisition of 2D Keypoint and Mask. We leverage the open-source MediaPipe
Hands pipeline [59] to infer the 2D hand keypoints from both egocentric and exocentric
RGB images. To improve the recall of hand detection, we modify the hyperparameters
min detection confidence from the default 0.5 to 0.1. Sequential RGB images
are fed into the MeidaPipe Hands pipeline to obtain the 2D keypoints for two hands.
Particularly, we distinguish between two hands according to their relative locations on
images. Given 2D keypoints estimated from the task-specific MeidiaPipe Hands model,
we employ the versatile Segment-Anything Model (SAM) [52] to infer the 2D hand
masks. To ensure the high quality of the generated 2D hand mask, we utilize the largest
version of SAM, i.e., ViT-L SAM model and prompt it with both the 2D hand keypoints
and the bounding boxes defined by them. As a result, we acquire 2D hand keypoints
and masks of two hands for each frame.

3D Keypoint Triangulation. After inferring the 2D hand keypoints from two views,
we can obtain the positions of 3D hand keypoints using triangulation. To implement
this, we use the OpenCV function cv2.triangulatePoints [7].

3D Hand Point Cloud Generation. To generate 3D hand point cloud, we first index
the hand pixels with the 2D hand mask on the depth image and then convert them into
3D points with the camera intrinsic parameters. Points generated from the exocentric
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view are transformed into the egocentric camera space. By merging points from two
viewpoints, we can obtain a dense 3D hand point cloud for each hand.

Joint Angle Limitation. Following [32, 51, 58], we optimize the MANO model in the
joint angle space instead of the PCA space so that we can constrain the joint angles
explicitly. As said in the main paper, the joint angles are limited by a set of empirical
boundary values during optimization. Specifically, we use the same parameters of the
upper and lower joint angle boundaries as [51].

Shape Regularization. To avoid unrealistic hand shape, we also add regularization to
the shape parameter β when optimizing it for the first frame of each sequence, which
can be written as:

Lshape =
10

∑
i=1

||βi|| (3.7)

MANO Fitting. We utilize the Pytorch version of the MANO layer proposed in [35].
The Adam optimizer [47] is used to minimize the optimization objective mentioned in
the main paper. To obtain accurate 3D hand pose annotation, we optimize the MANO
parameters individually for each frame instead of considering batches of them. For the
first frame of each sequence, we run the optimization for 500 iterations with an initial
learning rate of as 0.1 decayed by 0.9 for each 50 frames. For the subsequent frames, as
we initialize with the results from the last frame, we only optimize for 60 iterations and
initialize the learning rate as 0.05 to speed up the convergence.

Example Figures. We show more visualization examples of our 3D hand pose annota-
tion in Fig. 3.8. As can be seen, our dataset provides high-fidelity and accurate hand
pose annotations for various actions. Please refer to our supplementary videos for more
annotation results.
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Figure 3.8: Examples of 3D hand pose annotations. We show the left (blue) and right (red) hand
3D joints projected onto egocentric RGB images. From the same viewpoint, we also visualize the
corresponding hand mesh annotation. These figures are selected from different subjects and
meticulously cropped to highlight the hands on images.
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Figure 3.9: Overall Framework of TheFormer. Given thermal images, we extract
both low-level and high-level features for each frame, which are input to the mask-
guided spatial transformer and temporal transformer. Frame-wise spatial and temporal
embeddings are concatenated and fed into the pose head to regress the 3D hand pose.

3.3 TheFormer: A Baseline Method

Our proposed baseline method, dubbed TheFormer, learns 3D hand pose estimation
from egocentric thermal images based on Transformer, as exhibited in Fig. 3.9. The
baseline network features in its two parallel transformer modules, i.e., mask-guided
spatial transformer and temporal transformer, to model the spatio-temporal relationship
of hand joints while being computationally efficient.

3.3.1 Problem Definition

We consider two problem settings: single image-based and video-based egocentric 3D
hand pose estimation for our benchmark. In the former setting, we aim to estimate
the 3D joint positions Jt for two hands given the single thermal image It captured for
the t-th frame. For the video-based one, our input is a sequence of thermal images
S = {Ii}T

i=1 and we estimate the per-frame 3D hand joint positions Ji together. Com-
pared to the single image-based counterpart, the video-based setting allows for a fully
temporal interaction among sequential images, potentially offering a better performance.
Nevertheless, the accumulation of sequential images leads to a higher latency for online
inference, limiting its usage to applications that demand real-time hand tracking.

3.3.2 Network Architecture

Without losing the generality, here we illustrate our network architecture for the video-
based setting. Note that our network can be flexibly adapted to the single image-based
problem by setting T = 1. As seen in Fig. 3.9, given sequential thermal images,
our architecture extracts the multi-level 2D feature using the backbone network per
frame. We design a mask-guided spatial transformer module to enhance the spatial
representation while enforcing the network to focus on the hand area. In parallel, we
apply a temporal transformer module to reason the feature interaction along the temporal
dimension. Both two transformers output per-frame feature embeddings that encode the
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spatial and temporal information, respectively. We concatenate them and use a pose
head to regress the 3D coordinates of hand joints for two hands.

3.3.3 Backbone

For efficiency, we use the lightweight ResNet-18 [36] as our backbone network to
extract multi-level features from thermal images. Specifically, we reserve both the
low-level and high-level image features and input them to the spatial and temporal
transformer modules individually. Low-level features carry fine-grained spatial details,
which is crucial for accurate mask generation and spatial reasoning in our mask-guided
spatial transformer. High-level features provide a broader context, helping temporal
transformers to better understand the overall scene dynamics and the hand’s role within
it.

The input to our backbone is consecutive thermal images S = {Ii}T
i=1 resized to

320×256 during data loading, where T = 1 for the single image setting and T > 1 for
the video setting. We initialize the ResNet-18 [36] network with the ImageNet-1K [20]
pre-trained weights for the multi-scale features extraction. The ResNet-18 [36] back-
bone returns feature at 5 levels, with feature sizes as follows given the thermal images
as input:

syntax: Feature([channel,width,height], . . .)

Features([64,160,128], [64,80,64], [128,40,32], [256,20,16], [512,10,8]) (3.8)

Features at the third and fifth levels are chosen for future processing. The lower-level
feature is fed to the mask-guided spatial transformer module while the higher-level
feature is used in the temporal transformer module.

3.3.4 Mask-guided Spatial Transformer

Human hands are highly articulated objects that can adopt a wide variety of poses, often
against complex backgrounds. We propose a mask-guided spatial transformer module
to accurately identify and focus on the intricacies of hand poses during spatial feature
interaction. Given low-level features, we first utilize a mask head to estimate the binary
hand mask in the thermal image. Then, we leverage the deformable self-attention [110]
to refine the hand spatial features under the guidance of the hand mask. Specifically, we
only take feature elements whose spatial locations are within the hand area as queries
and sample keys from only the hand area and its surrounding locations. In this way, we
not only reduce the computation waste on the irrelevant region but also increase the
robustness to background clutter. Lastly, we reduce the spatial dimensions of the spatial
features via several downsample convolutional layers and flatten it into 1D spatial
feature embedding per frame.

For spatial feature refinement, we implement a mask-guided attention mechanism that
emphasizes regions of interest within the thermal images, specifically focusing on the
hands’ positions. This approach utilizes predicted masks from a segmentation head with
two convolution layers from the low-level feature to guide the attention mechanism.
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The dimension of the spatial self-attention module we used is 1024, for which we use an
additional one-stride convolution to lift the number of channels of the original low-level
feature. Two transformer encoder layers are leveraged and the transformer head number
M is set to be 8. The deformable attention mechanism introduced in deformable DETR
[110] is used and the number of sampling points per attention head K is 4:

DeformAttn(zq, pq,x) =
M

∑
m=1

Wm

[
K

∑
k=1

Amqk ·W ′
m
(
x(pq +∆pmqk)

)]
(3.9)

where x is the masked low-level feature, m indexes the attention head, ∆pmqk and Amqk
denote the sampling offset and the learnable attention weight for the k-th sampling
point in the m-th attention head respectively. Particularly, Amqk is a scalar attention
weight lying between 0 and 1, and normalized such that the sum across all K points is
1, ∆pmqk is a pair of 2D real numbers representing an unconstrained range. Noted that
2-D reference point pq is selected from the hand area derived from the predicted mask
and ∆pmqk and Amqk are obtained via linear projection over the query feature zq. In our
self-attention, zq is the added feature for x and the corresponding position encoding.
Following deformable DETR [110], the first 2M ×K channels encode the sampling
offsets and the remaining M×K channels are for the softmax operation to obtain the
attention weights.

The output spatial embedding of the deformable mask-guided spatial attention module
has the same size as the input feature, which is [1024, 40, 32]. Three convolution
layers with a stride of 2 are used to downsample the feature map to [128, 10, 8]. This
higher-level feature is then flattened, and a linear layer is used to project this spatial
embedding to [1,512] for future concatenation with the temporal embedding.

3.3.5 Temporal Transformer

To efficiently model temporal relationships, we apply the average-pooling to the high-
level features to get the global feature vector per frame. The self-attention [95] is then
employed to explicitly attend to the feature vector of every frame for a comprehensive
temporal interaction. Similar to the spatial transformer, the output is frame-wise feature
embedding that encompasses the temporal information, as mentioned previously in
Sec. 2.2.5.

Our network also incorporates a temporal multi-head self-attention module, designed to
process sequences of thermal images capturing the temporal dynamics inherent being
performed. This module is crucial for understanding temporal patterns over consecutive
frames, utilizing a transformer-based approach. A convolution layer is used for the
high-level feature from the backbone to lift the channel dimension to 512, which is
the channel dimension used in the temporal transformer. Then an average pooling is
applied to aggregate the spatial space information. The resulting feature xt ∈ RT×512 is
then fed to the temporal attention encoder:

Attention(zt ,xt) =
M

∑
m=1

Wm

[
∑

k∈Ωk

Amtk ·W ′
m (xt)

]
(3.10)
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where M stands for the number of attention heads, which is 8 in our implementation.
k ∈ Ωk indexes a key element with representation feature xk ∈ RC, where C = 512, is
the attention feature dimension. The resulting temporal embedding [T ,512] is then
rearranged, and the temporal dimension is flattened with the batch dimension and forms
a feature vector [1,512]. We concatenated the temporal and spatial embeddings and fed
this feature to an MLP head for the position prediction of 42 hand joints.

MLP(1024 → 1024 → 1024 → 42×3)

3.3.6 Loss Functions

Two losses are used for joint learning of hand segmentation and pose estimation during
the training process. The L1 hand pose regression loss is defined as:

LHand =
1

42
(∥P2D −P2D

gt ∥1 +λ∥Pdepth −Pdepth
gt ∥1) (3.11)

where P2D, P2D
gt are the 2D projection of estimated hand joint positions and ground truth

hand joint positions. Pdepth and Pdepth
gt are the corresponding depth values for the hand

joints. λ is the weight parameter and set as 100 for our training. The hand mask binary
cross entropy loss is formulated as follows:

LMask =− 1
WH

W

∑
w=1

H

∑
h=1

[
wpos ·Mwh · log(M̂wh)+wneg · (1−Mwh) · log(1− M̂wh)

]
(3.12)

where Mwh is the binary ground truth label at pixel location (w,h) and M̂wh is the pre-
dicted probability for the estimated mask. wpos and wneg are the weights to cope with the
foreground-background imbalance. We set them to 30 : 1 during our training. Besides,
we also leverage the binary cross-entropy loss to supervise the hand segmentation with
the mask ground truth rendered from the annotated hand mesh (cf . Sec. 3.2). For 3D
hand joint positions, we measure the L1 distance of its 2D projection and depth to that
of the ground truth separately.

3.3.7 Pose Regression

We concatenate the frame-wise spatial and temporal embedding from two transformer
modules and get the spatio-temporal representations for each frame. In the pose head,
we use the MLP to project the representations to the output space and obtain the
per-frame 3D joint output Ji.

For the video-based setting, our baseline method is named as TheFormer-V, which
accepts sequential images as input. The variant of our baseline to the single image-based
setting is called TheFormer-S, where the temporal transformer degrades to a global
transformer that only encodes the global information for a single frame. Please see
the supplementary materials for more parameters, design and training details of our
baseline method.
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Experiments

4.1 Evaluation of the Annotation Method

As the first step, we validate the accuracy of our 3D hand pose annotation and analyze
the impact for optimization results. For evaluation, we manually annotate two random
sequences from our main dataset: one involving hand-object interaction and the other
hand-virtual interaction, with a total of over 600 frames. To that end, we first annotate
the 2D joint locations from both egocentric and exocentric images and obtain the 3D
positions by triangulation. We calculate the average 3D joint errors across all frames to
measure the accuracy.

As shown in Tab. 4.1, our annotation method achieves an average joint error of nearly
1cm, comparable to the results of [51, 32, 112]. The multi-view setting shows remark-
ably better precision than the ego-view only optimization, demonstrating the necessity
of multi-camera capture. We also observe that only combining Lmask and L j2d can
already provide a plausible accuracy since they fit the projection of the 3D hand pose
to two heterogeneous views. Lmesh, though it hardly improves the joint accuracy, can
result in more natural hand mesh. Adding L j3d further refines the joints as it induces the
explicit constraint to their positions. We showcase some annotation examples in Fig. 3.8
and Fig. 4.1. As can be seen, both hand joint and mesh can be accurately annotated
across different actions despite the presence of occlusion and the variance in subject
ethnicities.

Table 4.1: Evaluation of annotation results. The average 3D joint errors across all frames
are reported (in cm). Lreg is used for all to mitigate irregular hand poses.

Ego-view optimization Multi-view optimization

Errors Lmask +L j2d Lmask +L j2d +Lmesh Lmask Lmask +L j2d Lmask +L j2d +Lmesh Lmask +L j2d +Lmesh +L j3d

mean (std) 37.29 (± 18.02) 7.03 (± 2.57) 8.13 (± 0.57) 1.29 (± 0.43) 1.28 (± 0.43) 1.01 (± 0.34)

24
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Figure 4.1: Examples of 3D hand pose annotations. Top row: left (blue) and right (red) hand 3D
joints projected onto egocentric RGB images. Bottom row: visualization of hand mesh annotation
(defined by MANO [75]).

4.2 Benchmark Setup

Dataset Preparation. We utilize our own dataset for experiments as it uniquely contains
egocentric images from multiple spectra, essentially for our benchmark experiments.
We annotate the main part of our dataset (cf . Tab. 2.1) in an automatic way follow-
ing Sec. 3.2, of which the training and validation sets serve as the foundation for the
training of all network models.

Method and Implementation. To provide sufficient baselines for follow-up works, we
selected two state-of-the-art methods in 3D hand pose estimation, i.e., HTT [100] and
A2J-Transformer [40], and reproduce them on our dataset for benchmark experiments.
HTT [100] is a video-based method thus enabling the evaluation in both two problem
settings while A2J-Transformer [40] only works under the single image-based setting.
For a feasible comparison, we use the same sequence length, i.e., T = 8, for HTT and
TheFormer-V baseline. We also exclude the additional action block used by HTT [100]
for hand action prediction, focusing solely on hand pose estimation. We adjusted the
anchor initialization phase of the A2J-Transformer [40] to better accommodate our
dataset, without altering the density of its anchors. All trained models are tested on a
single NVIDIA RTX 4090 GPU for a fair comparison of their inference speed.

Evaluation Metrics. We evaluate the accuracy of 3D hand pose estimation with
two metrics: Percentage of Correct Keypoints (PCK) and Mean End-Point Error
(MEPE) [111], in both camera space and root-aligned (RA) space [66]. For RA space,
we align the estimated wrist with its groundtruth position before measurement. For PCK,
we report the corresponding Area Under the Curve (AUC) over the 0-50mm/80mm
error thresholds for the camera/RA space.

4.3 Benchmark Results

4.3.1 Comparison against State of the Arts.

We compare the TheFormer against the state-of-the-art methods for thermal-based
3D hand pose estimation, as shown in Tab. 4.2. On the MEPE and AUC metrics,
TheFormer-S outforms two competing methods under the single image-based setting,
while TheFormer-V surpasses the counterpart HTT [100] given the same sequential
images as input. Such an improvement stems from our mask-guided spatial attention
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Table 4.2: Benchmark results of TheFormer and state-of-the-art methods on thermal-
based 3D hand pose estimation. Results are reported on the main testing set. ↑ denotes
larger values are better, and vice versa. The fps displayed for sequence input indicates
the number of sequences that models can process per second.

Method Input MEPE (mm) ↓ AUC ↑ MEPE-RA (mm) ↓ AUC-RA ↑ fps ↑
A2J-Transformer [40] Single 51.68 0.474 20.76 0.603 34
HTT [100] Single 49.09 0.489 20.69 0.599 211
TheFormer-S Single 48.25 0.510 22.60 0.565 120

HTT [100] Sequence 47.07 0.512 17.49 0.659 129
TheFormer-V Sequence 46.57 0.519 19.62 0.619 67

Table 4.3: Comparison between different spectra. Models are trained with their corre-
sponding spectrum images from the training set. We test them on the main testing set.

Method Spectrum MEPE (mm) ↓ AUC ↑ MEPE-RA (mm) ↓ AUC-RA ↑

HTT - Sequence [100]

RGB 43.30 0.542 15.43 0.697
Depth 41.62 0.559 17.66 0.654
NIR 41.57 0.562 16.41 0.679

Thermal 46.57 0.519 17.49 0.659

A2J-Transformer - Single [40]

RGB 40.21 0.577 16.77 0.675
Depth 43.80 0.552 18.26 0.647
NIR 46.46 0.513 18.00 0.648

Thermal 51.68 0.474 20.76 0.603

design that can adaptively encode the spatial interaction among hand joints with the
guidance of the hand mask (cf . Sec. 3.3). A performance gap can be seen between
single image-based and video-based settings for both HTT [100] and TheFormer. We
credit this to their usage of temporal information that helps to tackle the occlusion cases
and solve ambiguities. We can also observe that TheFormer has slightly inferior results
in the RA space relative to its opponents, leaving room for improvement in localizing
individual hand joints once hand roots are correctly identified. This also suggests that
our advancements are primarily attributed to our accurate localization of the overall
hand especially the wrists. Thanks to our lightweight network design, TheFormer is
highly efficient to run with fps of 120 and 67 for single and sequence input respectively,
ensuring its real-time application to resource-constrained devices.

4.3.2 Comparison between Spectrum.

To compare the efficacy of different spectra (i.e., RGB, depth, NIR and thermal), we
assess their performance by applying them as varying inputs to the HTT [100] and
A2J-Transformer [40] method. As seen in Tab. 4.3, RGB spectrum yields favourable
performance for both two methods as they provide rich multi-channel semantics, al-
lowing for accurate hand pose reasoning. Specifically, A2J-Transformer [40] achieves
comparable performance to HTT [100] with sequential input. This can be attributed
to its usage of the larger ResNet50 [36] backbone that is pretrained with RGB images.
However, this also increases the computation overhead, making A2J-Transformer [40]
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Figure 4.2: Examples of hand pose estimation results with various spectra under three challeng-
ing settings. For visualization, we show the projection of the estimated left (red) and right (blue)
3D hand joints on corresponding images.

6× slower than HTT [100] (cf . Tab. 4.2). Depth and NIR spectra show a marginal
decrease in performance compared to RGB in well-illuminated conditions. However,
the active illumination design of NIR sensors enables them to serve as supplements
to RGB in dark conditions, as illustrated in Fig. 4.2. The thermal spectrum, operating
independently of any active light source, still achieves plausible hand pose estimation
accuracy, with a small discrepancy compared to other spectra. In addition to the above
evaluation on the main testing set, we show more comparison of different spectra to
highlight the value of thermal images under challenging conditions for 3D hand pose
estimation.

4.4 Performance under Challenging Conditions

To justify the advantages of using thermal cameras for egocentric hand pose estimation
under challenging scenarios, we conduct a comparison of four spectra on three of our
auxiliary testing sets, i.e., gloves, darkness and sun glare (cf . Tab. 3.1). Our automatic
annotation pipeline (cf . Sec. 3.2) becomes infeasible since hands appear corrupted
in either RGB or depth images. Therefore, we conduct a qualitative analysis of their
performance and present some representative examples in Fig. 4.2. As can be seen,
RGB-based methods fail with gloves wearing (cf . Fig. 4.2 (a-b)) and in darkness
(cf . Fig. 4.2 (c-d)). Gloves change how human hands look and hide their natural colors
and textures. Since RGB algorithms rely on skin’s texture and color to identify hand
parts and joints, gloves, particularly those with solid colors or textures unlike skin,
can interfere with this identification process. Contrary to RGB techniques, as shown
in Fig. 4.2 (a-b), thermal imaging methods excel in identifying hands by leveraging
the principles of heat conduction through gloves, effectively bypassing the limitations
imposed by color and texture variations.
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Table 4.4: Ablation study of two key transformer modules in TheFormer. We conduct this
experiment in a single-image based setting where T = 1.

Method MEPE (mm) ↓ AUC ↑ MEPE-RA (mm) ↓ AUC-RA ↑
TheFormer w.o temporal module 48.65 0.498 19.93 0.612
TheFormer w.o spatial module 49.09 0.489 20.69 0.599
TheFormer 48.25 0.510 22.60 0.565
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Figure 4.3: Ablation study of the temporal sequence length T in the TheFormer. The
plots show all four metrics MEPE (mm) ↓, AUC ↑, MEPE-RA (mm) ↓, and AUC-RA ↑
against 5 sequence length settings, i.e., T ∈{1, 2, 4, 8, 16}.

NIR sensors are significantly disrupted by strong sunlight, affecting both NIR imaging
and depth map creation, as shown in Fig. 4.2 (e-f). Conversely, thermal imaging is
immune to sunlight and outdoor conditions. The temperature difference between hands
and their surroundings in the thermal spectrum facilitates effortless identification of the
hands, leaving the thermal-based estimator unaffected. The thermal camera’s ability to
consistently capture hand features in diverse lighting conditions positions it as a suitable
option for future XR applications. Please see the supplementary materials for more
figure examples and demo videos under challenging conditions.

4.4.1 Ablation Study

Here we conduct ablation studies to analyse the impact of two key transformer modules
and the sequence length T on the performance of our baseline method. Impact of
Transformer Modules. As seen in Tab. 4.4, both spatial and temporal transformer
modules contribute to the performance growth of TheFormer, illustrating the effec-
tiveness of our transformer module designs. Under the single-image based setting,
our temporal transformer module degrades to a ‘global’ transformer module as it only
applies self-attention to the global feature vector of a single frame. Therefore, the
spatial module yields a larger enhancement than the temporal one. We also observe that
leveraging either of the two transformer modules brings a drop to the performance in
the RA space. We leave this to the future works for further investigation.

Impact of Sequence Length. We show the change of our performance against the
sequence length in Fig. 4.3. It can be observed that the performance improves when the
sequence length becomes larger. This emphasizes the ability of temporal information to
elevate the 3D hand pose estimation accuracy.
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4.4.2 Qualitative Results

Here we show more qualitative results and comparisons between spectra under different
settings. To illustrate the property of different spectrum inputs We use the same method,
i.e., HTT [100], across the different spectrums for a fair comparison. Please see our
supplementary video for more demo results in the video format.

Main Setting. We exhibit in Fig. 4.4 some qualitative results for different spectra on
our main testing set, which is collected under the well-illuminated office scenario. As
can be seen, each spectrum can provide reliable testing results, close to the ground truth
annotations, validating the capability of our dataset to support 3D hand pose estimation
research based on various spectra.

Kitchen Setting. To justify the generalization ability of our trained model to the
new application environment, we test them on our kitchen testing set and show some
qualitative results in Fig. 4.5. Specifically, we compare the results between the RGB and
thermal spectrum. The thermal camera shows better performance than the RGB camera
when generalized to an unseen environment. This can be credited to the unique attribute
of thermal cameras that accentuates the hand’s structure via temperature differentials,
alleviating the effects of background variability. We believe that thermal image-based
solutions could also generalize well to other environments, such as the dining hall and
bathroom.

Glove Setting. In Fig. 4.6, we show more qualitative results for RGB and thermal
spectrum in our glove testing set. As the hand appearance, including colour and textures,
is greatly altered by the handwear like gloves in the RGB images, the RGB image-based
solution fails to accurately estimate the 3D hand pose in our examples. In contrast,
thermal cameras are able to correctly detect hands even under handwear, such as gloves
by identifying heat transmission patterns.

Darkness Setting. More examples showing qualitative testing results under the darkness
setting can be seen in Fig. 4.7. From the RGB images captured in the darkness, we
can hardly recognize the hand contour even by human eyes. As a result, the estimated
hand joints either exhibit irregular articulation or deviate significantly from their actual
locations. Independent of the visible light, thermal cameras are unaffected by the
variation of lighting conditions, successfully estimating 3D hand pose in the darkness.

Sun Glare Setting. We show more examples of testing results for NIR and thermal
spectrum under the sun glare setting in Fig. 4.8. It can be seen that NIR images are
prone to interference from the sunlight, which consists of the NIR lighting component.
In comparison, thermal images are less affected and thus yield a better performance
under the strong sun glare.
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Figure 4.4: Qualitative results for different spectra under the well-illuminated office (main)
setting. 3D hand joints are projected onto 2D images for visualization. Ground truth hand pose is
shown in green while the prediction results in blue.
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Figure 4.5: Qualitative results for RGB and thermal images when tested in the kitchen scenario
with different actions. The left (red) and right (blue) hand 3D joints are projected onto egocentric
images for visualization.
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Figure 4.6: Qualitative results for RGB and thermal images when tested in the glove scenario
where the participant wears a pair of black gloves.
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Figure 4.7: Qualitative results for RGB and thermal when tested in the darkness scenario.
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Figure 4.8: Qualitative results for NIR and thermal when tested in the sun glare scenario.



Chapter 5

Discussions and Conclusion

5.1 Limitation

This research, while marking a significant step forward in thermal-based egocentric 3D
hand pose estimation, highlights key areas ripe for future exploration and improvement.
Our dataset, albeit comprehensive, pales in comparison to the vast scale of existing
datasets [23, 71, 58, 66] which feature millions of images (cf . Tab. 2.1). This limitation
underscores an imminent need to expand our dataset to include a wider variety of
scenarios and hand actions, aiming to improve model performance and adaptability
to diverse real-world settings. Future work will also benefit from diversifying the
dataset’s utility beyond 3D hand pose annotation, to encompass fine-grained hand
action annotations within sequences, annotating heat residuals on objects to generate
contact heatmaps [8], and extending ground truth annotations to include both rigid [51]
and articulated objects [23]. Such enhancements are poised to significantly increase
the dataset’s relevance and applicability across a spectrum of computer vision tasks
involving intricate human hand interactions.

In addition, the reliance on thermal imaging presents unique challenges in data interpre-
tation under variable environmental temperatures, where the differentiation between
objects and the human body can become less distinct. Future work should explore
adaptive algorithms that can dynamically adjust to these temperature variations, en-
suring consistent performance across all conditions. Additionally, the current focus
on hand pose estimation may overlook the integration of full-body gestures and their
context, limiting the system’s understanding of nuanced human-computer interactions.
Expanding the research to include these aspects could vastly enhance the system’s
applicability and user experience in real-world applications, opening new avenues for
comprehensive gesture-based control systems in various technology sectors.

5.2 Future Work

As thermal imaging sensors and AI-driven analysis tools continue to advance, there
lies an massive potential to improve our methodology and achieve better accuracy and

32
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reliability in hand pose estimation. The exploration of combination between thermal
imaging and other spectral data could uncover novel strategies to overcome current
limitations, particularly in complex environments. Moreover, the non-intrusiveness of
thermal cameras enables multi-camera collaboration without interference. This unique
feature of thermal cameras opens the door to transformative application in fields ranging
from multi-MR device collaboration, human computer interaction and educational
technology. The deployment of our methods to edge-devices, using state of the art
methods for model compression, such as quantisation [9], could lead to significant
advancements in consumer electronics, assistive technologies, etc, leading to a new era
of intuitive and accessible ways of interaction.

5.3 Conclusion

In this thesis, we presented a comprehensive exploration into the advantages of thermal
imaging for egocentric 3D hand pose estimation, a critical area of research with wide-
ranging applications from extended reality (XR) to human-computer interaction. Our
work includes the development of ThermoHands, the first dedicated benchmark for
evaluating thermal imaging’s efficacy in this domain, and the introduction of TheFormer,
a novel baseline method optimized for thermal imagery.

The uniqueness of our approach lies in its resilience to the common challenges that
affect traditional RGB and depth-based hand pose estimation methods, notably lighting
variability and occlusions caused by handwear. By exploiting thermal imaging’s ability
to capture temperature differentials, we effectively overcome these challenges, demon-
strating a robust solution applicable in diverse and adverse conditions. Our benchmark,
ThermoHands, well illustrated this capability, featuring an extensive dataset that not
only includes thermal, NIR, depth, and RGB spectra but also includes a wide variety
of hand-object and hand-virtual interactions performed by participants from diverse
backgrounds.

The experiments demonstrate TheFormer’s outstanding performance compared with
existing techniques, highlighting thermal imaging’s potential to significantly extend
hand pose estimation use cases. The dual transformer modules of TheFormer effec-
tively encode the spatial and temporal dynamics of hand movements, setting a new
standard in thermal imaging. Furthermore, there is massive potential for expanding
ThermoHands to include a broader spectrum of activities and environmental conditions,
further solidifying its position as the definitive benchmark for thermal-based hand pose
estimation. Additionally, refining our annotation process and exploring new algorithmic
improvements could unlock even higher levels of precision and real-time performance,
benefiting the adoption in next-generation XR systems, robotics, and beyond.

In conclusion, our work represents a innovative use of thermal imaging for hand pose
estimation. By addressing the limitations of current methods and introducing robust
solutions, we open the door to new possibilities in interaction design, virtual reality,
and automated systems. Our contributions not only advance the state of the art but also
provide a solid foundation for future innovations in this rapidly evolving field.
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Participant Information Sheet 

Project title: Transformer Approach for Egocentric Thermal 

Hand Pose Estimation 

Principal investigator: Chris Xiaoxuan Lu 

Researcher collecting data: Lawrence Zhu, Fangqiang Ding 

Funder (if applicable):  
 

This study was certified according to the Informatics Research Ethics Process, 

reference number 980730 Please take time to read the following information 

carefully. You should keep this page for your records.  

Who are the researchers? 

UG student Lawrence Zhu, PhD student Fangqiang Ding and their supervisor Chris 

Xiaoxuan Lu, are the researchers and will have access to the data. 

What is the purpose of the study? 

This study aims to develop a transformer-based hand pose estimation method using 

egocentric thermal hand pose images and to construct the first egocentric hand pose 

dataset featuring hand actions performed by a diverse group of volunteers. Human 

participants are required to perform hand actions while wearing a head-mounted 

sensor platform, which also obscures their facial data from external cameras. Their 

motions will be captured by a head-mounted egocentric sensor platform and a 

exocentric RGB-D platform. The dataset will include RGB and thermal images of the 

participants' hands, but facial data will not be included. These egocentric images will 

then be used to estimate hand poses, which are represented as skeletons with 21 

joints per hand, using existing algorithms. These hand poses will serve as the 

ground truth for training the hand pose estimation algorithm. 

Why have I been asked to take part? 

You have been invited to take part in the study because you volunteered to 
contribute to data collection during this study. 

 
Do I have to take part? 
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No – participation in this study is entirely up to you. You can withdraw from the study 

at any time, up until June 2024 without giving a reason. After this point, personal data 

will be deleted and anonymised data will be combined such that it is impossible to 

remove individual information from the analysis. Your rights will not be affected. If 

you wish to withdraw, contact the PI. We will keep copies of your original consent, 

and of your withdrawal request. 

 

What will happen if I decide to take part?  

Specify: 

• Kinds of data being collected: egocentric RGB-D, IR and thermal images, 
exocentric RGB, IR images. 

• Means of collection: A RGB-D camera platform that placed in front of the 
participant and a head-mounted sensor platform equipped with a thermal 
camera and an Intel RealSense L515 LiDAR camera. 

• Duration of session: 25-40 minutes per person. 
• If participant audio/video is being recorded: Yes. 
• How often, where, when: only one time, at G.17 Informatics Forum, any day-

time you would like. 

• Data publication: the well-curated dataset based on the recorded data will be 
made public to other researchers. The dataset will include the egocentric 
hand pose data and the exocentric images of participants performing specific 
hand actions. 

• Identity protection: The head-mounted sensor platform is a VR like wearable 
device that obscures participants’ facial data from external cameras. 

 

Compensation. [only required if applicable] 

N/A. 

Are there any risks associated with taking part? 

There are no significant risks associated with participation.  

Are there any benefits associated with taking part? 

No. 

What will happen to the results of this study?  
The results of this study may be summarised in published articles, reports and 

presentations. Quotes or key findings will be anonymized: We will remove any 
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information that could, in our assessment, allow anyone to identify you. With your 

consent, information can also be used for future research. Your data may be 

archived for a maximum of 4 years All potentially identifiable data will be deleted 

within this timeframe if it has not already been deleted as part of anonymization.  

 

Data protection and confidentiality. 
Your data will be processed in accordance with Data Protection Law.  All information 

collected about you will be kept strictly confidential. Your data will be referred to by a 

unique participant number rather than by name. Your data will only be viewed by the 

researcher/research team, including Lawrence Zhu, Fangqiang Ding and Chris 

Xiaoxuan Lu.   

All electronic data will be stored on a password-protected encrypted computer, on 

the School of Informatics’ secure file servers, or on the University’s secure encrypted 

cloud storage services (DataShare, ownCloud, or Sharepoint) and all paper records 

will be stored in a locked filing cabinet in the PI’s office. Your consent information will 

be kept separately from your responses in order to minimise risk.  

What are my data protection rights? 
The University of Edinburgh is a Data Controller for the information you provide. You 

have the right to access information held about you. Your right of access can be 

exercised in accordance Data Protection Law. You also have other rights including 

rights of correction, erasure and objection. For more details, including the right to 

lodge a complaint with the Information Commissioner’s Office, please visit 

www.ico.org.uk. Questions, comments and requests about your personal data can 

also be sent to the University Data Protection Officer at dpo@ed.ac.uk.  

 
Who can I contact? 
If you have any further questions about the study, please contact the lead 

researcher,  Dr.Chris Xiaoxuan Lu (xiaoxuan.lu@ed.ac.uk). 

If you wish to make a complaint about the study, please contact  

inf-ethics@inf.ed.ac.uk. When you contact us, please provide the study title and 

detail the nature of your complaint. 

Updated information. 
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If the research project changes in any way, an updated Participant Information Sheet 

will be made available on http://web.inf.ed.ac.uk/infweb/research/study-updates.  

Alternative formats. 
To request this document in an alternative format, such as large print or on coloured 

paper, please contact Lawrence Zhu (s2020514@ed.ac.uk ) 

General information. 
For general information about how we use your data, go to: edin.ac/privacy-research 
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Participant Consent Form 
Project title: Transformer Approach for Egocentric Thermal 

Hand Pose Estimation 
Principal investigator (PI): Chris Xiaoxuan Lu 

Researcher: Lawrence Zhu, Fangqiang Ding 

PI contact details: xiaoxuan.lu@ed.ac.uk 

 
By participating in the study you agree that:  

• I have read and understood the Participant Information Sheet for the above study, 
that I have had the opportunity to ask questions, and that any questions I had were 
answered to my satisfaction. 
 

• My participation is voluntary, and that I can withdraw at any time without giving a 
reason. Withdrawing will not affect any of my rights. 
 

• I consent to my anonymised data being used in academic publications and 
presentations. 
 

• I understand that my anonymised data will be stored for the duration outlined in the 
Participant Information Sheet.  

 
Please tick yes or no for each of these statements.  
1.  I agree to be recorded by exocentric RGBD cameras when performing 

hand actions. 
√  

  Yes No 
2.  I agree to wear a hand-mounted sensor platform with a thermal 

camera and Intel RealSense L515 LiDAR Camera to record egocentric 
hand actions when performing. 

√  

  Yes No 

3.  I allow the researchers to generate the mesh data and the skeleton of 
my hand with both egocentric and exocentric data. 

√  

  Yes No 

4. I allow my data to be used for research proposals and made public by 
the researchers as a part of an egocentric thermal hand pose dataset. 

√  

  Yes No 
5. I agree to take part in this study. √  
  Yes No 

 
Name of person giving consent  Date  Signature 
 
 

 dd/mm/yy   

     
Name of person taking consent  Date  Signature 
 
Lawrence Zhu 

 dd/mm/yy   
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