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Abstract
For a legged robot to achieve its goals, it must be able to navigate through its walkable
space from an arbitrary start position to a desired end position. To make this naviga-
tion possible, it must plan a sequence of footsteps which start and end at those desired
points. However, if one wishes this plan to be optimal, without backtracking, it must
be able to “look ahead”. For example, a plan must consider possible future steps and
foot placements to ensure that the robot avoids situations where it is forced to retrace
its path or make inefficient movements. This work will focus on the generation of a se-
quences of footstep positions which are globally optimal over an environment through
Mixed-Integer Programming (MIP). Given the combinatoric complexity of discrete
optimisation, we propose an offline approach which abstracts the environment into a
graph which encodes paths through the environment. This helps us re-plan online in the
event of unexpected footstep placements, which can be caused by a number of factors
and uncertainties during locomotion, without performing any additional combinatoric
optimisation. We investigate the effectiveness of this approach compared to the state-
of-the-art MIP approach in certain re-planning contexts, and present data which shows
that it greatly reduces the time taken to create a new plan given an unexpected footstep
position part-way through locomotion.
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Chapter 1

Introduction

1.1 Background and Motivation

Contact planning is a critical aspect of robotic manipulation and locomotion, enabling
robots to interact with their environment effectively and safely. In recent years, the de-
mand for robots with advanced contact planning capabilities has grown significantly,
driven by applications in manufacturing, logistics, healthcare, and service industries
[8] [5]. Furthermore, sources of motivation to advance the field of legged locomotion
are endless, just as are the uses for a human’s own two feet. The main promise of
legged locomotion is to provide a substitute to humans and animals in performing me-
nial or dangerous tasks without the additional accommodations required by wheeled
robots [18]. For instance, locomotion over uncertain terrain – such as in disaster res-
cue – is an especially difficult problem for robots [36]. If we can reduce the robot’s
time spent planning, the energy and time saved will potentially be the difference be-
tween life and death for both humans and animals in disaster situations. By improving
a robot’s ability to create a plan to navigate a given environment, it can reach vic-
tims faster and offload the risk from human first responders, increasing the chances
of survival for those in need. On a less deadly and more general note, an increase
in efficiency of automata in a production environment such as a factory provides an
opportunity to reduce operational costs and increase productivity [20].

For an autonomous robot to navigate its environment, it must be able to generate a
plan to move from point A to point B. In the case of a legged robot, this plan will most
likely involve the locations at which its limbs make contact with the ground. These
locations, which we call contact points, will be the main focus of this dissertation.
Given a sufficiently complex environment, a robot planning its route one step at a time
is bound to run into a point at which it must backtrack before reaching its target. To
prevent this, our robot needs an amount of “foresight” which allows it to detect these
dead ends and local minima to prevent the generation of naı̈ve plans such as in 1.1a.
This problem of global path planning remains an open area of research [32], with
various approaches and ways to abstract the environment to create a tractable problem,
such as Probabilistic Roadmap Methods (PRM) [24], or Cellular Decomposition [25].

Going forward, we will use the term offline to refer to computations performed before
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Chapter 1. Introduction 2

(a) An example of naı̈ve pathfinding
resulting in a contact plan that falls
into a local minimum.

(b) An example of a path obtained
through global pathfinding methods
with “foresight”.

Figure 1.1: [33] An illustration of two paths through an environment of convex
regions, the left path reaches a dead end by going straight towards the objective,
the right path takes slight detour, resulting in a superior path to the left path.

beginning locomotion, and online to refer to those performed after beginning locomo-
tion.

One large roadblock staring down real-world applications of robotics is the uncertainty
of the real world [30]. This can manifest as an unexpected impulse on the robot, or a
change in the goal or environment part-way through locomotion, among many other
things. The former may cause the robot to end up in a different position than we
anticipate at some point during locomotion, invalidating the contact plan. In each case,
we are required to re-plan a route. With a naı̈ve approach, this may be just as expensive
as when we computed a route in the first place and, at a high number of steps, this
may be an unacceptable interruption – especially if such interruptions are frequent.
Currently, there exist methods in which this is expected and accounted for, such as
Model Predictive Control (MPC), in which a rolling optimisation is performed at every
step to generate a trajectory that takes into account the current state of the robot and the
environment [10]. We do not implement an MPC model. Instead, we are interested in
expanding upon some of the ideas laid out by Deits and Tedrake in [31], which we will
cover in Section 1.3. If we can create a useful abstraction of the environment offline
which can be quickly queried online to generate long, optimal contact plans in real-
time, we can mitigate the problem of online re-planning and improve the autonomy of
the robot while maintaining optimal solutions. In the latter half of this paper, we will
develop this notion by providing a novel offline graph-construction procedure which
allows us to capture a near-analytical1 abstraction of the robot’s ability to move through
the environment with respect to the constraints we set and simplifications we make
throughout the text.

1.2 Overview of Approach

The essential problem to tackle is the generation of a vector x of contact points in 2-
dimensional space, beginning and ending at specific points and subject to a number

1It is not completely analytical due to the linear inner-approximation outlined in Section 4.1.1.
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of constraints. The majority of these constraints are geometric “bounding” constraints
which are linear and form a number of distinct convex regions as shown in 1.1. We call
this collection of regions the environment. In order to generate a plan which traverses
an environment through multiple regions, we must “choose between” each region in
the environment for each contact point. Hence, a decision must be made for which re-
gion each contact point is in. This introduces a degree of combinatorics to the problem.
The critical aspect of this approach is the reduction of this combinatoric complexity.
We employ a series of simplifications in order to abstract away a large chunk of what
it takes to make a robot locomote in favour of condensing the problem to this single
area of focus. To this end, the environment space will consist of 2-dimensional walk-
able regions in an implied 3-dimensional world. We will work with a mathematical
model of a robot which largely ignores dynamics as well as many real-world options
for movement such as rotation of the foot, and 3-dimensional planning. We make the
quasi-static assumption, which simplifies the robot’s dynamics to create a tractable
problem. This assumption has been shown to greatly reduce the complexity of a prob-
lem while producing useful results [14]. Despite this simplification, the planning prob-
lem remains challenging. When planning multiple steps at a time, the complexity of
the contact planning problem increases dramatically due to the exponential number of
decisions the robot must make.

The goal of this paper is to work on improving the performance of this discretised
method through reduction of the combinatoric complexity. The approach taken is an
independently developed method of offline environment abstraction in the form of a
graph which encodes paths through the environment by mapping paths through the
graph to sequences of values on the aforementioned integer variables. In essence, we
spend extra time abstracting the environment before locomotion to spend less time
computing the path itself, as well as any subsequent paths through that same envi-
ronment. As a consequence of our blind search to construct the graph, we inevitably
encode other paths through the environment. We use these other paths to assist the
state-of-the-art formulation in re-planning a path online in less time than it would take
otherwise. It is important to note that the coarse approximations we use to construct
our model are sufficient, as is shown in the following section.

1.3 Prior work

An “optimal” path in this context is understood to be that which contains the minimal
number of steps, as it is commonly used this way in literature [31], [16].

Two common approaches for contact planning are:

• Discretised action set, as seen in [16], [27], and [3]: This approach involves lim-
iting the action space into a finite set of actions. A tree structure is then formed,
with branches representing possible sequences of actions. The robot searches
through this tree using graph traversal algorithms such as A* [15] or RRT [23]
to find an optimal sequence of actions to reach its goal. This approach suffers
from the tradeoff between a small and large action set, the former reducing the
branching factor of the tree while covering less of the true solution space, and
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the latter covering more of the solution space but being more difficult to search
[3].

• Continuous planning: This approach considers the continuous nature of the
robot’s walkable space, allowing for more precise and flexible plans which cover
the entire action space. However, this type of model may require non-convex
constraints in order to ensure obstacle avoidance, and is not guaranteed to gen-
erate globally optimal paths [7].

Hybrid approaches often combine the advantages of both discretised and continuous
planning, such as balancing computation time and solution optimality. One such hy-
brid method we will focus on is the Mixed-Integer Program (MIP) approach proposed
by Deits and Tedrake [31]. Specifically, they propose deconstruction of the problem
space into a discrete set of continuous, convex regions and use integer variables to as-
sign each footstep to a region. Through this partial discretisation of the action space,
we introduce combinatoric optimisation as stated above, in that we must find a combi-
nation of integer variables corresponding to the shortest path from the start to the end.
On the other hand, we are able to take advantage of the mathematical properties of a
convex solution space, which is generally easier to solve for as it does not carry a risk
of falling into local minima [4].

It has been shown that the coarse approximation that we will be making for our formu-
lation of the problem is sufficient [31]. Specifically, we can formulate the problem as
a single MIP in which reachability is enforced by a convex inner approximation of the
robot’s reachable space and the environment is decomposed into “convex regions of
obstacle-free configuration space and assigning each footstep to one such safe region”
[31]. Perception of the environment is not part of our concern in this context, and the
development of IRIS – an “algorithm for computing convex regions of obstacle-free
space” [9] – makes it evident that this abstraction is reasonable to make, as it is used the
same way in the state-of-the-art. Deits and Tedrake propose a Mixed-Integer Quadrati-
cally Constrained Quadratic Program (MIQCQP) formulation which generates contact
points, accounting for foot rotation and including variables which encourage a min-
imum number of steps. In this paper, we introduce a Mixed-Integer Quadratically
Constrained Program (MIQCP) formulation which does not account for footstep rota-
tion and takes a fixed number of steps as part of its input, among other simplifications.
The class of formulation differs in their objectives: quadratic for MIQCQP and linear
for MIQCP.

This fixed step number in our formulation would pose a problem with regards to opti-
mal plan generation if not for the offline graph approach we introduce in Chapter 4, as
it finds the optimal number of steps and feeds that value to our formulation.

1.4 Thesis aims and achievements

The aims of this dissertation were as follows:

i. Provide an overview of Mixed-Integer Programming, and how it is applied to con-
tact planning in robotics in the state-of-the-art.
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ii. Implement a Mixed-Integer Programming formulation in the spirit of the formu-
lation proposed by Robin Deits and Russ Tedrake in their 2014 paper [31], which
can generate contact points through an environment.

iii. Contribute and analyse a proposed extension to the state-of-the-art.

Each of these aims were achieved. The contribution made was the graph-based ap-
proach introduced in Chapter 4, which was then analysed in Chapters 5 and 6, and
was shown to succeed in its goal of assisting the state-of-the-art MIP approach to re-
plan paths faster. All relevant code can be found at https://github.com/jathoms/
optimization-for-footstep-planning/. Which can hopefully be used for further
exploration.

All of the visualisations in this dissertation are screencaps of the live implementation
written in Python, generated and displayed using Matplotlib [26] and netowrkx [28]
(among other packages) unless cited as otherwise. Visualisations of the procedures in
action are generated in graph traversal.py, and miscellaneous visualisations, in-
cluding results, are generated by one of the functions in visualisation generator.py.



Chapter 2

Foundations of Methods

When we say “formulation”, we are talking about the framing of our contact planning
problem as a mathematical model of the problem solvable using optimisation tech-
niques employed by a solver. In general, we can categorise these models into one of
two camps. Our model can represent an optimisation problem or a feasibility problem.
An optimisation problem involves an objective function and constraints, the former of
which is a mathematical expression that represents the goal or objective we seek to
optimise, such as minimising cost or maximising efficiency. The latter, constraints,
are a set of conditions or restrictions that the solution must satisfy. These constraints
can represent physical limitations, resource availability, or other factors that govern
the feasibility of a solution. In the context of our contact planning problem, we do
not include an objective function by default, as we value any solution satisfying the
constraints equally, and therefore the formulation we provide is a feasibility problem,
as it only involves constraints. The lack of objective is justified by the fact that our ap-
proach provides the outline of the optimal path as input. In this context, our constraints
provide an approximation of the robot’s kinematic limitations, as well as the geometric
limitations of the environment.

We employ the Gurobi Solver [13] in our implementation, as it is a common industry
standard that is used in the state-of-the-art paper on which we base our formulation
[31]. In the state-of-the-art, as well as the approach we introduce, it is understood
that the valid walkable space is some collection of convex regions. In this paper, we
refer to this collection of regions as the environment. In the following chapter, We
provide a brief introduction to the concepts through which we can formally define an
environment.

2.1 Introduction to Optimisation

2.1.1 Convexity

Convexity can exist in many forms [4]. We limit our definition to sets, as it is relevant
to our formulation.

Definition 2.1.1. Convex set - A set S ⊆ Rn is convex if and only if for any pair of

6
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Figure 2.1: Two regions in R2. the left region is convex, and the right region is
non-convex. [22]

points α1,α2 ∈ S ,
λα1 +(1−λ)α2 ∈ S

holds for all λ ∈ [0,1].

Example 2.1.2. R2, the set of all real-valued two-dimensional vectors, is a convex set.

For our purposes, we will limit the notion of convexity to 2 dimensions, in that S ⊆R2.
With this limitation, we can precisely define a set to be convex if, using α1, α2 as
previously stated, every point on the line between α1 and α2 is contained within S . It
also allows us to visualise the concept easily such as in Figure 2.1.

2.1.2 Linear Constraints and Halfspaces

Definition 2.1.3. For ai,xi,c ∈ R, a linear constraint is an equation of one of the fol-
lowing forms:

n

∑
i=1

aixi = c, (1)

n

∑
i=1

aixi ≥ c, (2)

n

∑
i=1

aixi ≤ c, (3)

where n is the number of dimensions of the input space, ai for i ∈ {1..n} are con-
stant coefficients of the equation, xi for i ∈ {1..n} are our input variables, and c is our
constraint value.

In short, in R2, a linear constraint of form (1) constrains the solution space to a single
line. However, linear constraints of forms (2) and (3) will introduce a halfspace in
which the solution must lie.

Definition 2.1.4. A halfspace is either of the two parts into which a hyperplane divides
n-dimensional space [34]. Such a hyperplane is exactly that which is described by
a linear constraint of form (1), whereas the entire space occupied by a halfspace is
described by a linear constraint of the form (2) or (3).



Chapter 2. Foundations of Methods 8

A solution space defined by m linear constraints of forms (2) and (3) will be the in-
tersection of m halfspaces. A value which lies in this space is known as a feasible
solution.

We will continue to limit our scope to n = 2 for the remainder of this text, as it is the
space in which our entire formulation and its solutions lie. A 2-dimensional halfspace
is illustrated in Figure 2.2.

Figure 2.2: A 2D grid illustrating a linear constraint represented by a horizontal
line at 1 on the vertical axis, dividing the space into two distinct halfspaces on the
top and the bottom respectively.

2.1.3 Basics of Mixed Integer Programming

Mixed-Integer Programming (MIP) is a class of optimisation problems that involve
both continuous and discrete variables. In this section, we provide an overview of the
basics of MIP and its applications in various fields.

MIP problems are typically expressed as a set of linear or non-linear constraints, with
a linear or non-linear objective function. The main thread between all MIP problems is
the existence of integer decision variables. There are a number of classes and abbrevi-
ations for different circumstances. For instance, if all constraints are linear, we have a
Mixed-Integer Linear Program (MILP). Otherwise, we have a Non-Linear Mixed Inte-
ger Program (NL MIP). In our case, we have a convex feasible region, linear objective
function, a mixture of integer and real decision variables, and non-linear constraints.
Hence, we have a Mixed-Integer Quadratically Constrained Program (MIQCP) [19].
This is what we will refer to as MIP throughout the text. A MIQCP problem can be
expressed mathematically as:

Minimise or Maximise f (x)

subject to: xT Qx+AT
i x ≤ ci for i ∈ {1..m}.

(2.1)

where x ∈ Rn is a vector of decision variables associated with linear and non-linear
constraints, and some elements of x are constrained to be integers. f : Rn → R is a
linear objective function, A ∈ Rm×n is a matrix representing linear constraints, Q ∈
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Rn×n is a symmetric matrix representing non-linear constraints such that xT Qx ≥ 0,
and c ∈ Rm.

MIP problems can be found in various fields such as agriculture, scheduling, logistics,
and manufacturing [35]. For example, MIP has been applied to scheduling for rapeseed
harvesting [6]. In logistics, the vehicle routing problem, where the goal is to minimie
the total distance traveled by a fleet of vehicles, can also be formulated as a MIP
problem [1].

The methods employed by solvers will not be elaborated upon, as they are outside the
scope of this paper.

2.2 Convex Hull

Using our definition of convexity of sets, we can approach the idea of a convex hull,
also called a convex closure or a convex envelope.

Let us define an arbitrary set χ of points in Rn. The convex hull Conv(χ) of χ is the
smallest convex set which contains every element of χ1. We will not elaborate on
methods to compute convex hulls, as they are outside the scope of this paper.

Figure 2.3: The convex hull of a set of points in 2 dimensions.

Recall that every convex hull is a closed convex polygon. An important formality to
note is that of a convex combination. We understand that all points in a polygon can
be expressed as ∑

n
i=1 αivi where n is the number of vertices, αi ≥ 0 for i ∈ {1, . . . ,n}

such that ∑
n
i=1 αi = 1 and {v1, . . . ,vn} are the vertices of the polygon, if and only if

the polygon is a convex hull. We introduce this extra information as a means to prove
Proposition 4.1.2 later in the paper.

1When we say “smallest”, we mean that Conv(χ) is a subset of or equal to all convex sets containing
every element of χ.



Chapter 3

Formulation of Constraints on Contact
Planning

3.1 Environment Constraints

In this formulation of the problem, the environment is comprised of a set of linear con-
straints of the form described in the previous chapter. Take, for instance, the constraint
x2 ≤ x1. We would write this in the form [−1,1]T [x1,x2]≤ 0, which clearly shows our
A, x, and c values.

Of course, no environment we come across in real life will be described entirely by this
single constraint, or any single constraint for that matter, as the feasible region would
be the infinite region defined by a single halfspace such as in Figure 2.2. We need to
add at least two more constraints to construct a closed polygon as in Section 2.2, as we
are working in two dimensions [21]. Let us introduce the constraints x1 + x2 ≤ 1 and
x2 ≥ 0. These constraints are formulated as [1,1]T [x1,x2] ≤ 1 and [0,−1]T [x1,x2] ≤ 0
respectively.

Formulating a linear program of all of these constraints is trivial due to the way we
have structured each of them. It is a simple case of ”stacking” each respective A and c
to obtain a vectorised inequality. In this case we have−1 1

1 1
0 −1

T

[x1,x2]≤

0
1
0

 .

The resulting constrained region in which x must lie is in the shape of a triangle and is
illustrated in Figure 3.1.

However, the vast majority of the environments we wish to deal with have a lot more
than one region (see Figure 3.3). To add another region, let us introduce three con-
straints which form another triangle which is completely disjoint from our first triangle.

10
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Figure 3.1: A triangle formed by intersecting three halfspaces in 2D space.

Our resulting AT x ≤ c formulation will be as follows:−1 1
1 1
0 −1

T

[x1,x2]≤

0
1
0

 OR

 1 1
−1 1
0 −1

 [x1,x2]≤

 4
−1
−1


We can group each region’s constraints together, giving us a neater notation. Rewriting
the above inequality, we obtain:

AT
1 x ≤ c1 OR AT

2 x ≤ c2.

But this is not a valid MIP. To convert this into an equivalent MIP, we simulate the OR
constraint using a method known as the big-M formulation [12].

To this end, we introduce integer variables to describe exactly which set of constraints
to which we wish to adhere. More specifically, we will introduce a vector of binary
variables b which describes which constraints we must adhere to using the big M for-
mulation. For instance, if we only wish to adhere to the set of constraints that describes
the region in figure (whatever the first triangle was). Our formulation will look as fol-
lows: [

A1
A2

]T

[x1,x2]≤
[

c1
c2

]
+

[
0
1

]
∗M.

Where M is a scalar that is sufficiently large i.e 1000. This addition, as we can see,
nullifies the effect of the second set of constraints by making their c values sufficiently
high such that any reasonable value of x would satisfy AT

2 x ≤ c2. Any value of M that
achieves this is sufficiently large.

In the future, for the sake of clarity and intuition, we will add (1− b) ∗M instead of
b∗M so that we can treat constraints with corresponding binary variable 1 as ”in use”
and to disregard those with 0.
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Finally, we obtain:

[
A1
A2

]T

[x1,x2]≤
[

c1
c2

]
+

(
1−

[
b1
b2

])
∗M,

which further simplifies to something close to the linear part of our established form
in 2.1.

AT x ≤ c+(1−b)∗M.

Finally, we must constrain the binary variables to allow exactly one set of constraints
to be “in use” for any given contact point.

To do this, we add the constraint ∑
n
s bs = 1.

3.2 Model Constraints

We aim to construct a reachable region similar to the regions used in state-of-the-
art applications. This region usually consists of some enforced reachable distance, as
well as some extra positional considerations to approximate kinematic limitations [29],
[37].

3.2.1 Reachability Constraints

The dynamic elements of robot locomotion are coarsely approximated for this formu-
lation. This approximation manifests as a constant distance constraint between each
contact point. We will define it as follows:

Let x =


x1,1 x1,2
x2,1 x2,2

...
...

xn,1 xn,2

 be our vector of 2-dimensional contact positions for n steps.

For all s ∈ {1..n−1}, let x be subject to:

√
(xs,1 − x(s+1),1)

2 +(xs,2 − x(s+1),2)
2 ≤ r

For some r ∈ R that defines the reachable distance of the robot in one step. It is
understood that this approximation coarsely models the dynamics of robot locomotion,
and more accurate models can be used depending on the specific application. In simple
terms, the reachability constraint simply constrains consecutive contact points to be
within a certain distance r of each other.

3.2.2 Positional Constraints

This formulation of the problem does not take the angle of the foot at each contact point
into account. Therefore, our robot will always face the same direction (this direction
is ”up” on the visualisations). With this assumption, we wish to simulate bipedality.
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Our assumption allows us to add a simple constraint to each step. This constraint
dictates that the robot’s left foot cannot be farther to the right than its right foot and vice
versa i.e the robot’s legs cannot ”cross over”. In addition to this, we add a minimum
separation requirement between the feet, we call this the ”offset” and notate it as ∆.
We introduce this constraint as an approximation of the limitation of joint angles of
the robot [37]. We suggest ∆ to be at least the width of the robot’s foot.

This is enforced by the following sets of linear constraints:

For all s ∈ {1..n−1} such that s mod 2 = 0, let x be subject to:

xs,1 ≤ x(s+1),1 −∆.

And for s such that s mod 2 = 1:

xs,1 ≥ x(s+1),1 +∆.

Where ∆ > 0 is the minimum horizontal separation between contact points.

If we use these constraints, we acquire x1,1 ≥ x2,1 +∆. In other words, the first contact
point must be more to the “righ” than the second contact point. For this to make sense,
we must set our first contact point (s = 1) as being achieved with the right foot, and the
second contact point (s = 2) being achieved with the left foot, with steps alternating
throughout the contact plan. In order to change the starting foot, we may flip the 1 and
0 modulo constraints. Recall that this assumption is only reasonable when we make
the simplification in which the robot always facing directly in the vertical axis.

It is important to note that, although these ideas have been developed independently
and without reference for this dissertation, similar ideas can be found to exist in litera-
ture [37] [29], such as in Figure 3.2.

3.2.3 Start and End Point Constraints

The robot’s first and final contact positions are fixed in this formulation of the problem.
There do exist some formulations in which the start and end points are merely sug-
gested, with an included objective function which minimises the first and last contact
points’ distances from the provided start and end points respectively [31]. However, in
this formulation, we simply fix the first and last footstep positions with the following
constraints.

Let xα,xe ∈ R2 be our desired start and end points respectively, let x be subject to:

x1 = xα,

xn = xe.

Note that we could instead set start and end regions by introducing constraints on the
integer variables corresponding to s = 1 and s = n respectively.
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Figure 3.2: Reachable region adopted in prior work [37]. The value we notate ∆

is notated XFL and the value we notate r is notated RFL in this work.

3.3 The Full MIP

Combining each of these constraints into a formal MIP formulation, our result is the
following:

Let n be the number of steps taken.

Let r be the maximum distance between each step.

Let S be the set {1, ..,n}

Let A,c be the coefficients of the linear equations describing all of the regions of the
environment.

Let M be sufficiently large as to dominate all of the terms in c.

Let ∆ > 0 be the minimum horizontal separation between footsteps.

Let xα,xe be the start and end points of the environment respectively.

For each s ∈ S, find xs and bs,

subject to: AT xs ≤ c+(1−bs)∗M,√
(xs1 − x(s+1)1)

2 +(xs2 − x(s+1)2)
2 ≤ r,

∑bs = 1,

xs = xα if s = 1,
xs = xe if s = n,
xs,1 ≤ x(s+1),1 −∆ if s mod 2 = 0,

xs,1 ≥ x(s+1),1 +∆ if s mod 2 = 1.

(3.1)

Where bs is a vector of binary variables denoting whether or not each set of linear
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Figure 3.3: A solution, generated by Gurobi, of the MIP we propose in Section
3.3 over an environment randomly generated using K-means clustering. Contact
points with the left foot are marked when a blue ×, and right with a green ×. The
end point is marked with a red point and the start point is marked with a green
point. r = 0.6,n = 11,∆ = 0.1.

constraints is ”in use” for step s, xs is the position of step s on the (x1,x2) axis.

The output of this MIP is a contact plan of length n satisfying these constraints, an
example is shown in Figure 3.3.

3.4 Combinatoric Consequences and Heuristic Improve-
ments.

Given this model, we can analyse the number of possible permutations of our vector b
of binary variables to place an upper bound on the number of discrete values we must
fix in order to find a solution to the problem. If m is the number of walkable regions,
and n is the number of steps taken, we can see that the upper bound on the number of
combinations of walked regions is mn. This may also be thought of as the number of
permutations of an n×m matrix B with Bi j ∈ {0,1} for i ∈ {1, . . . ,n}, j ∈ {1, . . . ,m},
where each column Bi of length m denotes the region in which step i is located. Of
course, with an advanced solver such as Gurobi, this upper bound is only theoretical as
there exist “pre-solving” procedures which can transform the model into an equivalent
model of greatly reduced complexity before attempting to solve it [17].

Our notion of reachability as it stands is already formed heuristically, due to the fact
that dynamics are not being considered. In some cases, the combinatoric complexity
of the problem may be reduced through additional heuristic means. In the state-of-
the-art, these improvements involve rough filtering through domain-specific heuristics
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which can vary from environment to environment [11]. These changes may reduce the
combinatoric complexity by systematically eliminating certain parts of solution space
as an option for certain steps.

Note that, due to our simplification of the problem, we have an exact analytical rep-
resentation of the reachable space from any given point. In the following chapter, we
will leverage this to provide an exact representation of the total reachable space in n
steps for any environment. Using this representation, we construct a graph which re-
duces the complexity of the initial combinatoric problem to zero by providing an exact
matrix B which is guaranteed1 to be the minimum possible size and therefore provide
a plan consisting of the lowest possible number of steps. Additionally, the way we
construct the graph allows us to compute alternative contact plans more quickly than
the MIP method we have introduced so far. In the following section, we elaborate on
why these fast alternative plans may be useful.

1Depending on how high n is for the linearisation of the reachable space, see Section 4.1.1



Chapter 4

Breadth-first Graph Construction
Approach

In the following chapter, we define a graph for representing the reachable space in an
environment. In the graph, the root node represents some point in the environment,
and any node with n degrees of separation from the root node represents a continuous
space reachable1 by the robot in n steps from the root. Each node is logically con-
nected to the node from which it was reached, inspiring a tree where the depth of a
node corresponds to its step number. As each node represents a part of some region
within the environment, we can draw a direct parallel between traversal of the graph
and traversal of the environment. Specifically, a path through the graph is exactly the
sequence of regions which allow us to reach the region represented by the node at the
end that path in the graph. This sequence of regions is then directly translated to a
matrix B containing the vector bs for each step as its columns. The process through
which we compute the graph will now be introduced.

4.1 Walkable Region Acquisition

In order to compute the children of a node which represents a region, we must introduce
a way to compute the reachable space from any given region. Recall that we already
have the exact reachable region from any point φ in our environment, namely Pφ. This
section extends our notion of reachability and introduces a way to “apply” P to a region
instead of a point, thereby computing the reachable region from that region, allowing
us to generate its children in the graph we aim to produce.

4.1.1 Linearisation of Quadratic Reachability Constraints

We are motivated to provide a linearised version of our reachability constraint in order
to apply Proposition 4.1.2 to the reachable region we acquire when adhering to the
reachability constraint from a point. We will construct our linearised region with linear
constraints acquired by computing n ∈ N : n ≥ 2 evenly spaced points on a truncated

1According to the constraints laid out in Section 3.3.

17
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circle. We will define a vector L∈R2×n of points on the truncated circle. The reachable
region will be different depending on the foot that is taking the step, so we introduce
the exponents LL,LR to denote the the points defining the left and right foot’s linearised
reachable region respectively.

Let r be our reachability constraint as introduced in Section 3.2.1. Let ∆ be the offset
in our positional constraints as introduced in Section 3.2.2. Let

Θ∆ = sin−1
(

∆√
r2 +∆2

)
.

For m ∈ {0..n}, we let:

LL
m =

((
r cos

((
π

2
+Θ∆

)
+

m
n
(π−2Θ∆)

))
,
(

r sin
((

π

2
+Θ∆

)
+

m
n
(π−2Θ∆)

)))
,

LR
m =

((
r cos

((
3π

2
+Θ∆

)
+

m
n
(π−2Θ∆)

))
,

(
r sin

((
3π

2
+Θ∆

)
+

m
n
(π−2Θ∆)

)))
.

For F ∈ {L,R}, we define the canonical polytope, notated P F
0 , as the convex hull

taken over the resultant points LF of the truncated circle. In other words, P F
0 =

Conv(LF ). This is illustrated in Figure 4.1d. Note that this linearisation provides
an inner approximation, in that all points in the linearised region are guaranteed to
be contained within the actual walkable region. Also note that as we increase n, our
approximation gets more accurate to the real region, with theoretical equality at n = ∞.

Now, we can see that the reachable region from any point φ ∈R2 may be calculated as
a simple translation of P F

0 .

Lemma 4.1.1. Let F ′,F ∈ {L,R} such that F ′ ̸= F . Let φ ∈R2 be a contact point of
foot F ′. The reachable region from φ will be notated as P F

φ
such that P F

φ
= {x+φ :

x ∈ P F
0 }. For a point x ∈ P F

0 , we say that point (x+φ) is equivalent to x with respect
to P F

φ
.

In the future, we will refer to P F
φ

as Pφ when specifics about the foot are not relevant.
Keep in mind that, with repeated use of Pφ in the same section, the foot is understood
as staying the same over all mentions of Pφ unless stated otherwise.

4.1.2 Reachability From a Region as Opposed To a Point

So far, our notion of reachability has been with respect to a single point. In this section,
we will extend this notion to the entire reachable area from a region of space. We are
motivated to calculate this in order to find the children of a node in our graph, as all
nodes in the graph except the root are represented as regions, not points.

Proposition 4.1.2. Let R be a non-empty, 2-dimensional, closed convex polygon. Let
Pφ be a polytope of the form established in Section 4.1.1 with starting point φ such that
φ ∈ R . Let {v1,v2, . . . ,vn} be the vertices of R . The total reachable space from any
possible point in R ,

⋃
φ∈R Pφ, notated P (R ), is exactly equal to Conv(

⋃n
i=1 Pvi)
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(a) The actual reachable region of the
right foot in black, with a red circle
around the origin for reference. The po-
sition of the left foot is marked as a red
point.

(b) A close-up of 4.1a, highlighting the
angle Θ∆.

(c) Points on the reachable region of the
right foot (LR), with LR

m marked by a red
× for each m ∈ {0, . . . ,n}.

(d) The linearised reachable region of
the right foot in blue, created by comput-
ing Conv(LR).

Figure 4.1: A sequence of figures illustrating the construction of the linearised
reachable region P R

0 , such that r = 1,∆ = 0.1,n = 6, with the origin marked as a
red dot.
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Figure 4.2: A visualisation of P L
0 (green region) and P R

0 (blue region), the lin-
earised reachable region from the origin (marked with a red dot) for the left and
right foot respectively such that n = 6,∆ = 0.1,r = 1.

(a) A convex region. (b) The region reachable by the right foot
from region 4.3a, constructed by tak-
ing the convex hull of the polytope con-
structed at each of its vertices.

Figure 4.3: A convex region, next to an illustration of its reachable region being
computed according to Proposition 4.1.2.
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Proof. Take an arbitrary point x ∈
⋃

φ∈R Pφ. By definition, there exists some φ ∈ R
such that x ∈ Pφ. Since Pφ = {x+φ : x ∈ P0}, we can write x = y+φ for some y ∈ P0.

We show that φ is a convex combination of the vertices of R , i.e. φ = ∑
n
i=1 αivi for

αi ≥ 0 with ∑
n
i=1 αi = 1, and that ∑

n
i=1 αiy = y. Therefore,

x = y+φ = y+
n

∑
i=1

αivi =
n

∑
i=1

αiy+
n

∑
i=1

αivi =
n

∑
i=1

αi(y+ vi).

Since y ∈ P0, the translated point y+ vi ∈ Pvi for all i ∈ {1, . . . ,n}. Thus, x is a convex
combination of points in

⋃n
i=1 Pvi , and hence x ∈ Conv(

⋃n
i=1 Pvi). Thus we have shown

that
⋃

φ∈R Pφ ⊆ Conv(
⋃n

i=1 Pvi).

Now, for the other direction, take an arbitrary point x ∈ Conv(
⋃n

i=1 Pvi). By definition,
this means x can be written as a convex combination of points from

⋃n
i=1 Pvi , i.e. x =

∑
n
i=1 βi(yi + vi) for βi ≥ 0 with ∑

n
i=1 βi = 1 and points yi ∈ P0.

Define φ = ∑
n
i=1 βivi. Since R is a closed convex polygon, φ ∈ R . Let y = ∑

n
i=1 βiyi.

Since yi ∈ P0 and convex combinations preserve convexity, y is also in P0. Thus, we
can express x as the following:

x =
n

∑
i=1

βi(yi + vi) =
n

∑
i=1

βiyi +
n

∑
i=1

βivi = y+φ

Since φ ∈ R and y ∈ P0, it follows that x ∈ Pφ. This implies that x ∈
⋃

φ∈R Pφ. There-
fore, we have shown that Conv(

⋃n
i=1 Pvi)⊆

⋃
φ∈R Pφ.

We conclude that
⋃

φ∈R Pφ = Conv(
⋃n

i=1 Pvi).

In other words, the reachable region from a region is the convex hull of the reachable
regions from its vertices, as shown in Figure 4.3. Naturally, this brings us back to
the reason we introduced the linearisation of the reachable region. We can apply this
proposition to any region with a finite number of vertices, so we find the reachable
region in n steps from some point, provided that all space is walkable space in Figure
4.4.

4.2 Graph Construction

Recall that an optimal path between two points is one which involves the minimum
possible number of steps.

We begin by considering a tree. One powerful property of trees we are interested in
is their innate encoding of a path from any node in the tree to the tree’s root node as
illustrated in Figure 4.6. Going forward, we will use the term “up-traversal” to refer
to the traversal towards the root of a tree from any node in that tree by looking up the
parent of our node, then the parent of the parent and so on, until we reach the root. Note
that this procedure is faster than any possible traversal algorithm, in that it involves no
unused computation and takes exactly the number of iterations as the depth of the tree.
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(a) In cyan, the reachable region P R
0

from the origin in 1 step with the right
foot.

(b) In blue, the reachable region
P L(P R

0 ) from the origin in 2 steps.

(c) In orange, the reachable region
P R(P L(P R

0 )) from the origin in 3 steps.
(d) A colour-coded graph representing
these three steps taken in a single con-
tinuous region. If there is only one con-
tinuous region, each node will always
have at most 1 child.

Figure 4.4: An illustration of the expansion of reachable space as the number of
steps increases in a single continuous region. (n = 16,∆ = 0.1,r = 1.8). Ob-
serve how this demonstrates that, in an environment with no discontinuities, the
graph does not branch. By extension, see that branching of the graph represents
discontinuities in the environment.
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In this context, when we say a path is “encoded” in our tree, it means that we can find
the path using up-traversal.

Using the concepts introduced so far, we will provide techniques for creating a useful
graph of the environment as described above which, in addition to providing a quickly
computable optimal path between our desired start and end points, provides an equally
quickly computable optimal path from any region within a range of its root node to
its root node. Additionally, some of these techniques allow us to compute alternative,
or even all paths to some desired point from any point in the environment, as long as
the path is shorter than the optimal path between the start and end point (given that we
terminate once we find the path between the start and end). These less-than-optimal
paths will prove useful in circumstances we introduce in 4.3.3. The main drawback
of this approach is the time it takes to produce the graph offline. The differences in
the following construction approaches lie in the pruning of the graph in the interest of
efficiency. It is clear to see that computation of every theoretical node of the graph is
very expensive, as we will see, hence we introduce methods to proactively reduce the
size of the graph as we construct it in Section 4.2.

The choice of root node will influence greatly the type of paths we encode. For in-
stance, if we let our starting point (3.2.3) be the root node, we encode the path from
the start point to any region corresponding to a node in the tree. However, if we let the
end point be the root node, we encode every path from any region in the tree to the end
point. Both of these methods encode the optimal path between the given start and end
point, but we will prefer the end point as our root node. This is chosen as it addresses
the problem of uncertainty in the position of the robot, allowing it to re-plan in the
event where it makes some step in a region that is not part of the calculated optimal
path. We explore this idea in Section 4.3.

Note that the way we explore the environment from the end to the start is assumed
to work in reverse to find a path from the start to end. This fact relies on a few key
assumptions. Namely, the polytope representing reachable region with foot F from a
point p must also be the polytope representing all points such that p can be reached
with foot F ′. Formally, we must have the equality

P F
φ

= {p : φ ∈ P F ′
p }.

This is satisfied in our model by the fact that our approximation of the reachable region
is always one of two polytopes as described in section 4.1.1 which satisfy this property
due to the quasi-static assumption, and the limitation of always facing “up”.

We let F ,F ′ ∈ {L,R}, such that F ̸= F ′. We introduce this notation to abstract
away from specific left and right foot behaviour, and to only be concerned with the
alternation of feet.

4.2.1 Full Tree

Let R be an environment as described in Section 3.1. As we have established, we
begin at the end point of R , denoted (xe) as described in 3.2.3. We let (xe) be our root
node. To compute its children, we begin by computing P F

xe
as described in Section
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(a) The intersection of P L
xe

with the en-
vironment.

(b) xe and its children, illustrated as a
graph. Let us denote the right-most
node in this image N1.

(c) P R(N1), in cyan. The intersection of
P R(N1) with the environment is in pink.

(d) The graph after computing the chil-
dren of N1.

Figure 4.5: The graph construction in action - (a) An illustration of P L
xe

, the reach-
able space by the left foot, in cyan, from the end point (xe) of some environment.
Four disjoint regions, in pink, are produced by the reachable region’s intersec-
tion with the environment. These pink regions are the children of xe, as they are
reachable from xe in one step. Note that each of these regions have been reached
with the left foot, associating these nodes with the left foot. The same process
is repeated for one of the children of xe, associating each of its children with the
right foot.
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Figure 4.6: A tree, with a path between two nodes highlighted. Note that this path
can be computed using up-traversal as it has an end at the root.

Full Tree Reduced Tree Depth-aware Graph

Unexpected position (in graph) ✓✓✓ ✓✓✓ ✓✓✓
Unexpected position (not in graph) ✓✓✓2 ✓✓ ✓✓
Objective change ✓✓ ✓ ✓✓
Environment change ✓✓✓ ✓✓✓
Number of nodes (50 steps 50 regions) ∼ 1082 ∼ 102 ∼ 105

Number of nodes (10 steps 10 regions) ∼ 1010 ∼ 101 ∼ 103

2 No possible positions are
outside the full graph.

Table 4.1: A summary of tradeoffs between different graph construction ap-
proaches in various online scenarios. The values for complexity of the Full Tree
are theoretical, whereas the values for the Reduced Tree and Depth-aware Graph
are simplifications of examples in practice. ✓✓✓: Able to construct an optimal
path using up-traversal. ✓✓: Able to construct an optimal path without needing
to create the entire graph again. ✓: Able to construct a path, but it is not neces-
sarily optimal.

4.1.1. The intersection of P F
xe

with our environment produces 1 ≤ kxe ≤ m disjoint,
convex regions as demonstrated in 4.5a. We let each of these regions be a child of (xe).
The rest of our construction follows similarly. For each node N represented by region
R , its children are the 1 ≤ kN ≤ m disjoint, convex regions acquired by intersecting
the reachable region P F ′

(R) with the environment. Once we reach a step at which
all children generated are already included in the tree, we terminate. Note that this
is the specific case where we wish to construct the graph such that the end point of
the environment is the root node, and we may also optionally terminate once a node
containing xα is found.

We say that a node produced by the intersection of some P F is associated with F ,
and similarly for F ′. This will be important for re-planning, when trying to map the
robot’s new position to a node in the graph.
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Note that this approach, at high number of steps and high number of regions in the
environment, creates a tree that is not of feasible size to work with computationally
(see Table 4.1). Hence, we introduce techniques which greatly reduce the branching
factor by pruning redundant nodes. This pruning results in a decrease of theoretical
capabilities of the graph, as again shown in Table 4.1.

4.2.2 Reduced Tree

This method attempts to skip encoding any paths that are not optimal. It does this by
checking for inclusion. Before a node is added to the tree, a check is performed to
check if that node is a subset of the union of all existing nodes. If it is a subset, we
do not add the node to the tree, as its entire reachable region will already be included,
meaning all of its potential children will be accounted for. Note that, since the larger
region is already in the tree, it must be at a lower depth than the new node and therefore
a encode a path with a lower number of steps.

The method to generate this tree is similar to that of the Full Tree, but with the above
intermediate step included before the addition of each child of a node.

4.2.3 Depth-aware Graph

If we wish to preserve some alternative paths without explicitly encoding every single
one of them, we can take a similar approach as before. Let N be an existing node, let c
be a node that is not yet included in the graph and is a subset of N. This time, instead
of simply not adding c, we add c to the graph as a child of its parent and additionally
add an edge between c and the parent of N. Finally, do not compute the children of
c on any of the following steps. Of course, this creates a loop and makes the graph
technically no longer a tree. (We can see that there is at least one loop by observing
the fact that there is now more than one path from c to the root). However, we can still
use a form of up-traversal by taking the parent with the lowest depth as the next step in
the path. We introduce this approach as a primitive extension to our approach which
provides a more feasible approach to changing environment problems compared to a
Full Tree. We discuss this in Section 4.3.3.

This approach does not prune as many nodes as the Reduced Tree, as this method
must check for subsets of nodes as opposed to inclusion within the union of all exist-
ing nodes. This change makes a substantial difference, and makes this method very
difficult to work with in that it takes a much longer time to construct (see Table 4.1).
An improvement on this work would be to find some way – in the spirit of this ap-
proach – to represent a node that is not fully inside any single node, but is included
in the union of nodes without adding an entirely new node. Currently, this limitation
greatly hampers the performance of this method, meaning it will take multiple hours to
construct a single graph for a complex environment with the implementation provided
for this paper.
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4.3 Re-planning

4.3.1 In the Event of an Unexpected Position

When a contact occurs in a region that is not the expected next region provided by the
graph traversal, we must create a new plan. There are two scenarios which we must
consider with respect to an unexpected position:

i. The unexpected position is already represented as a node in the graph, in which
case we can simply acquire a new path through up-traversal from that node. See
Figure 4.8.

ii. The unexpected position is not represented as a node in the graph. In this case, we
provide a procedure which allows us to find a way to “re-connect” with the graph
and run procedure (i) from the nearest node. See Figure 4.10.

In scenario (ii), the aforementioned procedure is as follows.

1. Create a new graph with root node at the unexpected contact point (xu), associ-
ated with the foot which produced the contact.

2. Use one of the techniques in Section 4.2 to begin constructing a new graph which
encodes all of the paths reachable from the unexpected position.

3. Compute levels of the new graph until some node in the new graph Na intersects
one some node Nb of the originally constructed graph (note that the intersection
must be between two nodes associated with the same foot).

4. Use up-traversal to compute the route from xu to Na.

5. Similarly compute the route from Nb to xe.

6. Concatenate the two sequences of regions, merging the last element of the first
with the first element of the second i.e [2,4,3], [3,5,9] becomes [2,4,3,5,9].

Note that this generates the optimal path back into the graph, and therefore an optimal
path to the end from the unexpected position.

We assume that scenario i is more likely in the event of an unexpected position, as
we assume that a disruption in the robot’s locomotion is most likely caused by the
sum of small uncertainties and inaccuracies in the kinematic model of the robot, or by
some force manipulating the robot in an unexpected way. Furthermore, if the robot
unexpectedly ends up in a region which is a single step’s distance away from some
region in its original plan, the unexpected region is likely to have been explored by the
nature of the graph construction algorithm.

Note that Procedure ii generates paths which are only optimal under the constraint that
the final footstep is made by the foot associated with the root node of the original graph.
This is shown when, during implementation, there sometimes exist paths from the
unexpected point to the end point with a lower number of steps than the path generated
by Procedure ii. This is a minor limitation of this approach, and it would require the
construction of 2 graphs, each starting with different feet, to completely solve this
problem. The problem of starting on the most optimal foot is one which permeates
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throughout the entire MIP approach, as it is another global problem and essentially
requires solving another MIP.

(a) The Reduced Tree representing environment 5.1e. The path through the graph rep-
resenting the sequence of nodes to reach the end point (root) from the start point is
highlighted.

(b) The sequence of nodes through the
graph laid out on the environment, rep-
resented as regions, with the start point
in green and end point in red.

(c) The contact points generated by the
graph-assisted MIP.

Figure 4.7: An illustration of the graph-assisted MIP process. From the start to
the end point of the environment. (r = 1.8,n = 16,∆ = 0.1, first contact = right)
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(a) Another path through the graph seen in Figure 4.7a, this time representing the se-
quence of nodes to reach the end point (root) from the new start point is highlighted.

(b) The sequence of nodes through the
graph from the new start point laid out
on the environment, represented as re-
gions, with the new start point in green
and end point in red.

(c) The re-planned contact points gener-
ated by the graph-assisted MIP.

Figure 4.8: An illustration of the re-planning process of the graph-assisted MIP. A
new start point is given that is not part of the original plan, but is part of the graph.
Recall that this process can be done much faster than simply re-running the MIP.
(r = 1.8,n = 16,∆ = 0.1, first contact = right)
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(a) A path through the Reduced Tree representing environment 5.1a from the start point
to the end point.

(b) The sequence of nodes through the
graph from the new start point laid out
on the environment, represented as re-
gions, with the new start point in green
and end point in red.

(c) The contact points generated by the
graph-assisted MIP.

Figure 4.9: An illustration of the graph-assisted MIP process. From the start to
the end point of the environment. (r = 1.8,n = 16,∆ = 0.1, first contact = right).
We introduce this figure to provide context for Figure 4.10.
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(a) The new graph constructed in order
to carry out Procedure ii outlined in Sec-
tion 4.3.1, with the path from the new
start position (root) to the node inter-
secting the old graph highlighted.

(b) The new graph’s path laid out as re-
gions on the environment.

(c) An illustration of how exactly the new
graph intersects the old graph. The red
region is a node of the old graph.

(d) The contact points generated by the
graph-assisted MIP after following Pro-
cedure ii in Section 4.3.1.

Figure 4.10: An example of the ability of the graph approach to “re-attach” itself to
the graph in the event of an unexpected position outside of the graph. Note that
we do not expect this to be a likely scenario as we reason in Section 4.3.1.
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4.3.2 In the Event of Changing Objective

We assume that we have perfect knowledge of the node(s) containing the end point.
If our end point changes, and is now represented by some other node in the graph
part-way through locomotion, we are faced with the more general problem of graph
traversal. Since the new goal is not to traverse to the root, we cannot rely on up-
traversal to generate a path through the graph. Note that we have changed our end
point as well as start point.

As we have full knowledge of the graph and knowledge of the goal node, we can
perform a semi-informed search, in that we only need to look for paths to nodes with
the same depth as the goal. If the new end point is contained within multiple nodes of
varying depth, we can search each depth individually. The order of nodes we search
can be heuristically set, such as by order of depth nearest the depth of our point, or
by an A*-like approach [15], in which we take the heuristic to be the real distance
between the centre point of the node and the new start point. Further testing would be
required to show the efficacy of each of these heuristics.

It is very important to note the major limitation of downwards graph traversal in this
context, that having a contact point inside a node is not sufficient to guarantee the
reachability of its children. We must be able to guarantee that our reachable state fully
includes the node’s region we wish to traverse downwards from. This is not a problem
with traversal to a parent node, as we can reason that there must be some point within
the parent node that leads to the current node, and apply this logic to each parent node
up to the root. In order to guarantee that the robot’s reachable state entirely includes a
node – and therefore can reach all of its children – we must make multiple steps within
that region to “expand” our state. This limitation is the reason that this approach is not
fully implemented.

4.3.3 In the Event of Changing Environment

In a Full Tree or a Depth-aware Graph, it is likely that any given point in the environ-
ment is included in multiple nodes of varying depths. In reality, this can be thought of
as there existing multiple possible paths to and from this point. This idea of alternate
paths from a single point being encoded in the same graph gives rise to the possibility
of re-planning in the event of changing environment through up-traversal. Recall that
we assume the robot has perfect knowledge of which node(s) it is occupying.

For instance, if part of an environment region is made invalid through introduction of
an obstacle or otherwise, we purge any nodes within that region, thereby disconnecting
all of their offspring from the root. Then, we take the lowest-depth, non-affected node
that the robot is occupying as our current node. From there, we simply use up-traversal
to find the path to the end-point. However, this procedure requires that such a node ex-
ists. If it does not, we must use a modified version of Procedure ii in Section 4.3.1 after
purging the affected nodes. The modification is that, when constructing a new graph,
we do not add any nodes which are created by the intersection of the walkable space
with the now-invalid environment region. As it stands, this approach is theoretical, and
requires further implementation and testing in order to confirm its efficacy.
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Experiments

(a) An environment with
a scattered array of
walkable regions.

(b) An environment of
a large number of re-
gions arranged in a spi-
ral fashion.

(c) An environment of a
small number of regions
arranged in a small spi-
ral pattern.

(d) An environment with
small walkable regions
arranged in sideways U
shape.

(e) An environment ar-
ranged with many walk-
able regions such that
there are many paths
that the robot can take
to reach the end point.

(f) An environment
with a single region,
to demonstrate intra-
region capabilities.

Figure 5.1: Six environments of varying complexity, representing a range of envi-
ronments the robot may encounter. The start point is marked with a green point,
and the end point is marked with a red point. The walkable regions are marked
with black outlines

We hypothesise that providing the MIP with an optimal pre-computed set of binary
variables significantly increases its performance. Our goal is to test the benefits of us-
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ing the graph construction approach and determine when it is and is not appropriate to
use compared to simply running the MIP from a new starting point. We will refer to the
latter approach as the ”Pure MIP” approach, in contrast to the ”Graph-assisted MIP”
approach. In terms of performance when solving the initial MIP, the time required to
construct the graph is significantly longer than that needed to solve the pure MIP using
the Gurobi solver. However, this outcome is expected for a preliminary Python pro-
totype. This prototype serves as an initial proof of concept and should not be directly
compared with a fully optimised solver like Gurobi. The prototype has not under-
gone thorough optimisation and refinement. For details on suggested optimisations for
graph construction, see Section 7.1.1.

Figure 5.1 introduces a non-trivial handful of environments over which we aim to
generate contact plans.

5.1 Replanning in the Event of Unexpected Position.

We are assumed to have constructed the graph already. This section aims to demon-
strate the effectiveness of the graph with respect to quickly re-planning a route to the
end point from various points in the environment using the same graph. We assume
that the robot has perfect knowledge of which node(s) it is currently occupying.

We trivially expect the graph-assisted MIP to be solved faster than the pure MIP, as
it is a more constrained problem. Our interest lies in how much faster this approach
allows us to compute these paths. To generate the unexpected contact points, we set
a new start point as the centre point of a random environment region, and randomise
the foot which the contact point is associated with. As for the way we construct the
graph, we choose the Reduced Tree method introduced in Section 4.2.2. This choice
allows us to make few compromises on optimality of the new paths generated (Table
4.1), while allowing us a reasonable speed of graph construction.

We do not account for the time taken to perform up-traversal itself as, even in this
implementation, it takes time on the order of 10 µs to find a path of 46 steps. If perfor-
mance were to improve such that 10 µs is a non-negligible time, we would account for
it.

5.1.1 Unexpected Position is Contained Within a Node of the Graph

We simulate a series of scenarios in which an unexpected contact point is contained
within a node of the graph, necessitating the generation of another contact plan to reach
the end point of the environment. In this scenario, the foot producing the unexpected
contact point is the foot associated with the new node, so no additional computation is
required and traversal is trivial from the new position.

We compare the time to solve the graph-assisted MIP vs the time to solve the full
MIP from the new starting point. Our metric will be the time taken to run the model’s
optimize() method as measured with Python’s perf counter. There exists a debug
output by the solver itself which provides the time taken to solve, but it is not granular
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enough for our needs, as it outputs 0.00 seconds or 0.01 seconds in the majority
of cases.

5.1.2 Unexpected position is Not Within a Node

If the robot ends up in a position that is outside the graph, as covered in Section 4.3.1,
recall that we start a new graph and iterate until one of our nodes intersects with a node
in the original graph. From there, we use up-traversal to find a path from the root of
the new graph to that node, then from that node to the root of the original graph, also
using up-traversal. This path through both graphs will correspond to a path from the
new position to the end point. Additionally, as reasoned in Section 4.3.1, it is likely
that our unexpected position is close to a node in the graph, meaning the new graph
we construct may not need many steps before it reaches the original graph, and will
therefore be theoretically fast to compute. However, since we randomise our position,
this does not apply in our results. We use the Reduced Tree technique to construct this
new graph.

We do not expect the construction of the new graph to be faster than the Pure MIP
approach, due to reasons listed at the beginning of this chapter. However, if only a
small number of steps is required, we expect the graph construction speed to at least
be on par with the Pure MIP approach.

We compare the sum of the the time to construct the new graph and the time to solve
the graph-assisted MIP to the time it takes to solve the full MIP from the new starting
point. Our metric will be the time taken to run the model’s optimize() method as
measured with Python’s perf counter, as well as the time taken for the implemented
create new graph in search of other graph() function to return the nodes of the
new graph, also using perf counter.

Of our six test environments (Figure 5.1), only two environments contained feasible
positions not explored by the Reduced Tree, being the environments featured in fig-
ures 5.1a and 5.1b. Hence, we can only get results for these two environments. To
improve this experimental procedure, we would include more test environments with
start and end points that are not on the extremities of the environment in order to ensure
that there are some regions that are not explored.
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Results

We present the results of our experiments comparing the performance of the Graph-
assisted MIP approach and the Pure MIP approach in terms of time required to compute
contact plans in various environments. As previously mentioned, our primary interest
lies in how much faster the Graph-assisted MIP approach allows us to compute the
paths compared to the Pure MIP approach after computation of the graph itself. We
discuss the results based on the two scenarios outlined in the experiments chapter: 1)
Unexpected position in a node of the graph, and 2) Unexpected position not in graph.

6.1 Replanning from Inside Graph

In this scenario, we found that the Graph-assisted MIP approach consistently outper-
formed the Pure MIP approach across all test environments. The time required to
compute contact plans using the Graph-assisted MIP approach was significantly lower
than that of the Pure MIP approach, with the difference between times increasing ex-
ponentially as the number of steps increased, as shown in 6.1.

6.2 Replanning from Out of Graph

For the cases where the unexpected position was not contained within the graph con-
structed to find a path between the original start and end points, we observed that the
performance difference between the Graph-assisted MIP and the Pure MIP approach
was heavily dependent on environment. In environment 5.1a, the pure MIP consis-
tently solved the MIP faster than the new graph is constructed. However, in environ-
ment 5.1b, the time taken to construct the graph and generate a contact plan with the
Graph-assisted MIP was actually lower than that of the Pure MIP as shown in Figure
6.2. We hypothesise that this is due to positions of the only regions not covered by the
graph being very close to the original graph, meaning that the new graph constructed
would not need to be computed to a high depth before intersecting with the original
graph.
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(a) Environment 5.1a, 26.5 seconds (b) Environment 5.1b, 28.5 seconds

(c) Environment 5.1c, 2.2 seconds (d) Environment 5.1d, 2.1 seconds

(e) Environment 5.1e, 22.1 seconds (f) Environment 5.1f, 0.04 seconds

Figure 6.1: Times taken to plan a route from a point included in the graph by
graph-assisted MIP vs Pure MIP. The time taken to construct the graph is in the
subcaption of each subfigure. Note the Log scale on the y-axis.
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(a) Environment 5.1a.

(b) Environment 5.1b.

Figure 6.2: Times taken to create a contact plan to the end point from a point not
included in the graph by performing Procedure ii from Section 4.3.1 vs Pure MIP.
Note the Log scale on the y-axis.
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Discussion

7.1 Further Work

7.1.1 Performance of Graph Construction

For this paper, the graph construction algorithm is implemented in Python and many
avenues for optimisation are not yet explored.

For instance, we can draw many similarities between our graph construction approach
and the canonical graph traversal approach of Breadth First Search (BFS), in the sense
that every node of depth n is computed before computing any nodes at depth n+ 1.
Parallel BFS algorithms have been shown to be successful in improving performance
over Serial BFS [2]. Through this, we conjecture that this is an excellent opportunity to
implement multi-threading, and that taking a multi-threaded approach to constructing
the graph would improve performance by allowing computation of nodes to be done
in parallel, since each node is computed independently of all other nodes except its
ancestors. Bear in mind that, of the proposed construction approaches in 4.2, this in-
dependence is only true in the case of the Full Tree construction approach. The faster
approaches involve pruning of the tree as it is constructed, which involves comparison
between nodes which are computed at the same step. Hence, multi-threading construc-
tion of the Reduced Tree and Depth-aware Graph requires some extra caution. We
nevertheless conjecture that it would provide a performance boost over serial graph
construction.

7.1.2 Extension of the formulation into 3 dimensions

As it stands, there are a few logical next steps to increase the scope of this work, such
as further work on pruning the tree, performance improvements, or more robust graph-
traversal algorithms which can handle down-traversal of the tree by default (see Section
4.3.2). One such next step is to extend our approach to a 3-dimensional workspace. In
fact, the formulation proposed in the state-of-the-art works in three dimensions [31].
This would increase the robustness of our model, as it would be able to handle flat
terrain at varying heights in a single environment, as opposed to strictly flat terrain
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constrained to a single 2-dimensional plane, which is the current scope of our model.

7.2 Conclusion

We provide a brief critical review of the work presented. Firstly, the implementation
provided does not account for rotation of the foot, nor does it immediately extend to
3-dimensional space. Furthermore, we speculate that the addition of these features
would increase the branching factor of the graph construction approach such that it
becomes infeasible to compute to any useful depth. Hence, we must rely on further
work to extend our ideas to a point at which they are applicable in the real world.
The results of the first experiment clearly show that the graph approach succeeds in its
goal. However, one could argue against its effectiveness as a whole, as the time taken
for initial graph construction is much greater than the Pure MIP approach. We argue
that the graph construction can be made significantly faster through optimisations in
the following section. However, this again relies on further work and investigation.

To conclude, the main achievements of this work are as follows:

• A Mixed-Integer formulation was constructed to provide a contact plan for a
bipedal robot.

• A new contribution was proposed in the form of a specific environment abstrac-
tion which relies on the assumptions laid out for the Mixed-Integer formulation.

• An original implementation of both of the above was written in Python for this
dissertation and experimented upon.

• A performance based argument, backed up by data, was made for the benefits of
the proposed new approach.
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