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Abstract

Bipedal locomotion is a challenging control task to learn due to the high dimensionality
of the action and state vectors and the partially observable and non-linear nature of the
agent’s dynamics. In this thesis, we primarily focus on locomotion in bipedal robots like
Cassie with the help of model-based reinforcement learning. First, we approximate the
dynamics of a bipedal robot with a novel transformer model. Upon effectively training
the transformer model, we deployed it in a zeroth-order planner to control a bipedal
robot. However, due to the inability of zeroth-order planners to scale with the action’s
dimensionality, we devised a novel first-order planner and robust model retraining
methods which could circumvent these problems and result in stable locomotion. Over
the course of this thesis, we hope to motivate this problem and support the success of
our methods with experimental results in simulation.
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Chapter 1

Introduction

1.1 Motivation

Bipedal locomotion is essential to the field of robotics. Over the past decades, there
have been numerous approaches to developing robust control methods for dynamically
complex and under-actuated bipedal systems in different environments. Previously,
works have focused on using control-theory and analytical optimization-based methods
to control these systems. These approaches include footstep planning using non-convex
optimization approaches or converting this non-convex problem into multiple convex-
optimization problems [[18} 33]].

The other broad way of solving this problem is to use learning-based approaches for
continuous-time dynamical systems [42]. Learning-based approaches involve the usage
of deep reinforcement learning methods for robust control. These approaches have the
ability to learn a policy using simulations of the robot or real-world data collected by
deploying the robot in a real environment [[15]].

In this thesis, we will work with learning-based approaches and use model-based
reinforcement learning methods to control bipedal robots. Specifically, we will be
working with Cassie (Figure [2.I). In model-based reinforcement learning, we first
derive a dynamics model of the agent analytically or using deep-learning methods.
Once a reliable dynamics model is retrieved, a joint-level controller of the agent uses
this model to determine optimal actions which would maximize a reward function.
However, in some cases, the model’s predictions may lead to sub-optimal outputs from
the controller. Hence, it is common practice to regularly retrain the model to avoid
sub-optimal behavior. The standard model-based reinforcement learning pipeline has
been summarized in Figure [[.1]

We have chosen bipedal robots because of the difficulty of controlling them over an
extended period. This difficulty is due to the following reasons:

* Bipedal robots have numerous interconnected joints and degrees of freedom
[23],147].

* A bipedal robot is highly constrained and has hybrid dynamics, which makes it
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Figure 1.1: A typical model based reinforcement learning pipeline. First, a dynamics
model f is trained on off-policy data. The joint-level planner then uses this model to
optimize an action a;, ; by maximizing a reward function. After executing this action in a
simulator, we collect on-policy data in dataset D for retraining f.

harder to learn the robot’s dynamics [45]].

* Robots have multiple passive joints, i.e., joints that can transmit rotatory motion
without an actuator [29]. As a result, joints are indirectly affected by the torque
applied to other joints. Hence, we have incomplete state information about our
agent, which implies we have to model a partially observable Markov decision
process [, 21] to control our agent instead of a Markov Decision Process.

1.2 Contributions

The main contributions in this thesis include:

1. Approximate the dynamics model of the bipedal robot in an offline setting with
the help of a novel transformer using state-action transitions aggregated from
Cassie in a simulator.

2. Developed a novel memory and sample-efficient joint-level planner, which lever-
ages the structure of existing joint-level planners and makes use of the learned
dynamics model to determine the optimal action sequence.

3. Effectively retrain the deep-learning-based dynamics model using data collected
throughout the planning phase.



Chapter 1. Introduction 3

1.3 Summary of results

In this subsection, we will summarize all the results obtained throughout the thesis.
First, we will discuss the results from our model learning pipeline. Then, we will discuss
the results from the joint-level controller and the effect of efficient model retraining
methods.

During the model learning phase, we used an encoder-decoder-based transformer model
to approximate the dynamics of a bipedal robot. We used an input sequence of H state-
action transitions to predict the differences between consecutive states. To effectively
predict T steps in the future, i.e., from timestep H + 1 to H 4+ 1 + T, we used a variant of
the teacher-forcing training strategy to gradually increase the difficulty of the prediction
task. After using these methods on a dataset of state-action transitions, we approximated
the dynamics of a bipedal robot quite well.

With a deep learning model which can approximate the dynamics of a bipedal robot,
we can now use it in a joint-level controller. We developed a novel first-order planner
which can scale well with a large deep-learning model. Furthermore, we observed
improved performance over popular zeroth-order planners. Lastly, we were able to
further improve upon the performance of our first-order planner by incorporating
efficient model retraining strategies.

1.4 Thesis Structure

In Chapter 1, we primarily motivate the problem and the challenges involved and
summarize our contributions and the results we obtained over the year. In Chapter 2,
we get into greater detail about the background required to understand the essential
components of the thesis. This includes the previous model-based and model-free
methods applied to different robots and their implications. In Chapter 3, we discuss the
methods used to solve the problem. We first discuss how we approximated the dynamics
of our agent, the integration of the learned dynamics with our joint-level planning, and
the model-retraining approach we used. In Chapter 4, we discussed the experimental
setup and briefly introduced the specific robot we are considering. In Chapter 5, we get
into the experiments performed and their results in the context of model-learning and
joint-level planning. Lastly, in Chapter 6, we will reflect upon the results we received
and possible extensions for the work.



Chapter 2

Background

In this chapter, we will go over the relevant background materials required to understand
the different components of this thesis. First, we give a description of reinforcement
learning, discuss the two main methods used to solve reinforcement learning problems,
and briefly summarize past works relevant to this thesis. Second, we go over robot
control, and the two main types of joint-level planning. Lastly, we give a brief overview
of the deep learning model used for approximating the dynamics of our bipedal robot -
the transformer model.

2.1 Reinforcement learning

Reinforcement learning is one of the essential paradigms in the broad field of machine
learning along with unsupervised learning and supervised learning.

Formally reinforcement learning involves effectively modeling a Markov Decision
Process (MDP). Specifically, an MDP involves a set of possible states § and a set of
possible actions 4. At every timestep ¢, an agent executes an action a, and transitions
from s; to s;11 per the transition probability distribution of the environment or dynamics
of the agent in the environment. Formally this is given by P(s;41|s;,a;). Consequently,
the agent receives a reward r; = R(s;) in a particular state which is an objective metric
of the agent’s performance. In reinforcement learning, our goal is to maximize the total
reward aggregated throughout an episode.

There are two broad ways to solve reinforcement learning problems. The first is Model-
free reinforcement learning, where the agent uses a learned control policy to make
optimal decisions in an environment. The other is Model-based reinforcement learning,
where the agent uses a predictive model of the environment to make optimal decisions.

We will now go over some previous model-free and model-based works which are
relevant to our thesis.
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Figure 2.1: Cassie Robot at Caltech developed by Agility Robotics in real life [34].

2.1.1 Previous Work

Numerous existing methods focus on applying model-free methods to control Cassie
(22,146, 8, 40]]. These methods learn a policy that implicitly leverages the dynamics of
an agent to maximize a reward function. In contrast, as a part of model-based methods,
we use a reliable dynamics model in our joint-level controller. Often, in a model-free
setup, the agent is trained to perform a single gait or selects gait/s from a gait library.
After training, the robot can perform those tasks incredibly well.

However, the main advantage of model-based reinforcement learning over model-free
reinforcement learning is the sample efficiency and the ability to generalize between
multiple gaits once we have a robust dynamics model. As a result, numerous previous
works also make use of model-based reinforcement learning [50, |10, 24].

2.1.1.1 Model-Free Approaches

One work [40] specifically focuses on using model-free reinforcement learning for
training locomotion policies in bipedal robots. To learn these policies, the reinforcement
learning algorithm indexes a gait from an offline gait library which would maximize a
particular reward function. This parametric gait library can be indexed using:

* forward velocity (along x direction)
* lateral velocity (along y direction)

* height of the pelvis from ground - to implicitly control movement along the z
direction.

After training, the robot was able to perform a multitude of dynamic tasks like walking,
trotting, etc., with a specific target velocity. However, like other model-free policies,
the training time and sample efficiency are significantly high. In addition, the robot’s
capabilities are limited by that of a finite gait library.

Another model-free approach of importance to us is [40], which uses a Long Short-Term
Memory (LSTM) model in the context of a recurrent Proximal Policy Optimization



Chapter 2. Background 6

(PPO) algorithm [13}39] for learning an expert reference motion of walking in a straight
line at the speed of 1 m/s. In this approach, they can leverage the structure of the LSTM
model to sample trajectories instead of individual timesteps, as in vanilla PPO. The
reward function for this task enforces perfect walking by comparing the current state of
the robot with that of an expert reference trajectory and maximizing the reward based
on how closely the agent matches the reference trajectory. The LSTM-based policy can
follow an optimal action sequence that corresponds to perfect walking. This method
comes at the cost of generalizability in that the policy has to be retrained from scratch
to accommodate a change in velocity when walking along a straight line.

2.1.1.2 Model-based Approaches

All issues mentioned above can be resolved using model-based reinforcement learning
methods. Previous works have used model-based reinforcement learning methods to
control quadrupedal robots in an optimal manner. In this work [50], the authors focused
on using a model-based reinforcement learning setup to generate gaits in a quadrupedal
robot. Specifically, they use model-based reinforcement learning to generate gaits with
the help of the swing phase of the robot, i.e., the rotational velocity of the legs. Using
this information, the robot can automatically transition between gaits by leveraging the
phase-based gait generator and generate the most efficient gait at different speeds based
on the minimization of mechanical energy. The pipeline consists of a high-level gait
generator and a low-level model-predictive controller (MPC), which optimizes over
energy and speed of the joints. This idea is similar to the approach used in [10], where
an MPC optimizes over a reward that relies on energy consumed by the joints and speed
of the robot.

While these methods establish the advantages of using model-based reinforcement
learning methods, the dynamics of a quadruped are much more stable and tractable than
that of a bipedal robot. Additionally, a model-based pipeline is incomplete without a
good approximation of the robot’s dynamics. To simplify this, one work [24]] combines
safety-critical control with model-based reinforcement learning by leveraging the fact
that Cassie’s dynamics can be reduced to a simple linear model when it is controlled
by a model-free policy. This planner uses control barrier functions [48] to provide
safety guarantees in Cassie via a high-level planner and robust joint-level controller.
The essential aspect of this work was having a reliable model-free policy controlling
the robot. We hope to exhibit learning behavior without relying on a model-free policy
in an online setting.

2.2 Robot Control

A bipedal robot, like any other robot, is a multi-linked control system with multiple
joints and motors. The robot can be effectively controlled with a sequence of action
vectors. Each action vector a,Vt represents the different motor positions. The torque in
the robot’s joints is generated with the help of a Proportional Derivative (PD) controller.

A PD controller is a controller which uses a feedback control loop. Essentially, given
a vector of reference target positions a; = a(t), the controller attempts to correct the
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error ¢, = e(t) between motor positions m; = m(t) generated by the control system
and desired motor positions (a(t)) by incorporating this error (“feedback”) in the input.
Hence,

e(t) =a(t) —mlt)

In a PD controller, this correction is done via a linear combination of the error e(¢) and

de(t)

a derivative of the error T Formally,

de(t)
dt

u(t) =Kpe(t) + Ky

Where K, and K are non-negative constants and u(¢) acts as an input to our agent.

We will now go over the different ways to determine the optimal action a(z).

2.2.1 Joint-level Planning

Joint-level planning is an essential component of the model-based reinforcement learn-
ing pipeline. The purpose of the joint-level planner is to determine the optimal action
to be executed, given the current state of the robot. In our case, we will use a model-
predictive controller to plan a series of action sequences. A model-predictive controller
is a method that makes use of a model to predict the behavior of the agent and determine
an optimal action by maximizing a reward function over multiple steps.

In our scenario, the model will be the learned dynamics model. Based on the model,
we hope to predict optimal action sequences over a finite horizon in the future. In this
thesis, by “n steps in the future,” we mean n steps from the latest observed state or
executed action. There are two main types of planners:

* Sampling-Based Planner: A sampling-based planner is a planner which uses
importance sampling to optimize action sequences.

* Gradient-Based Planner: A gradient-based planner is a planner which makes
use of gradients of the reward to update the action sequences.

We will now get into some important works around both these planners

2.2.1.1 Sampling-based planning

One of the most important Zeroth-order sampling-based planners is the Cross-Entropy
Method (CEM) based planner [28]]. In this planner, we first sample N action sequences
for T timesteps in the future from a standard normal distribution, i.e., A_(0,7). More
formally, we can say A = (ajj,a}...ay). In our notation, the superscript represents
the length of the action sequence, and the subscript represents indices between the
samples. A reward function will evaluate the aggregate reward over 7T steps for all
N action sequences by rolling them out in a simulator or a dynamics model. Using
this, we will select K (N >> K) elite action sequences from the N action sequences,
i.e., actions with the top K highest rewards. Hence, the set of elite action sequences
is A = (af,at...a%). We will now update the action distribution to A_(E[A],Cov(A)).
In the next iteration, we will again sample N action sequences of length T from this
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updated distribution and repeat the process. After a given number of iterations, i.e.,
upon convergence, we would choose the action to be executed by the agent by selecting
the sampled action with the highest reward. This action would then be executed in a
simulator, and the process would be repeated for the subsequent timesteps.

However, zeroth-order planners suffer from slow convergence when the action vector is
intricate and has a high dimensionality (curse of dimensionality) [2].

2.2.1.2 Gradient-based planning

In contrast to sampling-based planners, gradient-based planners leverage the gradient of
a convex reward function and the sampling-based structure of CEM [3]]. Furthermore,
unlike CEM, this is a first-order planner.

Like a sampling-based planner, we use the learned model to plan our action sequence.
As a first step, similar to CEM, we first sample N action sequences (over T steps in the
future) from A(0,7). More formally, we can say the actions and their corresponding
states are A = (aj,a]...ay),S = (s{,s],...Sy). The subscript and superscript carry the
same meaning. Using a reward function, we can calculate the aggregate reward for
each action sequence over T timesteps. After this, the action sequences are optimized a
finite number of times using gradient ascent over the rewards. Formally, the actions are
updated using the following gradient update

A=A L av, i RATYS), j=1,2,...,]

In the equation above, all action sequences A are optimized with respect to their
rewards. A/ represents the set of N action sequences in the jth gradient iteration. o
is the learning rate. After J gradient updates, we update the sampling distribution to
A(E[A’],Cov(A7)). Using a gradient-based planner, we can eliminate the problems
often faced in Zeroth-order planners.

Despite the success of gradient-based planners in model-based reinforcement learning,
they rely on a reliable model to effectively navigate through the action space using
reward gradients.

2.3 Transformer

A transformer [44] is a deep learning model often used for sequence-to-sequence
modeling. Previously, the most commonly used models for these tasks were LSTMs and
Gated Recurrent Units (GRU). While these models achieve good results in sequence-to-
sequence modeling, they either have high computational costs due to the serial nature
of their architecture or are unable to capture long-range dependencies within the input
sequence.

On the other hand, transformers can effectively capture long-range dependencies within
the input sequence and can parallelize the sequence-to-sequence modeling task. They
achieve this performance through self-attention. In self-attention, the model measures
the significance (also known as attention) of each part of the input sequence with respect
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to other parts of the input sequence. More formally, to calculate the attention score, the
model makes use of a set of Query (Q), Key (K), and Value (V) matrices to compute
the attention scores. This is done with a scaled dot product

: OK”
Attention (Q, K, V) = softmax Vv
vy
Here dj is the projection dimension of each component of the input sequence. However,
depending on our downstream tasks, we would like to avoid self-attention between
specific components of the input sequence. This is achieved with the help of a mask M.
Formally,

KT +M
Attention (Q, K, V) = softmax <Q—+> \%

Vi

However, due to the parallelization, the model is permutation invariant. To circumvent
this, the authors use positional encoding to inject some information about the indexing
in the input sequence [44]]. This positional encoding is a piece-wise function of sine
and cosine functions of different frequencies. In a typical encoder-decoder-based
transformer model (as in [44]), an encoder takes in a raw input sequence and produces
an embedding of the input, which is attained via self-attention. The decoder uses the
encoder output and previous transformer outputs as inputs to predict the rest of the
output sequence with the help of multihead-attention between the two inputs. Through
these features, the transformer model has produced ground-breaking results in sequence-
to-sequence modeling.



Chapter 3

Methodology

In this chapter, we will go over the different methods applied in model-based reinforce-
ment learning for bipedal robots. This chapter has been split into two main parts. The
first part goes over the specifics of the model learning pipeline and the techniques used
to learn the dynamics of the bipedal robot. The second part goes over the joint-level
planning of the agent and model retraining in great detail.

3.1 Model Learning

As mentioned before, an essential component of model-based reinforcement learning is
to learn the robot’s dynamics. Here, we will use a transformer model for our downstream
task. Typically transformers are used in natural language processing and computer
vision. To the best of our knowledge, there has been no past work that uses a transformer
to learn the dynamics of a continuous-time dynamical system.

We will now get into the different steps involved in training the model. First, we will go
over the learning task, the different architectures of the models used, the loss function,
and the training strategy.

3.1.1 Prediction Task

In the past, numerous approaches have focused on analytically deriving the dynamics
of the robot using numerous optimization methods. However, as the degrees of freedom
increase, accurately deriving the dynamics of a robot gets harder. Unfortunately, bipedal
robots have numerous degrees of freedom, which increases the difficulty of analytically
deriving their dynamics. Furthermore, the presence of multiple passive joints in the
robot complicates the task of deriving the dynamics from scratch. Lastly, accurately
programming the dynamics could also prove to be tedious.

Given the difficulty of deriving the dynamics analytically, we will instead be focusing
on using deep learning methods. We are aiming to learn the following function,

Siv1= f(ar,s:) 3.1

10
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Here f is a non-linear function which is a representation of our deep learning model. In
the equation, s, represents the continuous time state of our agent at time ¢, a; represents
the joint torques (PD targets) we wish to execute, and ;1 represents the state predicted
by the deep learning model f.

Unfortunately, as mentioned before, the environment is partially observable. Further-
more, the complexity of the dynamics will require more than one past state-action
transition. For these reasons, the Markovian assumption in Equation [3.1] will not suffice
for accurately modeling the dynamics. Hence, we will have to use a history of state-
action transitions as context to model the dynamics of the agent. In addition, using
a history of state-action transitions will help a deep-learning model understand the
dynamics better. Hence, we modify Equation [3.1]to

§H+1 = f((shal)a (S27a2)= (S37a3)= cee (SH’aH)) (32)

Here, H is the number of past state-action transitions we plan on using to predict the
next state of the robot. During training, this H will be an essential hyperparameter to
tune. It is important to understand that if H is too short, we cannot extract the features
important to generalize the dynamics. In contrast, if H is too long, it could lead to
overfitting and increase the computational cost. However, as mentioned in [30, |6]], the
learning task is simplified if we were to predict sy41 — sy instead of simply predicting
sg. This is because of the similarity between the states and actions over the H-length
history. Hence, we build up on Equation [3.2]to get

Su = f((s1,a1), (s2,@2), (53,03), ... (ser,am)) (3.3)

In Equation Snisa prediction for sy — sy. Informally, instead of predicting the
next state by itself, we will be predicting the differences in states. This acts as a proxy
for predicting the next state of the robot, i.e., we will instead be learning a feature of
the next state. Lastly, we are taking the squared L2 norm of the difference.

In summary, using a dataset D of state-action transitions, our goal will be to predict the
differences, i.e., sy4+1 — sy given H previous state-action transitions.

3.1.2 Model Architecture

Above, we discussed that the model predicts 8; - a prediction of s, —s; - as output. As
an input, we take in H previous state-action transitions :ztt . Instead of directly using
the raw states and actions as input, each state-action transition will act as an input to a
representation learning layer. For every state-action pair, we learn a lower-dimensional
representation ¢;. This representation learning layer consists of a fully connected neural
network with 3 hidden layers and 1000 hidden units each to project the 59 dimensional
state-action pair to a specific dimensionality. Through this representation, we can pass
every state-action pair through a non-linearity (ReLu in our case). Upon processing the
representation, we will add sinusoidal positional encoding [44] to incorporate temporal
information in all ¢s. These are used as inputs in a transformer in time model [44] to
predict the next state of the robot.
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Figure 3.1: Model Learning Pipeline. H state-action transitions act as input to a repre-
sentation layer which each of them to a lower dimensional space. These act as input to
a transformer model to predict &;1

For our downstream task, we will use an encoder-decoder-based transformer model
[44]]. We are using a transformer for our task because of its ability to model long-
range dependencies between the components of an input sequence via the self-attention
mechanism. An encoder-decoder-based transformer model is used because the in-
put and output of the model are of different dimensions and represent different val-
ues. Specifically, the input is a representation of the state-action transitions, and
the output is the difference between the states. The model learning pipeline has
been depicted in Figure If we consider our input sequence at time ¢ to be
X = ([sr,a)", [ssc1,a1]7 - [sevm,arem)T),|X| = H. We wish to model the out-
put sequence Y = (S;+1 — ¢, 8141 — St+1,- - - Se+H+1 — St+H ), |Y| = H. Initially, X acts as
input to the encoder of the transformer f.p.. This gives

X = fenC(X>

Since all state-action transitions of X have been observed, there are no constraints
imposed during encoder-level self-attention. Hence, we do not need an encoder mask.
However, in the decoder phase, we are attempting to learn the distribution P(Y}.57|X)
via the decoder model fdecﬂ Using the conditional probability chain rule, we get

faee * P(Y1.5|X) = P(Y1 | X)P(Y>|Y1,X) ... P(Yy|Y1,Ya... Yy 1,X)

This can be written as
A H A
Sdec = IP><Y1:H|X) = HP(Yilylzi—l 7X)
i=1

During decoding, Vi components of the output sequence, we use the previous outputs
and the encoder output X to predict the next step. Hence, during self-attention between
components of the decoder input (¥7.;—1), we need to prevent self-attention between
unseen components of the output sequences with the help of a mask M. This would
consequently establish a causal chain. Specifically, we would have to define an upper
triangular matrix of size M € R”*H as a mask with the components above the diagonal
equal to —eo and other components as 0.

I'The subscript for ¥ indicates indices of the sequence
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3.1.3 Loss Function

A loss function is an essential component for training deep learning models. Quite
simply, the robustness of the loss function is essential to training a robust deep learning
model. Here, we will discuss the numerous components of the loss function and their
implications.

3.1.3.1 State Prediction Loss

Since we are predicting oy = SH+1 — SH, a straightforward method to improve this
prediction is to use MSE between the true difference between sy 41 and sy and the
model’s predicted difference. Formally, given a dataset D of state action transitions
(s¢,a;)Vt, our single-step loss function can be defined as

1 n—H
Lsingle == Z
i3

In equation n is the number of state-action transitions in the dataset D or, more
formally, n = |D|. In the equation above, H is the number of past state-action transitions
acting as context to predict the output sequence. We are implementing a sliding-window
scheme to train the model. This is a commonly used method for time-series forecasting
in machine learning [5| [7]. We will regard the loss function in Equation [3.4] as the state
prediction loss.

(SitH = SivH-1) — [ (Sir- - SitH-1,i -, AirH-1) (3.4)

2

In addition to simply measuring state prediction loss, we can also add greater emphasis
to the prediction of specific components of the state space. A weighted loss function
will provide us with the added flexibility of penalizing errors in components that are
harder to learn.

1 n—H '

Lsingle = ; Z

i=1

2

WO [(SivH — SivH—1) — f(Sis- - SitH-1,ai,- - aivH-1)]|| (3.5)

In Equation Vi, we compute the squared L2 norm of the element-wise product
(Hadamard Product [14]) between w and the difference between the predicted and
ground truth values. Here, w has same dimensionality as s

However, as noted in [49], it is better to predict numerous steps in the future rather than
simply implementing single-step prediction. Furthermore, in our planner, we hope to
use an MPC which takes predictions for up to T steps in the future. As we have seen
before, an MPC predicts T steps in the future and accumulates the reward over that
period. The next optimal action executed maximizes this reward over T steps in the
future. To implement this, we need to make sure that our model can accurately predict
multiple steps in the future.

In order to accommodate this change, we need to modify our loss function to reflect the
accuracy of model predictions over 7T steps in the future. Formally,

=
Linulii = Z Z

WO [(Sith — Sitk—1) — F(Sitty - sSitk—1,Qitt, - - - Aitk—1)]

2
k=H+t
(3.6)
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In the above equation, n and H have the same meaning as they did in Equations [3.4]|3.5|
However, we have introduced a new variable, T, which is the number of steps in the
future we want to model to predict accurately. To predict more than one step, earlier
predictions act as inputs to the model. For instance, if we consider ¢ € Z such that
1 <t < 7, we set up a recursive definition to predict future states.

SivH+t = SivH+1—1+ f(Sizts -+ oy SitHA1—15 @ikt - - - AitHA1—1) (3.7)

As seen in equation the model’s outputs act as an input to predict the future steps
(as t increases), i.e., states beyond timesteps i + H. Furthermore, this is similar to what
will be done in the planner.

Predicting all T steps accurately from the first epoch is a difficult learning task. The
model inaccuracies would accumulate over the T steps and make the learning task
difficult and infeasible. To circumvent this issue, we use the Teacher forcing training
strategy which will be discussed in a later section.

3.1.3.2 Gradient Penalty

Gradient Penalty is often used in the context of GAN’s [[12] to constrain the norm of the
gradient of the model’s output with respect to the model’s input to be approximately
one in an actor-critic setup. This penalty forces the gradient to be close to the unit
norm and thereby constraining the Lipschitz constant to one. Lipschitz continuity and
having a low Lipschitz constant is a desirable property for deep learning models [38]].
A function (or deep learning model in our case) f is said to be Lipschitz Continuous if
for x;,xp € R

|f(x1) = f(x2)| < Kl|x1 — x2 (3.8)

Here, K € R is called the Lipschitz constant.

In our case, we will use the gradient penalty as a regularization method to make the
model predictions more stable. For example, if x, = x| +¢€, where € € R™ and our deep
learning model f is Lipschitz continuous with Lipschitz Constant K = 1

|f(x1) = flx2)| < Jxp —x1 — ¢

|f(x1) = f(x2)] <&

Above, we notice that by constraining the Lipschitz constant, we can reduce the model’s
sensitivity to small changes in input. This property is essential for dynamics models
because the state predictions are not drastically altered when the state-action transitions
are slightly perturbed. Formally, gradient penalty can be incorporated in loss function

as,
2
Lgradient - HV(Sk:jvak:j)f(Sk:j’ak3j>H2
1mET S
L= lTl Z EZ gradlent‘l‘HWo[(sj-i-l_sj)_f(sky---asﬁaka---,aj)} (3.9)
= = 2

k=i+t,j=i+H+t—1

Here, A is a hyperparameter for scaling the gradient penalty. A has to be tuned to avoid
the gradient penalty from dominating the loss function.
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3.1.4 Teacher forcing

Algorithm 1: Teacher Forcing(D, =, f,H,y,A,w)

/* f: Deep Learning Model */
/* Y: Teacher forcing conditions */
/* H: Context vectors for modelling dynamics */
/* A: Scaling for gradient penalty */
/* D: Dataset of state-action transitions */
/* T: Number of future state-predictions */
/* w: Weights for state-prediction loss */
L+0

<1

for epoch < 0 to num_epochs do

fori< 00 |D|—H—1do

for j<Otot—1do

/* §,d are previous H state-action transitions to model
output sequence */

8, < (Sitjye s SivH+j)s (itjs- s QivH1))

A

Oirm+j < f(5,a)
/* Loss computed using Equation */
gradient_penalty < HV( sa)f(3,d) H;

. 2
state_prediction_loss <— ‘w o [(Si+H+ 1= SitH+j) — 6i+H+J} H2
L < L+ state_prediction_loss + A - gradient_penalty

/* state prediction using previous state and predicted

difference E| */
Si+H+j+1 = SitjrH +OirH+;
/* backpropagate loss and optimize weights */
if y andt < 7 then
/* Predict additional step if conditions Y are met */
tt+1
if t = 7 then
| return f
return f

When predicting an output sequence of length greater than one, incorrect predictions
in one of the intermediate steps can cause the subsequent predictions to be inaccurate.
Consequently, the errors would accumulate.

Let us consider an example to better understand this problem in the context of state
prediction. For instance, we will use H = 5 state-action transitions to predict T = 3

2This is achieved using PyTorch’s backward and step API calls
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steps in the future. If we consider f’s outputs to be perfect, then
56 ~ §¢ = 55+ 05

In the equation above, 85 leads to approximately zero error. However, in the initial
stages of model training, model predictions are expected to be inaccurate. Hence, we
can model this inaccuracy as

8675§6:S5+85—|—8

Where € # 0 € R. € represents the error in the model’s prediction and 85 is the approxi-
mately the same as the ground truth. However, in a scenario with no prediction errors,
the robot will end up at s7 after executing ag at s¢. But, $g is incorrect (assumed in
previous equations). This would alter all future states (alter the trajectory of the agent).
In this example, we notice how an incorrect intermediate prediction can lead to multiple
errors getting accumulated. This issue will be exacerbated as T increases.

To avoid this, we will use a strategy similar to Teacher Forcing - a technique often used
to train different types of recurrent neural networks (RNN) [20]. Specifically, instead
of directly predicting all T steps, we will start with an easier learning task and predict
t = 1 states in the future accurately. We keep training the model to predict = 1 steps
in the future until a set of empirically determined conditions y are satisfied. Once the
conditions are satisfied, we increment ¢ by one. This process will continue until # =T
states in the future are correctly predicted. It is important to note that ¢ is the same
during training and inference.

This is a variant of teacher forcing, as we are not feeding any ground truth states back
into the model. We instead incrementally build the difficulty of the prediction task. As a
result, we do not run into problems during inference, unlike in [20]. The teacher-forcing
algorithm we use to train the model has been presented in Algorithm

3.2 Planning

As mentioned earlier, joint-level planning is an essential component of a model-based
reinforcement learning pipeline. The optimal action is executed at the current state of
the robot with the help of a reward function.

In this section, we will first go over the reward function used for optimizing the action
sequence. Then, we will go over our novel joint-level planning algorithm. Lastly, we
will discuss the procedure for retraining the initial dynamics model.

3.2.1 Reward function

A reward function is an essential component of any reinforcement learning pipeline.
It is an objective metric of the agent’s performance at any timestep. In our case, we
want a bipedal robot to perform a form of locomotion without falling. Without loss of
generality, our reward function would enforce our agent to follow a walking trajectory.
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We note that in [40], a bipedal robot uses a model-free policy to follow a walking
trajectory. We plan on re-using this reward function for our problem too. In [40], upon
executing a specific action, the state of the agent is compared with that of the state of
the agent following a reference walking trajectory in Mujoco at time ¢. This reference
trajectory is an open-sourced expert walking trajectory that has been carefully tuned by
a human.

At each timestep, the reward is computed by measuring the differences in joint positions,
toe spring positions, the center of mass positions, joint velocity, and joint orientation.
These differences (or errors) are squared L2 norm between the desired and the ground
truth values. More formally, as in [40], we define the reward function as a weighted
sum of the negative exponent of the error.

R=03. e—(ioint orientation error) +0.2- e—(joint position error) +02- e—(x velocity error)

+0.2- ef(y velocity error) +0.05- ef(spring error) +0.05- ef(center of mass position) (3 10)

The sum of all weights is 1. Since each error is a squared L2 norm, we can say that each
error term is non-negative. Furthermore, we know that 0 < exp(—x) < 1 when x > 0 as
in our case. Hence, using this bound, we get

0<R<03-14+02:-140.2-140.2-140.05-140.05-1
00<R<LI1.0
R € (0,1]

Lastly, when rolling out an action sequence of length 7 in the planner, we will compute
the discounted sum of the rewards over T steps. Essentially, if we start from state s
and execute an action sequence (ag,dy,...,dr), our resulting state sequence can be
represented as (51,57 ...5¢+1). To compute the aggregate reward for this sequence, we
will be using a discounted reward function

T+1

Re=Y ¥ R(s) (3.11)
t=1

Where R(s;) is the reward at state s; and y € [0, 1] is the discount factor. This reward is
computed using Equation [3.10] We use a discounted reward function to give greater
emphasis to the immediate rewards compared to rewards in the future [31} 9].
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3.2.2 Gradient-CEM Planning

Algorithm 2: Gradient-CEM planning(t, T, uo, o)

/* T: Number of Steps in the future being predicted */
/* t: Current timestep */
/* up,Xo: Initial distribution parameters */
/* N,K: number of initial samples and elite samples */
/* C,G: Number of CEM and gradient iterations */

fori< 0t Cdo
aﬁ\:/t—b—r ~ N (i, %)

/* f predicts states sAﬁ\:’tH after executing a%H.Compute the
discounted reward for those predicted states E| */
N < reward (s, , ;)

/* topk gives K/N actions with highest reward (K elite
actions) ﬁ */
ak, . .« topk(r" k =K)

for j < 0to Gdo
oK
K < reward(sX ;)
negative reward sum < —YX_ r
/* backpropagate negative_reward_sum, optimize afH_T

k

inplace via SGD E| */
piv1, Ziv1 = Elafy o], Cov(agy )
ag\:ltﬂ ~ N (uc,Xc)
NV < reward(sY, ;)

/* first action of action-sequence with highest reward */
a; < topk(rV, k= 1)
return a;

In the background chapter, we described two essential methods of joint-level planning.
The first is sampling-based planning, and the other is gradient-based planning. However,
in CEM and gradient-based planning, the experiments either use an analytical model or
a lightweight deep learning model (fully connected neural networks) [28, 3].

Unfortunately, we have to use a larger model like the transformer to approximate the
dynamics of a bipedal robot. As a result, our model will have more parameters than a
fully connected neural network. This will increase the computational cost in computing
the gradient of the reward of the predicted state with respect to the latest action. In
addition to this, [3] proposes to perform the gradient computation for all N samples in

3This involves rolling out the action sequence a.,,; and using a sequence of past state-action pairs
to predict the differences in states for the next T timesteps. The differences in states predictions are
converted to state predictions by simply addition

“Equivalent to PyTorch’s topK library function

>This is achieved using PyTorch’s backward and step API calls
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every gradient iteration. This is not feasible when the number of model parameters is in
the range of millions.

However, we can circumvent this issue by modifying the algorithm 1 in [3]]. The trick
is to perform gradient updates on the K elite samples. Furthermore, since K << N,
we can use far less memory when optimizing the actions. We will update the action
distribution using the mean and covariance of the K elite samples, which were updated
using gradient ascent. With these modifications, we can scale algorithm 1 of [3] to
larger deep learning models without reducing the number of initial samples N.

The modified algorithm has been presented in Algorithm 2] In the pseudocode, C is the
number of CEM iterations, and G is the number of gradient iterations per CEM iteration.
f,reward are the dynamics model and the reward function, respectively. As described
before, the deep learning model takes in previous H state-action transitions, including
the latest action sequence we sampled/optimized, and predicts the differences in states.
The reward function takes in the model predictions and computes the discounted reward
function for the action sequence of length t. In line 7 of the pseudocode, we use a
vanilla sum of the discounted reward of the K elite action sequences. This sum allows
us to optimize all K action sequences in batches instead of individually optimizing every
K action sequence. Furthermore, this backward call is made on the negative reward
sum because we are performing SGD, which would minimize the negative reward sum.
This is similar to performing gradient ascent to maximize the reward sum.

Uo, Xo are the sampling distribution’s initial mean and covariance matrices, respectively.
Initially, o = 0 and £g = I. N,K(K << N) are the number of initial samples and elite
samples, respectively. At the implementation level, outside the gradient updates loop,
we compute predictions without gradients, i.e., as inference. Lastly, T is the number of
steps in the future from timestep ¢ we are planning for in order to prevent overfitting to
the next time step.

In this planner, we are obtaining the best action for the next timestep by leveraging the
sampling-based aspect of CEM and efficiently performing gradient ascent on the elite
samples.
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3.3 Model Retraining

Algorithm 3: Model Based DAgger(f,n*,p,$,M,sim)

/* f: 1Initial dynamics model */
/* ®*: Expert LSTM policy which uses current state s */
/* p: Model-based controller which uses f, current state s */
/* M: Number of state-action transitions to aggregate */
/* ¢: Time taken for two walking steps in simulator */
/* sim: Cassie simulator */
1 D+0
2 forn<« 11t ¢do
3 D, <+ 0
/* Initial state of simulator */
4 so < sim.state()
5 t<0
6 while |D,| < M do
/* Boolean model _free decides if ®* should be usedﬂ */
7 if model_free then
8 \ ar < 1 (sy)
9 else
/* Model based controller which decides optimal action
given s; using f */
10 ar < p(ss, f)
/* Execute action @ in simulator and store (s;,a/) in D, */
1 Si+1 < sim.execute(a,)
12 Dy < Dy U{(ss,ar)}
13 t+t+1
/* Combine 9D, and D */
14 D<+ DUD,
/* Retrain f using D */

15 return f

Model retraining is an essential component of model-based reinforcement learning.
When the state and action spaces are huge, it is not computationally tractable to perfectly
model the dynamics of our agent without any errors. Using the training methods
described above, we can attempt to reduce the error over a finite dataset. However,
some unseen states and actions could be challenging to predict for the model. As
explained before, with every wrong prediction, model inaccuracies could accumulate
and consequently cause our agent to fall. As a result, the dynamics model has to be
retrained effectively to improve performance on unseen states and actions.

Unfortunately, training a transformer model requires a large training set. To collect
these many points soon, the planner would have to continue walking over an extended
period of time without falling. As a solution, we propose to use a variant of the

®This flag is arbitrarily False n times every ¢ timesteps.
7Optimal g, is computed using the planner in Algorithm
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Dataset Aggregation Method (DAgger) [37]. DAgger is commonly used in a model-free
setting, where throughout N timesteps, the action executed in the simulator is a linear
combination of the action from our initial policy & and an expert policy t* at the same
state. These state-action transitions are aggregated in D. Upon collecting N points, the
model is retrained using D. We repeat this process until the policy achieves a certain
result. A detailed explanation is given in Algorithm 3.1 in [37].

In our case, we will implement a variant of DAgger to collect more data for retraining
the initial transformer model. The approach used has been summarized in algorithm 3]
As our expert policy %, we will use the model-free LSTM policy from [40]. As &, we
will use the actions generated by the model-based reinforcement learning controller p.
Instead of a linear combination of the two actions (as in [[37]]), we will either execute
the action from ©* or the action from p. To seamlessly transition to p, we will execute
n arbitrary actions from p every ¢ timesteps. For every ¢ timestep, we will execute
actions from p at n random timesteps. Otherwise, we will execute actions from 7*. This
is encapsulated by model_free flag in the pseudocode. ¢ is the number of actions it
takes our agent to take two steps in a given simulator. We start from n = 1 and aggregate
N >> 0 state-action transitions. We first retrain the model using the teacher forcing
strategy and then increment n (frequency of actions from p). We repeat the process
until n = ¢.

Using this, we will retrain f and quickly collect a large dataset of state-action transitions
corresponding to a walking trajectory from the simulator without falling during the
episode.
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Experimental Setup

In this section of the thesis, we will get into greater detail about the experimental setup.
First, we will briefly describe Cassie - the bipedal robot we are considering for our
experiments. Second, we will discuss the potential simulators and the simulator we are
currently using for visualization, data collection, and training. Lastly, we will delve into
the data collection process.

4.1 Cassie Robot

The Cassie Robot is a bipedal robot [26] humanoid robot which walks like humans (has
two legs) and can reproduce different humanoid gaits.

As mentioned earlier, the robot has numerous interconnected joints and twenty degrees
of freedom. Out of these, six are in the pelvis. Each state vector of the robot can be
represented using a 49 dimensional vector (s; € R*). A summary of the entire state
space (components of s;) is included in Table We notice that the state-space consists
of zeroth (positions), first (velocity), and second (acceleration) order information of the
robot.

H Component Indices ‘ Description H
[0] Pelvis Height
[1, 4] Pelvis Orientation
[5, 14] Motor Positions
[15, 17 Pelvis Translational Velocity

]
[18, 20] Pelvis Rotational Velocity
[21, 30] Actuated Joint Velocities
[31, 33] Pelvis Translational Acceleration
[34, 39] Unactuated Joint Positions
[40, 46] Unactuated Joint Velocities

Table 4.1: State Space Vector Summary

22
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Figure 4.1: The different motor positions in the Cassie Robot [23]. These motor position
are controlled by PD targets in the form of an action vector.

The robot is controlled using a 10 dimensional action vector (i.e. a; € R19). This vector
specifies the motor positions in Cassie. These desired positions are converted to torque
with the help of a PD controller.

The motors controlled by the action correspond to the abduction, rotation, hip pitch,
knee, and toe motors in both legs. These motor positions can be visualized in Figure
@.1] In the figure, the red arrows correspond to the joints which are directly affected by
the action vector [23, 22]].

4.2 Simulator

In robotics research, it is more feasible to train and collect data in a simulator than in
the real world because deploying robots without extensive training tends to be difficult,
expensive, and, sometimes, unsafe. Furthermore, simulators provide the means to
swiftly understand the implications of the changes made to code or algorithm. As a
result, reinforcement learning algorithms are implemented and tested in a simulator
that approximately models the real world. For our task, we considered existing and
open-sourced simulators like Mujoco and Gazebo rather than building one from the
ground up.

4.2.1 Gazebo

Gazebo [17] is an open-source 3D simulator used for simulating and visualizing numer-
ous robots and objects. Most importantly, Gazebo provides a Robot Operating System
(ROS) [32] backend, which is useful for deploying the robot in the real world.

The Gazebo simulator for Cassie [35] (Figure @[) makes use of ROS and the Gazebo
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Figure 4.2: A depiction of the Cassie Robot in Gazebo Simulator [35].

physics engine to simulate and visualize Cassie. The repository consists of numerous
controllers, which decide the torque to send to the robot and an interface to send control
inputs to the robot. As in the GitHub repository, this simulator for Cassie uses C++ to
effectively determine constraints imposed on the robot and compute the kinematics of
the robot. In this setup, users launch roslaunch files for the simulator, hardware, and
controller. A roslaunch file is a script used to launch several ROS nodes (a program
that performs computation via ROS) locally. As a result of this setup, we can easily
send control inputs to Cassie. Lastly, the repository also consists of a script to plot the
data logged from experiments.

Unfortunately, despite these advantages, there are quite a few disadvantages. Specifi-
cally, this simulator uses C++, MATLAB, and roscpp for sending control inputs to the
robot and receiving observations from the robot. Unfortunately, training, debugging,
and deploying deep learning models in MATLAB or C++ is tedious compared to other
languages like Python.

4.2.2 Mujoco

Like Gazebo, Mujoco [43]] is a physics engine used for research and development in
robotics. However, their applications span beyond the field of robotics. To deploy the
robot in the real world using Mujoco, the robot receives control inputs over a User
Datagram Protocol (UDP) connection. A UDP connection is used so that applications
can send messages as datagrams to hosts and servers over the IP network.

The Mujoco simulator for Cassie (Figure[d.3)) by Agility Robotics is written in Python
and has a C++ backend [36]. The simulator consists of several safety mechanisms and
state estimation packages. In addition, the simulator supports numerous visualization
features such as highlighting constraints, actuator, and joint positions in the robot.
Furthermore, the newer versions of the simulator provide several features to plot contact
forces applied to the robot. Unlike the Gazebo simulator, the Mujoco simulator for
Cassie does not have a built-in controller. As a result, to effectively visualize the robot
in the simulator, we need to provide action vectors to the PD control.
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Figure 4.3: A depiction of Cassie Robot in the Mujoco Simulator [36].

For this work, we have decided to use Mujoco as the primary simulator because of the
following reasons

» Numerous previous works [40, 46, 8] involving Cassie use the Mujoco simulator
because of the ease with which it integrates with Python and PyTorch.

» Mujoco gives access to several essential physical quantities like contact positions
and forces, which are useful for training deep learning models.

* When controlled by a specific policy that produces a desired gait, it is straightfor-
ward to collect state-action transitions.

* Given a fixed action sequence (ag,aj,as,...,d;), and an initial state sg, Mujoco
simulator adds no noise to the resulting states (sg,s2,...,s;), 1.€., there is no
simulator level noise which can alter the state sequence. While this is an advantage
in simulation, it does not model real life.

4.3 Data Collection

An essential component of this project is to collect state-action transitions from the
Mujoco simulator. These transitions are useful when using deep learning techniques
to learn the dynamics of Cassie. Formally, if the robot were to start at state so at the
beginning of an episode, it transitions to s; upon executing action ag. Likewise, we
transition to s after executing action a; at state s;. As a part of our data collection
process, our goal is to collect a sufficient amount of state-action transitions to effectively
model the dynamics of the agent. In addition, we would like this data to execute a
specific gait throughout the episode.
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Figure 4.4: Data Collection Pipeline using *(s;). In this case, give s;, T* outputs the
optimal action a,. We collect (s;,a,)Vt in a dataset D. In the pipeline, we add Gaussian
noise 9\[(0,(52) to every component of g, to increase exploration.

4.3.1 Deep learning model for data collection

Unfortunately, manually making the robot perform a specific gait is challenging, time-
consuming, and can also result in the robot falling in the long run (actions not being
stable in the longer run). Instead, we will use a model-free deep learning policy to
collect the state-action transitions for our task.

Next, our goal will be to develop a model-free deep learning policy for Cassie with the
ability to walk. This would require a robust controller. However, there is no built-in
controller included in Mujoco. One of the past works, [40], uses an LSTM deep learning
model to learn a walking policy. Hence, as a part of our data collection pipeline, we
plan on training the LSTM-based walking policy using the pseudo-code specified in
[40] (Algorithm 1 - Recurrent PPO).

This algorithm was re-implemented and trained on a regular CPU for 48 hours using
Mujoco 2.0 as a simulator. Furthermore, we successfully reproduced the rewards they
received. Most importantly, the robot exhibits walking behavior when controlled with
this LSTM policy. For the sake of notation, we will refer to this policy as ©* in the
future.
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4.3.2 Using model-free policy for data collection

Based on the previous section’s discussion, we will use * to collect the state-action
transitions of Cassie. Since it has been trained to walk, given a specific initial state,
7*(s;) can predict an action sequence corresponding to walking over a long time. Since
it is a pre-trained model, we can quickly collect large volumes of data. To do this, we
will define a simulator-level velocity of 0.0509m/s. Furthermore, we will fix an initial
state so for each episode (s for all experiments specified in Appendix [A.3)).

To store state-action transitions in D, we will assume that at t = 0, D = 0 and the
robot is at sq - initial state. This is an input to ©* and it outputs ag. Once this action is
executed in the simulator, (so,ag) are appended to D (similar to a union operation). We
repeat this as ¢ increases in an episode. We repeat this process over numerous episodes.
When collecting data, we need to decide the length of a single episode and how many
episodes of state-action transitions from initial state sop we intend on collecting.

To increase Cassie’s exploration in Mujoco and increase the stochasticity of the dataset,
we will add Gaussian noise to each dimension of the action vector a; outputted by ©*,
1.e., actions that correspond to perfect walking. More formally,

ar = a; + N(07GZ)

From the above equation, we will add Gaussian noise to every dimension of the action
vector a; with mean O and standard deviation 6. We will name this action noise
distribution. Adding noise to a; will result in @;. As a result of this change, D will
consist of state-action transitions produced by d; instead of a;. ¢ needs to be chosen
such that the noise does not cause the robot to fall. The complete data collection pipeline
has been summarized in Figure
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Experimental Results

In this section, we will go over the experiments performed and their results. The
experiments are divided into two parts. The first set of experiments is related to model
learning and approximation of Cassie’s dynamics. Through them, we hope to motivate
the use of a transformer model, the importance of the teacher forcing training procedure,
and shed more light on the specifics of the transformer model (hyperparameters) and
the performance of the model.

In the second part, we will go over experiments related to the planner. In the planner,
we hope to shed some light on the flaws of a zeroth-order planner like CEM and the
performance improvement with a gradient-based planner. In the end, we also hope to go
over the improvements introduced by effective model retraining methods like DAgger.

5.1 Model Learning

Here, we will primarily focus on experiments related to model learning and the different
steps involved in approximating the dynamics of Cassie. First, we will discuss how we
attempted to learn the dynamics using a fully connected neural network. Upon discover-
ing its failures, we will discuss how we used the transformer model to approximate the
model’s dynamics and achieve good out-of-sample and in-sample performance.

5.1.1 Fully Connected Neural Network Dynamics Model

Before delving into the Transformer model, we hope to motivate the use of a powerful
model like the Transformer. To that end, we used state-action transitions collected using
the pipeline described in Figure 4.4l We collected ~ 10000 state-action transitions as
our training set using action noise distribution A((0,0.01) for each component. As
our validation, we used a subset of our training set. This meant we used the first 70%
of the dataset as our training set and the final 30% as our validation set. Hence, we
used ~ 7000 state-action transitions for training and ~ 3000 state-action transitions for
validation. Likewise, as our test set, we collected a set of =~ 4000 unseen state-action
transitions which correspond to a walking trajectory using action noise distribution

28
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Figure 5.1: Learning Curve after training Fully Connected Neural Network based dynam-
ics model for 25 epochs.

AN (0,0.03) for each component. As formalized before, we hope to use H past state-
action transitions to predict 0y = sy — sy. At all times ¢z, we will use the sliding
window protocol across the entire train set to model the following function

A

f(slfHaalfHa"‘asha[) = 8H

As this is an initial experiment, we will only perform single-step prediction. Further-
more, we will use the simple loss function in Equation [3.4]to gauge the ability to predict
the entire state space (uniform weight to each component). The model architecture and
hyperparameters can be summarized as,

* H: 100

* Optimizer: Adam [16]

* Loss function: Loss function in Equation 3.4
* Activation: Rectified Linear Unit (ReLU)

* Model: Fully Connected Neural Network with 3 hidden layers and 5000 hidden
units each with and ReLLU activation between each layer.

 Batch Size: 128

* Epochs: 25

* Learning Rate: le-4

* Model Initialization: Xavier Glorot Initialization [11]]

After training the model on this training set, we get the learning curve in Figure [5.1]
From the learning curve, we can draw the following conclusions
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Figure 5.2: Learning Curve after training Fully Connected Neural Network based dynam-
ics model for 20 epochs using teacher forcing training strategy.

* Due to the reduction in training and validation loss, we can conclude that a
fully connected neural network is exhibiting learning behavior when it comes to
capturing the dynamics of Cassie.

» Unfortunately, we notice that the mean squared error loss of test loss grows after
every epoch. We suspect this is because the distributional shift introduced by the
test set and the lack of generalization of the model. However, we do not observe
this behavior with validation loss because it is a subset of the training dataset and,
as a result, is from a similar distribution as the training set.

As a result of this performance, we believe it would be unreasonable to expect different
test-set performances when predicting numerous steps because of the increased diffi-
culty in predicting multiple steps. However, we can attempt to understand if a fully
connected neural network can exhibit learning behavior when predicting multiple future
states using teacher forcing. Before we get into the results, teacher forcing introduces
additional hyperparameters.

* Number of states in future prediction (7): 6
* Teacher Forcing patience (p): 4

* Teacher forcing conditions: At every epoch, we compute the slope between
validation loss at epoch e and epoch e — p. If the slope is less than 0.05, we
increase the number steps predicted.

The learning curve after applying teacher forcing strategy is given in Figure We
notice learning behavior for multiple-step prediction. However, this is not enough for
the following reasons

* A mean squared error loss of 0.6 is very high for our prediction task. Given
the problem with loss accumulation, we believe that a loss this high can cause
problems during inference.
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* The model lacks structure, i.e., it does not model the temporal information
between the stacked state-action transitions.

* Training time and H = 100 are high for the results we obtained. Computational
time increases with higher H.

Given these results, we intend to use a transformer model, which uses potentially lower
H and is also able to effectively capture temporal relationships between state-action
transitions.

5.1.2 Transformer Model

We now get into the experiments using a Transformer based dynamics model for
Cassie. We will first get into the specifics of the model architecture, the number of
parameters, the different hyperparameters used, teacher-forcing patience, and teacher-
forcing conditions. In this experiment, we first used a fully connected neural network
to project H state-action transitions to a lower dimensional space rather than using the
“raw” state-action transitions. This is the representation learning layer of our pipeline.
After this, they act as an input to a transformer model which predicts the future states of
Cassie. The specifics of the representation learning layer include

* Hidden Layers: 2
* Hidden Units per hidden layer: 1000
* Embedding dimension: 30
The specifics of the transformer model are
* Number of Encoders: 4
e Number of Decoders: 4
* Number of attention heads: 8
* Dimensionality of Transformer: 256

The total parameters in both models are 12,919,393. As mentioned in the earlier
sections, we will use a mask during decoder-level self-attention to avoid self-attention
between unseen components of the output sequence. The mask is an upper triangular
matrix M € R¥*H with elements above the diagonal being a very small number —co
and the remaining elements in the matrix being 0.

As the training, test, and validation data, we will independently collect different state-
action transitions for all three datasets using the pipeline in Figure In the previous
section (specifically Figure [5.I)), we noticed using a subset of the training dataset
as validation could result in incorrect inferences about the model’s out-of-sample
performance. In summary, we collected the following datasets

* Training Set: 90650 points with action noise distribution A (0,0.06)
* Validation Set: 41650 points transitions with action noise distribution A’(0,0.03).

* Test Set: 41650 points transitions with action noise distribution A’(0,0.01).
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Lastly, we will discuss the numerous hyperparameters and other essential components
used for training the models. We empirically determined that position or zeroth-order
components were easier to predict than velocity or first-order components. Likewise,
velocity or first-order components were easier to predict than acceleration or second-
order components. Hence, we calibrated the weights in Equation [3.6|to reflect this.

Furthermore, as a result of the sensitivity of the model to different hyperparameters we
had to perform a hyperparameter grid search [25]] to decide optimal values for batch size,
H, L2 regularization weight decay, dropout [41]], and learning rate. The specifics of the
grid search are discussed in Appendix We will now summarize hyperparameters
and other essential components of model training

* Optimizer: AdamW [27]]
— Learning Rate: 1le —4
— L2 regularization weight decay: 1e —2
» Batch Size: 128
* Dropout: 0.1
* H: 30

* Learning Rate Scheduler: Reduce Learning Rate on Plateau (ReduceLROn-
Plateau). After certain number of patience epochs, reduce the learning rate by a
factor if validation loss stagnates.

— Scheduler Patience: 75
— Scheduler Factor: 0.9
* Teacher Forcing:
— # Future steps predicted (t): 10
— Teacher forcing patience (p): 75

— Teacher forcing conditions (y): If percentage change in validation loss
over the last p epochs is less than 5%

* Loss function: We will use loss function summarized in Equation 3.9
— Gradient Penalty Scaling (A): 1le —2

— w: zeroth-order components have weight of 1.0, first order components
have weight of 2.0, and second order components have weight of 5.0.

* Activation: ReLU
* Model Initialization: Xavier Glorot Initialization [11]]

With these hyperparameters in mind, we will now discuss the results obtained. The
vertical red lines in the plots in Figures [5.3] [5.4] and [5.5|represent an increment in steps.
First, we will discuss Figures[5.3]and [5.4] Over 1000 epochs, the state-prediction error
(Equation between training, validation, and test sets follows a downward trend.
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Figure 5.3: Train vs test state prediction error (Equation over 1000 epochs using
transformer model. The vertical red lines represent an increment in the number of steps
predicted.
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Figure 5.4: Train vs validation state prediction error (Equation over 1000 epochs
using transformer model. The vertical red lines represent an increment in the number of
steps predicted.

Furthermore, after 1000 epochs, we achieve a state prediction training loss of 0.0018,
state prediction validation loss of 0.0016, and state prediction test loss of 0.0013. We
achieve the state-prediction errors mentioned above after predicting 10 states in the
future. Based on the plot, the first increment takes the largest number of epochs. After
which, the learning task is relatively simpler (it does not take as many epochs). Lastly,
we have included a separate train and test state-prediction loss for each step in the future

in Appendix[A.2]

In the case of Figure[5.5] we are visualizing the loss function in Equation[3.9] In Figure
@ we notice that for 1000 epochs, the curve is on a downward trend. This is indicative
of the Lipschitz constant and state prediction loss of the model decreasing as training
continues. After 1000 epochs, we achieve a training loss (as per Equation [3.9) of 0.023.
We have not plotted gradients for validation or test sets, as there are no gradients during
inference.

From these results, we have shown that the transformer-based model can learn the
underlying dynamics of Cassie.
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Figure 5.5: Train loss with gradient penalty as in Equation over 1000 epochs using
transformer model. The vertical red lines represent an increment in the number of steps
predicted.

5.2 Planner

In this section of the experiments, we will discuss the results associated with the joint-
level planner for Cassie. As mentioned earlier, the optimization process for the action
sequences 1s done using the model trained in the previous section.

Here, we will look into the reward plots (reward from the simulator after executing action
a; at time ¢) over time for the planners. Through the reward plot, we can visualize the
planner’s performance (from reward values) and ability to sustain continued locomotion.
First, we will discuss some initial results obtained using the sampling-based planner
CEM. Through this, we hope to motivate the need for a gradient-based planner. Later,
we will discuss the results associated with the Gradient-CEM planner mentioned in
Algorithm 2] Lastly, we will go over the results from model retraining and how it helps
improve the planner’s performance.

5.21 CEM

In this experiment, we start Cassie at an initial state so € R* in Mujoco. This initial
state will be common across all experiments in this subsection. However, several
other hyperparameters are affecting the performance of the CEM planner. Firstly,
using the identity matrix as the initial covariance matrix could prove detrimental to
the performance of our planner because the values in an action vector are in the range
[—0.5,0.5]. Hence, using a variance of 1 per dimension of the action vector will result
in abnormally high values in the action samples. We will have to tune the diagonal of
the covariance matrix for all 10 dimensions. Since CEM is a zeroth-order planner, the
number of initial samples and elite samples will play an important role in the planner’s
performance.

After tuning the hyperparameters based on the cumulative reward over an episode, we
finalized the following hyperparameters for our planner.

* Number of steps in the future planned for (7): 10

e Number of elites (K): 50
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Figure 5.6: Reward obtained after executing optimal action from CEM planning starting
from sg in Mujoco. The rewards are not logged once the robot falls.

* Number of samples (I): 1000
* CEM Iterations (C): 10
* diag(X) =[0.01,0.02,0.01,0.05,0.01,0.03,0.02,0.04,0.01,0.01]

Upon using the CEM planner for these iterations, we received the reward curve in
Figure [5.6] We stop recording the rewards once the robot falls because the goal is to
sustain locomotion in Cassie without falling. From the plot, we notice that for the
first 80 timesteps (equivalent to 10 seconds of walking in real-time), the CEM planner
walks with a relatively high reward. After that point, there is a drastic reduction in the
reward. Eventually, at r = 101, the robot falls. We believe this is because of the large
dimensionality of the action. As noted in [3], a large dimensionality of the action space
can require numerous samples and multiple CEM iterations. Unfortunately, this might
not be possible with the computational resources at hand.

5.2.2 Gradient-CEM Planner

Given the failure modes of the zeroth-order planner, a gradient-based planner, to a certain
extent, might be able to resolve those problems. Specifically, we used the Gradient-
CEM planner described in Algorithm[2] As a start state, we used the same initial state
so as in previous experiments. However, using a gradient-based planner introduces
multiple hyperparameters in addition to the ones used in the previous experiment
(which will remain the same). In this experiment, we will be using the following set of
hyperparameters

* Number of Gradient Iterations (G): 7
* Optimizer: Stochastic Gradient Descent (SGD)

— Learning rate: 7¢ —2
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Figure 5.7: Reward obtained after executing optimal action from Gradient-CEM planning
starting from sg in Mujoco. The rewards are not logged once the robot falls.

— Momentum: 0.8

Using these hyperparameters, we will now update the elite actions using the gradient of
the negative reward 7 times every CEM iteration.

With these parameters, we let the Gradient-CEM planner execute optimal actions in a
simulator. As a result, we obtain the reward curve in Figure As in the previous
experiment, the rewards are not logged after the robot falls. Unlike sampling-based
planning, we notice an improvement in the number of high-reward steps executed by
the planner and the number of timesteps before the robot falls (126). However, this is
still not promising as the model inaccuracies accumulate, which ultimately causes the
robot to fall.

To avoid this issue, we used model retraining via DAgger to effectively retrain the
model and allow locomotion without falling for a longer time.

5.2.3 Gradient-CEM with DAgger

To retrain the model, we devised a variant of DAgger [37], which can be used in a
model-based setting. The retraining method has been summarized in Algorithm
In this experiment, we will use DAgger in conjunction with Gradient-CEM, as this
planner has empirically proven to be more promising than CEM. This introduces two
additional hyperparameters, ¢ and M. Since we have access to the Mujoco simulator,
we can determine ¢ through experimentation. As defined before, ¢ is length of action
sequence for completing two steps in Mujoco. Also, M, is the number of state-action
transitions we plan on aggregating at every iteration of model retraining. Furthermore,
we will choose M such that it is on a similar scale as the dataset used in the initial model
learning pipeline. The hyperparameters used for model retraining using DAgger are,

. 0:27
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Figure 5.8: Reward obtained after executing optimal action from Graident-CEM planning
starting from sq in Mujoco using model retrained twice with DAgger. The rewards are not
logged once the robot falls.

e M: 100000

Once we obtain M data points, we will retrain the model by splitting the data into train
test and validation sets. We use the validation step for teacher forcing and the test set for
understanding our out-of-sample performance. They are divided in a 60 — 20 — 20 ratio.
Once the dataset is ready, we will retrain the model using similar training strategies.
Given the computational resources, and the time involved in training a large model
on such a large dataset, we have limited the model to just two retrain iterations. The
model’s performance after retraining was similar to the results obtained in the model
learning section. We will now re-evaluate Gradient-CEM using the retrained model.

Starting from sp in Mujoco, we will now use Gradient-CEM as a controller with a
model which has been retrained twice with DAgger. We obtain the reward curve
in Figure [5.8] As in the previous experiment, the rewards are not logged after the
robot falls. In the reward curve in Figure [5.8] there is a drastic improvement in the
controller’s performance. To that end, our agent can sustain walking for approximately
155 timesteps. Despite falling after that, we believe that upon retraining the model
numerous times, we will be able to achieve significantly better performance through
DAgger and Gradient-CEM.



Chapter 6

Conclusions and Future Work

In this chapter, first, we will critically examine the experimental results we obtained
from model learning, joint-level controller, and the model retraining process. Then, we
will discuss some methods we could potentially use to improve upon them.

6.1 Model Learning

We have effectively shown how an encoder-decoder-based transformer model can be
used to approximate the dynamics of a bipedal robot. Furthermore, we used robust and
stable training strategies like teacher forcing to help predict T steps in the future. All
our claims about the model’s performance were supported by evidence in the form of
learning curves during training.

Despite these results, we believe there are certain shortcomings in our approach which
have to be addressed. These include,

* Our model does not use additional features when predicting the next state of the
robot. Incorporating more robust physical features in the input to the transformer
could result in more robust attention weights during self-attention and improve
the model’s accuracy.

* To better understand the model’s prediction accuracy, we could visualize the
model’s state predictions in the Mujoco simulator.

Regarding using more features in the model, we could use contact forces and positions.
A contact force is the magnitude of force applied on a surface along each dimension
when the robot’s foot is in contact with a rigid surface. Likewise, a contact position is the
3D coordinates of the bipedal robot’s foot when it is in contact with the environment’s
surface. In Figure when executing a robotic gait without falling, a bipedal robot’s
contact forces follow a discernible pattern. We believe that these patterns could be
encoded into the state information like in [19] where the authors use a CNN-based
autoencoder to learn an encoding of raw data like contact information which is only
available in the simulation. Incorporating an encoding of contact information in the
state-action vector could help improve the transformer’s predictions.

38
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Figure 6.1: Contact forces along the 3 axes on left leg obtained from a robust model-free
controller T which can walk over an extended period of time without falling

On the other hand, we did attempt to visualize predicted states in Mujoco. Unfortunately,
however, we realized that this would involve significantly modifying the back end of
Cassie’s Mujoco simulator.

6.2 Joint-level Planner and Model Retraining

In the results section related to the planner, we observed how gradient-based planning
combined with effective model retraining methods like DAgger could lead to significant
improvements in the performance of a model-based controller compared to zeroth-order
planners. While these results are encouraging, we are yet to see if we can use our model-
based controller in the context of bipedal locomotion over an extended period. One of
the main issues of our planner is the amount of time it takes to collect a sufficient amount
of data and retrain the model using that data. While DAgger does help in improving the
controller, we were able to retrain the model twice with the computational resources at
hand. As the number of retraining attempts increases, we would retrain the model on a
larger dataset, which we believe will take a long time.

We believe that we could potentially reduce the data used for training without affecting
the model’s performance. Currently, in Algorithm[3] we collect M transitions n = 1 to
0 times and use all ?); datasets where i < n. Instead, as n increases, we could decay
the data points we used from the earlier retraining iterations since we have already
trained the model on them. For instance, if n = 3, we could use | D3| (whole dataset)
points from D3, B - |D»| points from 2, and B - | Dy | points from D; where B € R and
0<B<I.

Another issue with our controller is the time it takes to determine the optimal action to
execute given the current state s;. Despite reducing the number of gradient computations
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in Algorithm [2|compared to other first-order planners, using a deep model like a trans-
former could be a bottleneck when computing reward gradients. Unfortunately, using a
controller which takes a long time to determine an optimal action can be problematic in
an online setting. We could circumvent this by parallelizing the optimization process of
the rewards by using batch optimization.

Lastly, another unexplored avenue in this thesis is whether we get similar results across
different gaits. In our experiments, we have primarily explored walking in Cassie.
However, we could experiment with other gaits like trotting or hopping in different
bipedal robots.

Despite these shortcomings, our current approach does pave the path for effectively
using model-based reinforcement learning methods to control bipedal robots.
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Appendix A

In this appendix, we will go over two important results which we discussed briefly in
the experimental results section. First, we will go over the grid search results we used
to choose a subset of the hyperparameters for our model performance. Later, we will
provide more detailed results and learning curves in the context of model learning using
a transformer model.

A.1 Hyperparameter Grid search

As mentioned in the experimental results section, we tuned the following hyperparame-
ters using a grid search

 Batch size during model training

* The length of the input sequence to the transformer (H)
* Dropout probability in both models

* Optimizer learning rate

* Optimizer weight decay

In a grid search, we choose a set a possible values for each hyperparameter we wish to
tune and determine which of these values will lead to best performance of the model. We
decided to perform grid search on only these hyperparameters because of the additional
time taken in introducing new variables to the search space. Hence, in the interest of
time, we decided to confine our search to a limited set of hyperparameters.

In order to empirically measure the quality of the chosen hyperparameters, we evaluated
the performance of the model on a validation set. For our grid search run, we choose
the following set of values

e Batch Size: [64, 128, 256]
H: [30, 40, 50]

* Optimizer learning rate: [le-3, le-4, le-5]
* Dropout probability: [0.1, 0.2, 0.3]
* Optimizer weight decay: [le-3, le-2, le-1]
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To efficiently perform the hyperparameter grid search, we made use of the weights and
bases platform [4]. After performing grid search on these values we decided to use the
following hyperparameter values to train our model

* Batch Size: 128

* H: 30

 Dropout probability: 0.1

* Optimizer learning rate: le-4

* Optimizer weight decay: le-2

A.2 Step-wise prediction

In this section of the appendix, we will be providing more verbose results for the
multi-step prediction by the transformer model. As mentioned earlier, we have trained
the model to predict numerous steps in the future with the help of the teacher forcing
training strategy.

First, we will go over the step-wise performance in the training set. The results have
been summarized in Figure [A.1] If we are considering the line plot labelled Train step i
loss, it is equivalent to the loss in equation (with gradient penalty) except we will be
predicting states until the ith step. As a part of our teacher forcing strategy, we cannot
predict the next step until certain conditions are met. As a result, we note that i = 1
lineplot starts from epoch 0 because we initially predict only one step in the future.
Likewise, we start predicting the second step after approximately 375 epochs. The loss
increases as the number of steps increase because of the accumulation of errors from
the previous steps.

We also notice after an increment in the number of predicted steps, other remaining
plots experience a surge in the loss. Despite this, the model is able to effectively learn
to predict multiple steps in the future in the training set.

We will now look at validation performance summarized in Figure [A.2] with the loss
function in Equation The loss mean the same as they did in training scenario.
However, in the validation loss the learning curve’s trajectory is not the same as it was
with the training loss. Despite that, the state prediction is as low as ~ 0.01 for upto 10
steps in the future on an unseen dataset.
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Step-wise train Loss vs epoch
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Figure A.1: Training set state prediction loss (Equation [3.9) when predicting multiple
steps in the future using a transformer model. Each line plot represents the loss in
predicting states upto the ith step.
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Figure A.2: Validation set state prediction loss (Equation when predicting multiple
steps in the future using a transformer model. Each line plot represents the loss in
predicting states upto the ith step.
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A.3 State Initialization

In our experiments, we refer s¢ as the initial state of our agent. This can be given by,

Pelvis Height: 0.80524
Pelvis Orientation (quaternion): [1.0, 0.0,0.0,0.0]

Actuated Joint positions: [4.4792e-03, 0.0, 4.9730e-01,-1.1997,-1.596,-4.4792e-
03,0.0, 4.9730e-01,-1.1997,-1.5968]

Pelvis Translational Velocity: [-3.4741e-08, 9.9165e-15, 4.0239¢-04]
Pelvis Rotational Velocity: [0.0,0.0,0.0]

Actuated Joint Velocities: [0.0, 0.0,0.0,0.0,0.0, 0.0,0.0,0.0,0.0, 0.0]

Pelvis Translational Acceleration: [-7.8386e-02, 1.9637e-05, -9.8094e+00]

Unactuatoed Joint Positions: [0.0, 1.4267e+00, -1.5961e+00, 0.0, 1.4267e+00,
-1.5961e+00]

Unactuated Joint Velocities: [0.0, 0.0, 0.0, 0.0, 0.0, 0.0]
Simulator Level velocity: 5.0900e-02
Clock Phase: [-1.1609e-01, -9.9324e-01]
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