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Abstract
Rumour detection, particularly on social media, has gained significant popularity in
recent years. This is due to the disastrous effects rumours have had on society when
allowed to propagate virally. As such, the machine learning community has made
significant contributions in investigating automatic methods to detect rumours on such
platforms. However, these state-of-the-art models are often deployed by social media
companies; ordinary end-users cannot leverage the solutions in the literature for their
own rumour detection.

To address this issue, this dissertation puts forward a novel browser extension that
is capable of performing rumour detection on Twitter. In addition to classifying the
rumour status of every tweet, we enhance the user’s experience through providing
news articles that are semantically related to the tweet. Initial results from a user study
confirm that this browser extension provides benefit to users in identifying rumours on
Twitter. Additionally, we examine the performance of our browser extension, and the
associated rumour detection model, on out-of-distribution (OOD) and imperfect data.
Our experiments show that the rumour detection model’s state-of-the-art performance
decays dramatically if it is evaluated on OOD, or if it is unable to represent the textual
content of the tweets in a tweet cascade sufficiently. To this end, additional infrastructure
for the browser extension is required to ensure its usability when deployed as a live
service for Twitter users at large.
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Chapter 1

Introduction

1.1 Motivation for misinformation detection on social
media

Since the birth of the Internet, our daily interactions were forever transformed. Amongst
the trove of benefits, one of the most influential effects is that we are now able to share
and consume information at an unprecedented rate. This is particularly visible if we
focus on journalism and media at large. Previously, newspaper companies and similar
organisations (e.g. universities, governments) were solely responsible for producing
news-related content and informing society. Generally speaking 1, one could regard
information shared by the aforementioned entities as true. The produced content was
vetted through journalistic and/or academic peer-review processes. Furthermore, the
organisation publishing said content had a vested interest in sharing ”true news/infor-
mation”: their reputation depended on it. This paradigm still exists today. However,
with the introduction of the Internet, this blanket assumption no longer holds true.

This is due to the advent of social media, which are defined as ”Internet-based channels
that allow users to opportunistically interact and selectively self-present, either in
real-time or asynchronously, with both broad and narrow audiences who derive value
from user-generated content and the perception of interaction with others.” [7]. These
technologies, most notably, have democratised content-sharing [2]. The traditional
barriers of participating in the media have been removed. To produce content, one
only needs to have an account on a particular social media platform (e.g. Twitter)
and an Internet connection. As such, any individual is able to share news of any kind,
regardless of the veracity and the intention, on a global platform instantaneously. This
democratisation has brought many benefits when related to news-sharing. Particularly,
individuals who are involved with a newsworthy event are able to share information as it
happens in real-time. This allows news to propagate faster, with the intention of inform-
ing the wider public and inciting action from the relevant stakeholders. Furthermore,
news-consumers benefit from having news published on social media. Instead of having
to read through various articles, they are now able to receive updates of breaking news

1We do not attempt to make a comment on news/information that was motivated by a political agenda.

1



Chapter 1. Introduction 2

through their social media feeds and via push notifications. This effect is heightened by
the fact that news organisations provide users with personalised content suggestions
based on personal interests.

However, with this lower barrier of entry to news-content production, the overall quality
of information on social media as a whole has degraded [48]. Users of social media
could inadvertently share misinformation, or malicious actors could deliberately publish
falsehoods [25]. This has led to very damaging consequences for society in the past.
Sharma et al. [46] have provided examples of these effects in the financial, political and
social domains. When sharing misinformation, we achieve the opposite effect to what
was intended with sharing news content on social media: the public is misinformed
rather than informed. The condition is further exacerbated by the fact that humans
are more likely to share information that is false [52]. Furthermore, researchers have
found that users who regularly interact with claims that are unverified are more likely
to interact with claims that are intentionally false. [4]. To this end, it is crucial that
automatic detection systems are designed to identify misinformation, as humans alone
cannot cope with the velocity and volume of information being shared on social media
platforms [14].

1.2 Application domain

This work will focus on developing a client-side rumour detection system for breaking
news on Twitter. Particularly, this will take the form of a browser extension on Google
Chrome. The reasons behind this decision are threefold. Firstly, we focus our attention
on Twitter as a specific social media platform. This social media platform, often coined
as a microblogging service, has features that allow it to be treated as a news-source in
its own right when compared to other social media sites. [35]. This idea is substantiated
by a study conducted by Rosentiel et al. [42] that shows that 86% of users in their study
use Twitter to keep up-to-date with the news, with 40% of users using the platform to
be notified about breaking news. As such, Twitter stands out as the most interesting
social media platform for our investigation as it is typically used for the interaction with
various news media [8, 20].

Secondly, we focus on the problem of rumour detection in breaking news. The transition
away from misinformation detection is natural as rumour detection is a subdiscipline.
Referring specifically to breaking news, rumours are particularly pertinent due to the
lack of manual verification of claims made in real-time. The information surrounding
a breaking news event can be thought of as a rumour due to the fact that during this
period, the truth value of the reported content is unknown. It is only post factum
that the truths and falsehoods are explicitly defined. This idea is illustrated when
examining the ”Pizzagate” scandal. The conspiracy theory was only debunked (truth
values were assigned to the claims) after the rumour had virally propagated on social
media [46, 53]. Additionally, rumour detection is a less-visited area of research from a
practical point-of-view, which provides the basis of the work that we propose in this
dissertation.

Thirdly, we intend to create a client-side application in the form of a browser extension.
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When examining misinformation detection practically, it is often social media com-
panies, who manage the platforms that we refer to in this paper, that implement their
own misinformation detection and fact-checking systems [43, 25]. However, the issue
with this is that these technologies are server-side [22]. As such, content-consumers do
not have access to the service directly. This takes away the autonomy of an individual
who wishes to perform rumour detection for themselves, for example. In creating this
application, we address this issue, allowing users to have access to an open-source
rumour detection system that leverages the advancements made in state-of-the-art re-
search. This addresses the challenges mentioned by Fernandez et al. [14]. Extending
the rumour detection capabilities of the extension, it will also provide news articles that
are relevant to the tweet in question. News articles are a typical resource that one would
use to determine the status of a rumour. This addition enhances the experience for the
user, informing them of the context in which the tweet occurs.

1.3 Research Aims

This project will attempt to answer the following three research questions (RQ):

RQ.1: Can we create a browser extension that is able to detect rumours on Twitter and
enhance this experience with a related news feed?

RQ.2: Does the browser extension help humans detect rumours more effectively?

RQ.3: How does the rumour detection model, and the browser extension more generally,
perform on out-of-distribution (OOD) and imperfect data?

1.4 Contributions

The major contributions of this project are as follows:

1. The full infrastructure for a rumour detection browser extension on Twitter and
the deployment of these services using Google Cloud Platform and the Google
Chrome store 2.

2. Created the infrastructure surrounding the browser extension in such a way that it
can be ported easily to a different application domain.

3. A critical evaluation of the browser extension as tool, in the form of a user study,
where users were asked to perform a series of rumour detection tasks on Twitter.

4. Analyse the performance of a state-of-the-art rumour detection model on out-of-
distribution and imperfect data, which are pertinent to the successful deployment
and functioning of the browser extension.

2We make the source code of this entire dissertation publicly available on GitHub: https://github.
com/maddox-j/rumour_detection_in_the_wild

https://github.com/maddox-j/rumour_detection_in_the_wild
https://github.com/maddox-j/rumour_detection_in_the_wild


Chapter 2

Background and Related Work

In this chapter, we outline some definitions that are necessary to understand this dis-
sertation in section 2.1. We provide an overview over the techniques used in the field
of rumour detection, from seminal papers to state-of-the-art in section 2.2. Finally, we
examine any related browser extensions or web applications that have been put forward
thus far in section 2.3. These will serve to motivate the contribution of a novel rumour
detection extension for Twitter, and the benefit it would bring to users as it utilises the
predictive performance of the state-of-the-art solutions.

2.1 Defining Key Terms

The use of the word misinformation has become oversaturated with its rampant use on
social media. Consequently, many such related terms used in the literature, and in the
news, have been treated as synonyms and used interchangeably when, in fact, they have
distinct definitions. It will thus be of great importance to define each of the terms used
in this dissertation. We will lean on much of the work outlined in [55] to create a formal
understanding for the reader.

As put forward by Wu et al., misinformation is normally used an umbrella term to
encompass related topics such as: disinformation, fake news and rumours [55]. It has a
convenient definition capable of encapsulating any other derived or similar definitions.
Formally, and in this work, misinformation is known as:

Definition 2.1.1. [Misinformation] Any false or inaccurate information, albeit spread
unintentionally [55].

A rumour is a subcategory of misinformation. Formally, a rumour is:

Definition 2.1.2 (Rumour). Any piece of information that propagates whose veracity is
unverified at that instance in time [37, 48, 11].

Contrastingly, we can define a non-rumour to be:

Definition 2.1.3 (Non-rumour). Any piece of information that propagates whose verac-
ity is known at that instance in time.

4



Chapter 2. Background and Related Work 5

From these definitions, we could think of a non-rumour as a claim that is typically
well-known and non-controversial (e.g. the grass is green.). Furthermore, we notice that
in accordance with the definitions of 2.1.1 and 2.1.2, a rumour could eventually become
a true or false claim once there has been enough information to assign it a veracity tag
(truth label). Within this context, a rumour could fall into one of three categories:

Definition 2.1.4 (True rumour). A claim, that was initially a rumour, whose information
is found to be truthful after fact-checking.

Definition 2.1.5 (False rumour). A claim, that was initially a rumour, whose information
is found to be false after fact-checking.

Definition 2.1.6 (Unverified rumour). A rumour whose truth value has not yet been
determined.

Since we are considering rumour detection on Twitter in this work, we define rumour
detection as follows:

Definition 2.1.7 (Rumour detection). A task whereby we wish to determine whether
the claim made by a particular tweet is a rumour or not. If the claim is a rumour, we
additionally wish to determine the veracity tag of said tweet.

2.2 Related Work - Rumour Detection

As discussed in section 1, there has been a severe uptake in public interest to tackle
misinformation, and more specifically rumour detection. Broadly speaking, there have
been two distinct solutions proposed, each of which will be described below.

2.2.1 Manual solutions

Traditionally, the task for solving rumour detection was done by humans. An annotator
would analyse each example of a potential rumour, manually assigning it to the relevant
class. This paradigm is often seen with many independent rumour-debunking websites
such as Snopes1 and PolitiFact2. This is effective (the human annotators are generally
quite accurate) and suitable on a relatively small scale. However, there are two major
flaws when one extends this solution to a social media website such as Twitter [46] [59].

1. To classify any instance, an individual requires a large amount of time to gather
supporting evidence to motivate their decision. This criterion renders manual
approaches inutile when tackling the volume and velocity of misinformation on
social media [14], particularly Twitter. This issue is especially pertinent when
we consider that misinformation spreads much faster, and deeper, than true news
[52]. Therefore, proposing a timeous solution is of utmost importance.

2. In addition to the above, individuals have to have, generally, some level of
proficiency in the subject domain that they are verifying. This makes it difficult

1https://www.snopes.com/
2https://www.politifact.com/

https://www.snopes.com/
https://www.politifact.com/


Chapter 2. Background and Related Work 6

for manual rumour-debunking services to recruit a sufficient number of individuals
to cope with the scale of misinformation detection.

As such, while manual solutions are effective on the level of individual claims, this
solution does not scale to tackle misinformation in social media. As such, automatic
rumour detection solutions prove more valuable.

2.2.2 Automatic solutions

Automatic rumour detection systems leverage the use of machine learning (ML) and
natural language processing (NLP) to tackle the volume and velocity typically seen
with misinformation detection on social media [14]. Models exploit different aspects
of the problem in order to create performant classifiers. Examples of these include:
extracting informative features based on content, analysing the propagation patterns of
misinformation on social networks or modelling the reaction cascade to a particular
post. However, these models can be split into two further categories: traditional ML or
deep learning.

2.2.2.1 Traditional ML methods

In this section, we will use traditional ML methods to encompass those that involve
some sort of feature engineering. This is unlike deep learning methods that are able to
learn informative features automatically.

Seminal papers in the domain of rumour detection on Twitter focussed on engineering
informative features for the task [37, 8, 57]. These features typically fell into the
following categories: i) content-based - features based on the rumoured tweet itself,
ii) user-based - features based on the user who posted the rumour, iii) topic-based -
aggregate statistics computed based on the previous two feature sets and iv) propagation-
based - features created based on the propagation graph of the rumour. Certain papers
calculated features that were specific to the microblog platform that they were analysing
[37, 57]. These features are then fed into traditional, ”simple” classifiers, such as
decision trees or log-linear models. These seminal papers motivated the use of automatic
rumour detection techniques that were to follow as they achieved encouraging results.
Additionally, whilst these approaches were state-of-the-art for their time, deep learning
approaches have been shown to be far superior, as we will show in section 2.2.2.2.

Following this work, researchers began to refocus their attention, in this rumour detec-
tion task, on temporal features. Kwon et al. showed that that temporal features, ones
that can describe the periodic bursts that are typical to rumours, are highly predictive of
rumours [24]. With temporal features, models are able to capture how rumours change
over time, rather than viewing them as single, static events [31]. Applying these new
features to traditional classifiers such as random forests and support vector machines
(SVM), the authors showed that their work outperformed the state-of-the-art techniques
at the time. This opened a new method of identifying rumours, especially since temporal
features are easier to calculate than structural or linguistic features [24].

These features gave rise to a paradigm known as early rumour detection. Detecting
rumours early, before they have had a chance to propagate virally, is imperative; this
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will mitigate, to an extent, the disastrous consequences outlined in section 1 [23, 31].
As such, rumour detection needs to be conducted without access to the features that are
meaningful only once the rumour has circulated for a while [59]. The work of Kwon et
al. showed that certain handcrafted features that had been used in the literature up to that
point are more informative at different time steps of the rumour’s propagation [23]. For
example, participants that express doubt towards a particular tweet in the first few days
of circulation are an early marker of whether the tweet should be considered a rumour.
Ma et al. applied time series modelling to the rumour detection ask to leverage the
information gained from the social context of the tweet [31]. This gave rise to another
temporal approach which is similar to Kwon et al. [24]. Ma et al. showed that a model
using these time-series-based features is able to preform well in the early detection
of rumours. Similarly, Wu et al. focused on the temporal nature of the problem by
modelling the message propagation pattern as a tree 3 [54]. Their results showed that
models that make use of these novel features are able to outperform state-of-the-art
baselines, and preform early detection of rumours. Models based on these tree-like
structures will be seen later in the deep learning approaches in section 2.2.2.2 due to
their predictive performance.

The work of Zubiaga et al. highlighted the transition from traditional ML to deep
learning (DL) applied specifically to rumour detection on Twitter [60]. Apart from
using hand-crafted content-based and social-based features, their model employed a
word2vec representation of the words in the tweet they wanted to classify. Zubiaga et al.
coupled this approach with a conditional random field algorithm (CRF), a sequential
classifier. This can again be thought of interpreting the rumour detection task temporally.
This algorithm exploits the sequential nature of a tweet by representing it along with
a collection of related tweets that have preceded it [60]. Using a sequential classifier
proved to outperform traditional, non-sequential baselines in their paper. This would
inspire a move to sequential neural network approaches seen in section 2.2.2.2.

The major collective flaw of these models is the feature engineering: the process is
detail-specific, it can introduce biases and is incredibly laborious, as pointed out in
[5, 30]. As such, state-of-the-art solutions turn to deep learning for the automatic feature
representations, increased model complexity and subsequent increase in performance
for rumour detection.

2.2.2.2 Deep learning approaches

One of the first applications of deep learning to rumour detection was seen in Ma et
al.’s work with recurrent neural networks (RNNs) [30]. This paper leveraged the fact
that text streams on social media, in this case Twitter, can be expressed as a time series
[31, 24]. As such, an RNN is able to make use of the temporal signals that are typical of
rumour propagation. This is a similar to the sequential approach taken by the traditional
ML methods seen in section 2.2.2.1. On a rumour detection dataset for Twitter, their
most performant RNN with two layers comprised of gated recurrent units (GRUs)
achieved an accuracy of 88.1%. This model outperformed an SVM based on time-series
structures which achieved 80.8% accuracy. This shows that DL approaches are much

3The paper experimented on Sina Weibo, a Chinese microblogging platform similar to Twitter.
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more performant than traditional machine learning approaches that were state-of-the-art
at the time.

Building on the success of this paper, Ma et al. proposed a recursive neural net-
work (RvNN) [33]. Unlike RNNs, RvNNs are able to embed both content-based and
propagation-based information due to their tree-like structure, as seen in [54]. The
authors posited that the propagation-based information is important to rumour detection
as the types of responses a tweet receives may be indicative of whether the tweet is a
rumour or not. For example, repliers will tend to disagree with a tweet that supports a
false claim, or denies a true claim, and vice versa [33]. Similar evidence was observed
in the work by Kwon et al. [23]. Ma et al. showed that their RvNN model is able to
outperform all baselines, including their previously developed RNN with two layers of
GRUs [33]. Following the success of the ”Attention is all you need” paper [51], Ma
et al. reimplemented their RvNN in [33] with an attention mechanism [29]. Instead
of treating each post equally in the top-down or bottom-up composition of the tweet,
the attention mechanism is able to place greater emphasis on posts that are more infor-
mative. Unsurprisingly, the revision found that with the addition of a global attention
mechanism, the RvNN is able to outperform all other baselines [29].

Building on this approach, Bian et al. proposed a bidirectional graph convolutional
network (BiGCN)4. Not only is the BiGCN able to model the propagation properties of
a rumour, as a RvNN does [29, 33], it is also able to model the dispersion properties
[5]. The authors posited that these two aspects are crucial when attempting to model
rumours. Bian et al. showed that their novel model is able to outperform previous state-
of-the-art baselines, including those mentioned in this background, with an accuracy of
88.6% and 88.0% on the Twitter15 and Twitter16 datasets respectively. Additionally,
this trend was confirmed with results on the early detection task.

2.3 Related Work - Browser Extensions

Gupta et al. were one of the first to create a practical system for tweet credibility
(rumour detection) [8, 16]. The paper introduced TweetCred, a browser extension for
Google Chrome, that is able to assign a credibility score for each tweet on a user’s
feed. The credibility score was calculated on an SVM-rank model using 45 handcrafted
features. The extension’s efficacy was judged on two axes: latency and credibility
agreement with users. For latency, the credibility score was provided in less than six
seconds for 84% of users, while only 43% of users agree with the credibility score
provided [16]. There are two main flaws with this solution. Firstly, the last time that the
extension had been maintained was in 2015 5. As such, the extension is out-of-date and
does not leverage the latest state-of-the-art in rumour detection. Secondly, the extension
does not provide relevant articles for each tweet, which would improve the rumour
detection experience for the user. Our novel contribution will address both of these
issues.

Popular web applications in the realm of rumour detection include those that are

4This paper will be further explained in section 3
5https://chrome.google.com/webstore/detail/tweetcred/fbokljinlogeihdnkikeeneiankdgikg

https://chrome.google.com/webstore/detail/tweetcred/fbokljinlogeihdnkikeeneiankdgikg
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able to monitor and visualise the propagation of rumours on social media [45, 34,
40]. These platforms are often built to help researchers understand how rumours
propagate on social media, and to help journalists detect which rumours are worthy of
reporting. The browser extension we create does not tackle the visualisation of rumour
propagation. Our work focuses on providing rumour detection capabilities for users,
and not journalists. In this light, we wish to detect rumours on the level of individual
tweets, and not at a global event level. Secondly, in the case of the RumourLens
application put forward in [40], their rumour detection algorithm is impoverished. The
technique they employ involves searching for expressions that are commonly used in
controversial claims to identify rumours [40]. Instead, the browser extension in this
paper will employ state-of-the-art rumour detection algorithms based on deep learning
as explored in section 2.2.2.2.

Thilakarathna et al. created a browser extension for Twitter, called Veritas, that is able to
detect fake news on the social media platform [50]. Like our work, the researchers use
a centralised server architecture to provide fake news detection for tweets. Furthermore,
Thilakarathna et al. used an ensemble method that combined two fake news detection
models: one based on tweet content and another based on tweet context [50]. Most
notably, their architecture involves a model trainer pipeline to ensure that their neural
models are constantly up-to-date. Apart from not focusing on rumour detection, this
work has a significant flaw. The machine learning methods they have chosen seem to be
arbitrary; they do not use the state-of-the-art models in fake news detection specifically.
Our work is an improvement in this regard as we directly leverage work from the rumour
detection literature.

The work of Kydd et al. explored a very similar tool to the one we propose [25].
The researchers created a machine-learning-powered browser extension focusing on
clickbait detection. Similar to our work, Kydd et al. [25] made use of automatic
detection solutions using a DL model. Furthermore, the researchers deployed this
service to users via a browser extension that provides warning labels. However, the
paper specifically focused on informing users of potential clickbait articles, unlike this
dissertation which will focus on rumours. Secondly, the architecture that we use to
deliver the rumour detection model’s results is different. Kydd et al. [25] made use of a
Native Manifest, which would allow a web browser to interface with a local application
that housed their predictive model written in TensorFlow. Instead, we make use of a
centralised web server, which will be explored further in section 4.3.

2.4 Background for the Browser Extension

2.4.1 Twitter API

The Twitter Developer API 6 is a platform that allows developers to have direct access to
Twitter’s platform, and associated data. This access is intended to facilitate the creation
of new tools, as is the case of our Twitter rumour detection extension. To use the Twitter
API, developers need to create a developer account. Then, the developers will create

6https://developer.twitter.com/en/docs/platform-overview

https://developer.twitter.com/en/docs/platform-overview
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a project and app which allows them to generate secret keys and tokens. These will
be used to authenticate all requests to the Twitter API server. Particularly, our browser
extension makes use of the API endpoints seen below. These endpoints will allow for
all the necessary data to be retrieved from the Twitter API to perform rumour detection
on unseen tweets successfully.

Tweets lookup returns information regarding a requested tweet ID. This is achieved
through specifying the particular ID in the query of the URL 7 seen below:

https://api.twitter.com/2/tweets?ids=<id>

Search tweets returns the direct replies, and the replies of replies, linked to a given tweet
ID. Specifically, these are tweets that are made in the last seven days. The particular ID
is specified as the conversation id parameter in the URL. Additionally, we are able to
specify optional query parameters. Two parameters that will be of particular importance
are until id and max results. The former allows us to specify that we wish to receive
tweets that are older than the given until id, whilst the latter, a number between 10 and
100, allows us to specify the number of results to be returned by the server. Furthermore,
this API endpoint has a rate limit of 450 requests per 15-minute window 8. The URL is
seen below:

https://api.twitter.com/2/tweets/search/recent?query=
conversation_id:<conversation_id>&until_id=<until_id>&
max_results=<limit>

Quote tweets returns the quote tweets and retweets to a given tweet ID, which is
specified by the tweet id parameter. As with the search tweets endpoint, we are able to
specify additional optimal parameters. Two that will be of particular importance for
this dissertation will be max results and pagination token. The former’s function is the
same as in search tweets, whilst the pagination token allows us to move through pages
of results indexed by the server. Furthermore, this API endpoint has a rate limit of 75
requests in a 15-minute window9. The URL is seen below:

https://api.twitter.com/2/tweets/<tweet_id>/quote_tweets?max_results=<
limit>&pagination_token=<token>

2.4.2 NewsAPI

NewsAPI.org provides a REST API service that allows developers to find news articles
returned in a JSON format. In order to use this service, an API key needs to be generated
such that all requests can be authenticated. Particularly, this dissertation makes use
of the everything endpoint, filtered according to keywords. This searches for articles,
created by over 80,000 sources, made in the last five years 10. This service will be used
to find news articles that are semantically related to the tweet we wish to classify.

7Tweet lookup documentation
8Tweet replies documentation
9Quote tweets documentation.

10NewsAPI documentation.

https://developer.twitter.com/en/docs/twitter-api/tweets/lookup/api-reference/get-tweets
https://developer.twitter.com/en/docs/twitter-api/tweets/search/api-reference/get-tweets-search-recent
https://developer.twitter.com/en/docs/twitter-api/tweets/quote-tweets/api-reference/get-tweets-id-quote_tweets
https://newsapi.org/docs/endpoints/everything


Chapter 3

Application Prerequisites

This chapter will outline some of the key aspects of the rumour detection browser
extension, including the dataset on which the model was trained (section 3.1), the model
powering the rumour detection (section 3.2) and the pretraining methods used for this
model (section 3.3).

3.1 Datasets

The dataset that was used to train the rumour detection model in section 3.2 was the
Twitter16 dataset released in [32]. This is an expanded version of the dataset that was
released in [30]. The original dataset, which was framed as a binary classification
problem for rumours vs. non-rumours, contained tweets from 778 reported events
between March and December 2015. However, the data in its raw form suffered from
a class imbalance favouring the rumour class. To mitigate this, Ma et al. augmented
their data by adding additional examples of non-rumours taken from [8, 24] to obtain
498 rumours and 494 rumours in total. However, an issue with this data is that it did
not contain the propagation cascades for each tweet, which Ma et al. [32] wished
to model. As such, to create the Twitter16 dataset, Ma et al. focused only on the
popular source tweets from the original dataset. The reason behind this decision is
that unpopular tweets, although they could be rumours, are not impactful to a wider
audience [32]. Once they had isolated this subset of popular tweets, the researchers
created the propagation structure of each tweet by retrieving its retweets, quote tweets
and replies. This was repeated recursively for each retrieved tweet. In order to abide
by the definition of the rumour task in 2.1.7, Ma et al. needed to map the binary
labels that were originally used into a four class problem. To achieve this, Ma et al.
cross-referenced the news event mentioned in each tweet with a fact-checking website
such as Snopes.com [32]. Ma et al. assigned tweets mentioning an unverified or a
non-rumour event the corresponding label. Tweets that referred to a false rumour event
were assigned a false label if the tweet did not deny the false rumour. Otherwise, the
tweet was assigned a true label. The same procedure was followed for those tweets that
referred to a true rumour event [32]. The dataset has the following statistics, as outlined
in Table 3.1., with an example of a false rumour in Figure 3.1.

11
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Figure 3.1: Two examples of false rumour tweets from the Twitter15 (top) and Twitter16
(bottom) datasets 1.

For evaluating our third RQ in section 6, we make use of an additional dataset, Twitter15.
This dataset was based on the dataset released by Liu et al. [27] that contained 421 true
and 421 false newsworthy events that occurred up to March 2015. Liu et al. did not
state how many tweets were associated with each event. In order to make this dataset
consistent with Twitter16, Ma et al. followed the same procedure specified above to
obtain the Twitter15 dataset used in their paper [32]. The statistics for this dataset can
be seen in Table 3.1, which can be used to approximate the number of tweets in the
original [27] dataset. An example of a false rumour is seen in Figure 3.1. We also note
that some of the veracity tags that were originally assigned to this dataset may have
changed when Ma et al. gathered the additional data need to represent the propagation
structure.

Statistic Twitter15 Twitter16
# of users 276,663 173,487
# of source tweets 1,490 818
# of threads 331,612 204,820
# of non-rumours 374 205
# of false rumours 370 205
# of true rumours 372 205
# of unverified rumours 374 203
Avg. time length / cascade (Hours) 1,337 848
Avg. # of posts / cascade 223 251
Max # of posts / cascade 1,768 2,765
Min # of posts / cascade 55 81

Table 3.1: Statistics of the Twitter16 dataset as in [32].

Furthermore, in order for these datasets to be used with the rumour detection model
in section 3.2, each dataset has an associated dictionary of the 5000 most frequently
occurring tokens, after tokenization. Each token in the dictionary has a corresponding
ID number. Additionally, the cascade structure for each tweet, and thus the data, is

1Twitter15 tweet, Twitter16 tweet

https://twitter.com/deray/status/538724882461097986
https://twitter.com/Bipartisanism/status/671181758692507648
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Listing 3.1: An example tweet cascade taken from the Twitter15 data whose textual
feature representations have been shortened for the sake of brevity.

723365789378584578 None 1 2 15 485:1 ...
723365789378584578 1 2 2 15 572:1 ...
723365789378584578 1 3 2 15 3445:1 ...

encoded in a particular format, as specified in 2, which can be seen in Listing 3.1. Each
tweet cascade is contained in a text file titled {tweet id}.txt, where tweet id is the tweet
ID of the root tweet in the cascade. Each text file is composed of rows, where each row
corresponds to a particular tweet in the tweet cascade. Each tweet is encoded according
to the following tab-separated columns:

1. The ID of the root tweet of the cascade to which the current tweet belongs.

2. The non-zero index of the parent tweet of the current tweet, if any.

3. The non-zero index of the current tweet

4. The total number of parents in the tweet cascade.

5. The maximum length of all texts in the cascade.

6. A space-separated representation of the textual content of the specific tweet. This
representation is specified by index:count pairs. The index of a particular token is
obtained from the dictionary mentioned in section 3.1, if it exists, and the count
is the number of times that token occurs in the tweet. Each tweet is appended
with an <end> token so that every tweet will have an index:count pair.

3.2 Rumour detection model

This section will explore the Bi-Directional Graph Convolutional Network (BiGCN)
proposed by Bian et al. [5] which was selected as the rumour detection model for
this browser extension. The reason for this selection is two-fold. Firstly, according
to the paper’s reported results, this model achieved state-of-the-art performance when
compared to previous models, as mentioned in section 2.2.2.2. Secondly, the code
related to this paper was publicly available on GitHub 3, and written in PyTorch, for
which there is ample community support.

As mentioned in section 2.2.2.2, the BiGCN models both the propagation and dispersion
structures of a rumour [5]. Algorithmically, this means that the model leverages both
the top-down and bottom-up views of a rumour’s tweet propagation structure (tweet
cascade). A tweet cascade is a tree structure that represents a tweet event (a source
tweet and all the tweets that interact with it). This is visualised in Figure 3.2. Observing
(a), the root node of the cascade is the source tweet. Its child nodes represent the replies
and quote tweets that respond directly to this source tweet. Each sub-cascade can be

2https://github.com/majingCUHK/Rumor RvNN
3https://github.com/TianBian95/BiGCN

https://github.com/majingCUHK/Rumor_RvNN
https://github.com/TianBian95/BiGCN
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thought of as a new tweet cascade. The tweet cascade bottoms out at the leaf nodes,
which are tweets that do not have any replies or quote tweets associated with them. We
can represent each tweet, and its associated cascade mathematically. Every tweet is
represented by ci where ci = {ri,wi

1,w
i
2...,w

i
n−1}, where ri is the root node (tweet) of

the tweet cascade (event) and each wi
j is a responsive post in the cascade.

In this basic form, the tweet cascade can be thought of as an undirected graph. This
particular structure can be recreated from {ri,wi

1,w
i
2...,w

i
n−1} by not imposing a di-

rection on the edges in the graphical structure. When creating the top-down structure,
which models the propagation structure, we impose an ordering on the edges to create a
directed graph. Each edge would be directed from the source tweet to its response tweet,
as seen in (b) in Figure 3.2. Mathematically, we define this graphical structure as Gi for
each ith tweet. As such, Bian et al. define each tweet ci to be ci = {ri,wi

1,w
i
2...,w

i
n−1,Gi}

[5]. For the bottom-up representation, which models the dispersion structure, the direc-
tionality is reversed; each edge points from the response tweet to the source tweet [5] as
seen in (c) in Figure 3.2. The BiGCN model aims to solve the rumour detection task.
Specifically, the model attempts to learn a function f , such that f : ci → yi, where yi is
the label associated to the tweet cascade [5], for all events in the training dataset 3.1.

Figure 3.2: A graphical view of a tweet cascade (a), it’s top-down (b) and bottom-up (c)
representations taken from [5].

The BiGCN model creates this function f by leveraging the top-down representation
received from Gi, and converts it to an adjacency matrix Ai. Each row of this matrix
corresponds to a tweet in the graph, with the first row being the root tweet. To this,
Bian et al. apply DropEdge [41, 5] to produce the adjacency matrix A′

i. This acts as a
noising step to the input to prevent overfitting. After DropEdge has been applied, the
representation for the bottom-up adjacency matrix is the transpose of A′

i, which reverses
the directionality of the graph. This corresponds to step one in Figure 3.3. Furthermore,
the model receives a feature matrix Xi for each tweet cascade. This matrix represents
the features (index:count pairs) for each tweet in the cascade. The first row of this
feature matrix, xi

0, corresponds to the feature vector of the root tweet. Each xi
j is then

the feature vector of the jth responsive tweet.

These top-down and bottom-up adjacency matrices can be viewed as the inputs to the
model along with the tweet-feature matrix. These input adjacency matrices are fed
into their respective graph convolutional networks (GCN), comprised of two layers
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each. Both GCNs share the same tweet feature matrix. Dropout [49] is used on each
GCN layer, again to prevent overfitting, with ReLU used as the activation function
after each layer. This corresponds to step two in Figure 3.3. Additionally, Bian et al.
perform root feature enhancement after each GCN layer [5]. This can be viewed as a
step akin to residual layers in convolutional neural networks, which would correspond
to concatenating the input of the previous hidden layer to the input of the following
hidden layer [17]. However, Bian et al. instead concatenate a matrix of n tiled copies of
the first row from the previous hidden layer’s matrix, with the first concatenation matrix
being comprised of tiled copies of the root tweet feature vector xi

0. This is in an effort to
make more use of the information contained from the source tweet [5]. This is step three
in Figure 3.3. After the two GCN layers, the output from each GCN is passed through
its respective mean pooling layer. These two flattened representations are concatenated
into a single vector, which is then passed through several fully connected layers, ending
in a final softmax layer. The output vector can be thought of as a probability distribution
over the number of classes defined in the training data 3.1. In order to predict a class,
we choose the argmax of this final vector. The full BiGCN model can be visualised
in Figure 3.3, with the final step corresponding to step four in the figure. We have
deliberately omitted many of the mathematical details of the BiGCN algorithm as they
are not imperative to the aim of this paper4.

Figure 3.3: A visual representation of the BiGCN model taken from [5].

3.3 Pretraining the Model

We train the BiGCN model, using the Twitter16 data, as specified in [5] to reproduce
the paper’s model. The dataset is split randomly into five parts which is used for 5-fold
cross validation. The BiGCN, with a hidden dimension size of 64, is trained using
stochastic gradient descent with the Adam optimiser (η = 5×10−4) to minimise the
cross entropy loss. The model is trained for 200 epochs, with early stopping on the
validation loss and patience set to 10 epochs. DropEdge rate is set to 0.2, dropout rate
is set to 0.5 and L2 regularisation is applied to all model parameters with λ = 1×10−4.
Once training is complete, we save the model weights so that they can be used when
performing rumour detection on unseen tweets for the rumour detection extension.

4For the reader that is interested in these details, we point them to the original paper [5].



Chapter 4

Implementation (RQ.1)

This chapter will outline the key information and the various designs decisions behind
creating a usable Google Chrome browser extension for rumour detection on Twitter
(RQ.1). Section 4.1 explores how the rumour detection model, explored in section 3.2,
is used for real-time inference, and how data is retrieved from the Twitter API. Section
4.2 explores how the web server finds news articles that are semantically related to the
source tweet of the cascade. Section 4.3 shows how the centralised web server for the
browser extension is created and deployed. Section 4.4 shows the user interface of the
browser extension. Section 4.5 explains how the individual components of the browser
extension are combined, as seen in Figure 4.1, and details how a user would interact
with the system.

Figure 4.1: Diagram depicting the architecture behind the rumour detection browser
extension. Icons are taken from the following sources 1

1Google Cloud Icon Library, Google Chrome Wikipedia, NewsAPI, Machine Learning Icons and
Chrome Extension
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https://cloud.google.com/icons
https://en.wikipedia.org/wiki/Google_Chrome
https://newsapi.org/
https://www.flaticon.com/free-icon/deep-learning_2103832
https://inmindsoftware.com/2023/02/02/twitter-authentication-chrome-extensions/
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4.1 Rumour Detection Model Inference

4.1.1 Data Collection from Twitter API

As we saw in section 3.2, our rumour detection model classifies the rumour status of a
certain tweet based on information from its tweet cascade. In order to perform inference
on new tweets, we need to retrieve the full tweet cascade given a source tweet. Based
on our API specification covered in 4.3.2 and 4.5, the web server will receive a single
tweet ID via a POST request. This tweet ID refers to the source tweet on which we wish
to perform rumour detection. To collect all the raw data regarding the source tweet and
the tweets in its cascade, we need to query the Twitter API. We develop an algorithm
that captures all the raw data from this API, which we define below:

First, we retrieve data regarding the source tweet from the Twitter API using the tweets
lookup endpoint, where we feed the source tweet ID as the parameter. If we are able to
retrieve information from the API, we may proceed to build the cascade. Conversely,
if the tweet is not found, the algorithm fails. Creating the rest of the cascade, and
finding news articles that are semantically related (section 4.2), are dependent on the
information from the source tweet. Without this information, our browser extension
would not function as intended.

Once we have retrieved the source tweet, we reconstruct the tweet cascade. We begin
this process by fetching all the replies linked to the source tweet using the search tweets
endpoint (2.4.1). We approach this chronologically. First, we retrieve the 100 most
recent replies. This is achieved by setting the max results parameter to 100. This
parameter setting ensures that our API calls are as efficient as possible. Once this is
done, we find the tweet ID of the oldest tweet in our returned results. This is passed
to a new search tweets endpoint request, where we set unitl id to the oldest tweet ID.
This returns the next 100 most recent replies. We repeat this process until there are no
further replies. This algorithm also ensures that there are no duplicates. During this
iterative process, our browser extension may reach the endpoint rate limit (2.4.1). If
a selection of replies have already been gathered by our browser extension server, we
cache these results and perform under-represented inference. As seen in section 6.3.2,
the rumour detection model is able to cope with this limitation. However, if we are
unable to retrieve any replies, we fail.

We continue building the tweet cascade through retrieving the quote tweets and retweets
related to the root tweet. This is done similar to the reply retrieval above. We utilise
the quote tweets endpoint, specifying the root tweet ID as the tweet id parameter, and
setting max results to 100 for the same reasons as above. When we receive the first 100
quote tweets as a response from the API server, we additionally receive a pagination
token. This token allows us to iterate through the ”pages” of results, ensuring that we
are able to retrieve all the quote tweets and retweets from the Twitter API. We repeat
the quote tweets endpoint requests, using the new pagination tokens we receive as the
pagination token parameter, until a new pagination token is not provided. This indicates
that we have retrieved all the results, and we terminate this subroutine. Similar to
the search tweets endpoint, we may reach the quote tweets endpoint rate limit during
our retrieval. To mitigate this, we utilise the same logic as used in the reply retrieval
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subroutine.

Designing the two subroutines in this way maximises the performance of our browser
extension. We are able to minimise the number of API calls we make to the Twitter API
to reconstruct the relevant cascade. This would have otherwise been a major bottleneck
in the system if it were done naively. Once we have retrieved all the replies, retweets
and quote tweets, the algorithm terminates as we have successfully retrieved all the raw
data required to construct the tweet cascade. The algorithm is summarised in Algorithm
1.

4.1.2 Preprocessing the Raw Data

Once we have retrieved the raw data for the tweet cascade as specified in section 4.1.1,
this data needs to undergo preprocessing such that the input is in the correct format to be
utilised by the rumour detection model for inference. This format is specified in section
3.1. Obtaining a list representation, which is needed to obtain the tweet indices, involves
flattening the cascade structure we have scraped from the Twitter API. Due to the nature
of the problem, we can leverage a few of the properties to alleviate the computational
requirements. Firstly, the tweets in the tweet cascade should be ordered chronologically.
As such, this creates a topological ordering of the tweets as nodes, where the parents of
any reply or quote tweet would have been created prior to it. We can easily retrieve the
tweet ID of the parent as this is included in the raw data representation of each tweet
when retrieved from the Twitter API. Once the tweet has been preprocessed, it is passed
to the BiGCN to classify the rumour status of the tweet.

4.2 Fetching Relevant News Articles

As mentioned in section 1.2, in addition to providing a rumour classification for a
tweet, we also wish to provide articles that are relevant. Particularly, we want for these
articles to be semantically related to the source tweet (root tweet of the cascade). As
specified in section 2.4.2, we are able to fetch news articles from NewsAPI.org using a
keyword-based query. As such, the challenge lies in producing keywords that capture
the semantic meaning of the source text. For this task, we made use of the open-source
KeyBERT tool 2. This package leverages embeddings that are created using a Sentence-
BERT architecture [39, 9], particularly the sentence-transformers/all-MiniLM-L6-v2
found on HuggingFace 3, to generate the semantically related keywords. Before passing
this text to KeyBERT, we first preprocess the text by passing it through NLTK’s tweet
tokenizer 4. This package allows us to remove all Twitter handles and convert all tokens
to lowercase. Additionally, we remove all stop words for English, punctuation and any
links. Once KeyBERT receives this text, it generates a document-level representation
for which we wish to find keywords. In this case, this is the preprocessed source tweet
text. Next, candidate keyword phrases are extracted from N-gram sequences in the
document text, and word embeddings are computed for these. In our case, we specified

2https://maartengr.github.io/KeyBERT/
3https://huggingface.co/sentence-transformers/all-MiniLM-L6-v2
4https://www.nltk.org/api/nltk.tokenize.casual.html

https://maartengr.github.io/KeyBERT/
https://huggingface.co/sentence-transformers/all-MiniLM-L6-v2
https://www.nltk.org/api/nltk.tokenize.casual.html
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that all candidate phrases should be between one and three grams. Finally, KeyBERT
returns the candidate phrases that are most similar to the document text using the cosine
similarity metric, and have been re-ranked using Maximal Marginal Relevance (MMR)
[6] to increase the diversity of the keyword phrases. MMR achieves this by measuring
the degree of dissimilarity of the current keyphrase, relative to the document text, to all
the other keyword phrases that have already been selected. The aim behind increasing
the diversity is to provide the user with a wider-range of news articles that would be
relevant to the original source tweet text. These keywords are then passed onto the
NewsAPI to retrieve news articles that are relevant to these keyword phrases.

4.3 Web-server

In building this browser extension, we decided to implement a centralised web server.
This web server powers most of the functionality contained in the browser extension.
Its primary functions are: i) accessing the Twitter API in order to retrieve the relevant
information needed to model a Tweet cascade, ii) perform rumour detection on the
retrieved Tweet cascade with the BiGCN model outlined in section 3.2 and iii) retrieve
the news articles that are relevant for the source Tweet using the NewsAPI5.

4.3.1 Web Server Framework

Due to the fact that the BiGCN in 3.2 was written using PyTorch, we opted to implement
the web server in Python. This would allow us to treat the rumour detection model, news
article fetcher, Twitter API fetcher and web server code as four separate modules. This
allows for easy integration, without the worry of cross-language dependencies. In such
a ”Pythonic” environment, two web server frameworks emerge as candidates: Flask and
Django. Ghimire [15] provides a comparative study of these two frameworks, where
Flask is a microframework, allowing for quick development. Django, alternatively,
provides an entire web application framework. For the purposes of this dissertation,
we opted for a Flask application: its simplicity is more suited to the requirements of
building a proof-of-concept browser extension.

4.3.2 Web Server API

The API of this web server is very simplistic as we only rely on the web server to
perform rumour detection on a particular Tweet. The API provides the following routes:

/ The server root receives no arguments, and is the default route of the web server,
acting as its landing page. It also specifies the privacy policy of the web server,
and the browser extension at large, which is necessary for deploying a browser
extension to the Google Chrome store (section 5.1.2).

/inference This path receives, through a POST request, a particular Tweet ID as
an argument. This ID is a 64-bit unsigned integer6 that uniquely identifies a tweet.

5https://newsapi.org/
6https://developer.twitter.com/en/docs/twitter-ids

https://newsapi.org/
https://developer.twitter.com/en/docs/twitter-ids


Chapter 4. Implementation (RQ.1) 20

It returns a JSON response with the model’s classification, or an error, and the
news articles relevant to the source Tweet, if any are found.

The web server was designed in this way such that it could be loosely coupled from
the browser extension and the specific rumour detection model. This means that the
web server can be developed independently of the browser extension itself. Primarily,
this allows for rumour detection model to be interchangeable. This is imperative for
the browser extension; we want to provide state-of-the-art performance even when
newer, more powerful models are released. Additionally, this allows for the browser
extension architecture itself to be used in a different context other than rumour detection
on Twitter. This will be a recommendation for future work, and will be further discussed
in section 7.

4.3.3 Deploying the Web Server

4.3.3.1 Choosing a Centralised Architecture

In order to deploy the web server that will support the rumour detection browser
extension, we opted to use a centralised server. The reason for this is two-fold:

1. By creating the centralised web-server, we are able to abstract much of the
functionality of this service away from the end-user, as done with TweetCred
[16]. In order to interact with the service, the user only needs to provide a specific
unique tweet ID to the API endpoint outlined in section 4.3.2. This simplifies
much of the user’s interaction with the browser extension.

2. We wish to offload as much of the computational complexity onto the web server
rather than onto the browser extension itself. As seen in sections 3.2 and 4.2, the
rumour detection service requires the use of a complex deep learning model. As
such, these models require a great deal of memory and processing power to be
run efficiently. Deploying these in a decentralised setting, where the models are
run in the user’s web browser, would not be computationally feasible.

4.3.3.2 Deployment Platforms

In order to simulate a real browser extension, we decided to deploy the web server on
Google Cloud Platform (GCP)7. GCP provides users with an array of cloud computing
resources and storage solutions. Fortunately, on GCP, there are a number of ways one
could deploy the Python-based Flask web server we had created in section 4.3. The
main options include 8:

Compute Engine This deployment strategy involves creating a cloud-based virtual
machine (VM). To run the Flask server, the VM instance would have to be running,
along with the Python script executed inside the instance. Furthermore, firewall rules
would have to be implemented to allow incoming and outgoing HTTP and HTTPS
requests and responses.

7https://cloud.google.com/
8https://cloud.google.com/blog/topics/developers-practitioners/where-should-i-run-my-stuff-

choosing-google-cloud-compute-option

https://cloud.google.com/
https://cloud.google.com/blog/topics/developers-practitioners/where-should-i-run-my-stuff-choosing-google-cloud-compute-option
https://cloud.google.com/blog/topics/developers-practitioners/where-should-i-run-my-stuff-choosing-google-cloud-compute-option


Chapter 4. Implementation (RQ.1) 21

App Engine, unlike Compute Engine, App Engine is a serverless platform, described as
a Platform-as-a-Service (PaaS). It is used to deploy complete web applications, where
network, application and database scaling are handled by the platform. This service
allows developers to deploy code, which does not necessarily have to be containerised.

Cloud Run, much like the App Engine, is a serverless platform. However, the difference
is that Cloud Run requires you to deploy containerised web applications. Furthermore,
the benefit of this service is that infrastructure scaling is handled automatically by GCP.
As such, one could bundle necessary files for the web server files into a container image,
and the rest of the deployment is managed with GCP. Additionally, Cloud Run is a
newer service that builds on the App Engine infrastructure.

4.3.3.3 Containers vs. VMs

As seen above, we have two avenues when considering the deployment of our web-
server: containers and VMs. However, as explored in [12], containerised applications
currently prove to be the de facto standard when deploying web applications and other
services. Containers, unlike VMs seen in the compute engine, have a small performance
and storage overhead leading to faster start times and an increased computational
efficiency. This is due to the fact that containers are far more lightweight than VMs;
they do not have to load in a full OS kernel [1, 12]. Containers, instead, virtualise the
operating system [47]. As such, you need to specify only the dependencies required for
the particular application to run, where the container will be supported by the device
hardware [12]. Furthermore, containerised applications are very portable as you have
prespecified the environment in which your application will run. The only prerequisite
is that the host environment is able to support the specific container. This is unlike in a
VM, where you would have to preconfigure the correct environment for your specific
application. It is for these reasons that we decided to deploy the Flask web server on
Cloud Run.

4.3.3.4 Docker

Given this decision, we choose Docker as our containerisation platform. Docker
currently emerges as the front-runner for containerization across different operating
systems due to the ease of creating a Docker image and subsequently a Docker container
[3, 12]. A Docker image, as described in the Docker documentation, is an immutable,
read-only file, that acts as a template for creating a specific Docker container. Each
Docker image is composed of a base image. The base image is used to specify the
specific environment in which an application will be run inside a Docker container. In
the case of our web server, we use a base image that specifies the correct Python version
that is to be used for the server container.

This base image can be additionally customised, however, through overlaying additional
image layers. This additional specification comes from a Dockerfile, which is a text
document that specifies the instructions to build a Docker image. This file can be
used to install additional dependencies, and add other external files, on top of the base
image environment. In our browser extension, this involves onboarding the rumour
detection module and web server code, and installing the dependencies for these. Once
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the specifications have been outlined in the Dockerfile, you are able to build your unique
Docker image. A Docker container is simply an instance of the Docker image that is
running. This process is depicted in Figure 4.2.

Figure 4.2: Diagram depicting how an application moves from a Dockerfile specification
to a runnable container, taken from 9.

4.3.4 Deploying the Containerised Web Server GCP

Once a local version of the Docker image has been created, it needs to be uploaded
to Google Cloud Platform so that it can be successfully deployed to Cloud Run. To
do so, we upload the Docker image to the Google Container Registry. This service is
used as a cloud-based private storage solution for Docker images. Once uploaded, there
is automatic integration with the Cloud Registry and the Cloud Run service. As such,
Cloud Run is able to deploy a container from the prespecified Docker image containing
our server automatically.

We deployed the web server with one CPU and a memory limit of one GB. These
resources were the minimum requirements needed to support our browser extension
infrastructure. In the current state, when the web server does not receive any traffic
for 15 minutes, the container running the web server shuts down. As such, there is a
delay when rebooting the server once a new request is received. In a real production
setting, this is not desirable. However, for the purposes of this dissertation, where the
web server is used only to support the user-study, it is sufficient.

4.4 Google Chrome Browser Extension

The final component of the browser extension architecture is the browser extension
itself that is visible to the end-user. Generating the browser extension involved the use
of HTML, CSS and JavaScript; the same technologies used to create a web application.
This creates a web page that is delivered as a browser extension in Google Chrome.
Specifically, we made use of the Bootstrap CSS framework10. This framework allowed
us to create an aesthetically pleasing web page through using predefined components
such as buttons and spinners. Screenshots of the browser extension can be seen in
Figure 4.3

9https://cto.ai/blog/docker-image-vs-container-vs-dockerfile/
10https://getbootstrap.com/

https://cto.ai/blog/docker-image-vs-container-vs-dockerfile/
https://getbootstrap.com/
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(a) The browser extension’s landing
page.

(b) The browser extension with results: a ru-
mour classification label of ”True” and a list
of five semantically related news articles.

Figure 4.3: Screenshots showing the graphical user interface (GUI) of the browser
extension.

The user interface is relatively straightforward. In Figure 4.3a, we see that the home
page has a description that explains how the browser extension functions. Additionally,
we see a detect rumour button that the user clicks when they wish to perform rumour
detection. In Figure 4.3b, we see the browser extension interface once results from the
rumour detection server have been received. A banner showing the rumour classification
label returned from the rumour detection module is shown besides the rumour detection
button. Additionally, a list of articles that are semantically-related to the source tweet
are displayed, with a clickable link that takes you to the article in question.

4.5 Stitching it all Together: Application Workflow

Once each of the individual components of the rumour detection infrastructure have
been established, we are able to view this as a collective unit as seen in Figure 4.1. As
such, we describe how a typical user would interact with the browser extension.

1. A user is browsing Twitter via Google Chrome. Once they identify a particular
tweet on which they wish to perform rumour detection, the user opens the browser
extension and clicks the ”Detect rumour” button seen in Figure 4.3a. Once the
button has been pressed, the tweet ID is extracted from the URL of the tweet
and the client’s web browser sends a POST request to the web server, with the
specific tweet ID as a parameter.

2. Once the web server receives this POST request, three functions occur sequen-
tially:

(a) Using the tweet ID, the web server interacts with the Twitter API to retrieve
the source tweet, and its respective tweet cascade as outlined in section
4.1.2.
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(b) Once the tweet cascade has been retrieved and preprocessed, this is then
fed into the rumour detection model seen in section 3.2, and inference is
performed. This returns a particular rumour classification label.

(c) Finally, using the source tweet, the web server finds semantically-related
keywords and retrieves relevant news articles from NewsAPI.org, as outlined
in section 4.2. This returns a list of relevant news articles to the web server.

3. Once the rumour classification label and the relevant news articles have been
retrieved, these are returned to the user as a JSON object in response to the
original POST request.

4.6 Results and Discussion

Similar to the work done by Gupta et al. [16], we wish to evaluate the browser
extension’s performance with respect to response time. This is calculated as the amount
of time taken for our browser extension to respond to a particular rumour detection
request. In our experiment, we measure the response time across 50 randomly selected
newsworthy tweets of varying size. We view the CDF of the response times in Figure
4.4.
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Figure 4.4: Cumulative frequency curve for response time taken for rumour detection
across 50 tweets.

Observing Figure 4.4, we see that our browser extension is able to provide a response
for 90% of requests in six seconds or less. This is an improvement over the 82% of
requests reported by Gupta et al. [16]. However, their experiment analysed the CDF
across 5.4 million requests [16]. Due to time constraints with our dissertation, our
sample size is significantly smaller. Yet, we can make some initial comparisons between
the two solutions. Our work retrieves the entire tweet cascade for a tweet, and predicts
the rumour status using the BiGCN model. TweetCred, on the other hand calculates 45
handcrafted features based on the tweet itself, and uses SVM-rank to assign a credibility
score. Given the fact that our approach uses far more information per tweet, and a more
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sophisticated and computationally intensive model 11, this is still an encouraging result
for our browser extension.

Unfortunately, the other browser extensions mentioned in section 2.3 do not report
results for a response time experiment. As such, we are unable to compare our extension
to other solutions on this particular axis.

4.6.1 Limitations

The browser extension has a few limitations that are linked directly to its interaction
with the Twitter API. As noted in section 2.4.1, each of the API endpoints that we use
have a specific rate limit attached to their use. As such, we note that requests to the
API server could fail in two scenarios: i) when the browser extension server has already
received some data or ii) prior to the browser extension being able to retrieve any data.
The first case is less problematic: in section 6.3.2, we show that the rumour detection
model is still able to maintain its predictive performance with an under-represented
tweet cascade. The second case, however, means that the user of the browser extension
will be unable to use the service for a period of 15 minutes. We have attempted to
mitigate this limitation by minimising the amount of API calls. However, this is still
a consideration for high-frequency users. With the current Twitter API specification,
there is no solution to removing the rate limit.

Another limitation arises from the changing access requirements for the Twitter API.
At the time of writing, Twitter API users will no longer be able to make use of the
GET API endpoints, which include the endpoints that we described in section 2.4.1,
under the free tier. Instead, users will have to pay $100 per month 12. As such, this
limits the use-case of the browser extension that we have created. However, the flexible
architecture that we have created allows the browser extension to be ported to a different
context. Possible directions for future work are discussed in section 7.3.

A final limitation of our browser extension is linked directly to the way the BiGCN
represents textual features. Namely, the tweet is represented only by those tokens that
can be encoded, as an index:count pair, if they occur in the training data dictionary
(section 3.1) [5]. As a result, situations may arise where tweets cannot be represented
at all, apart from the <END> tag. We posit that this would impact on the predictive
performance of the rumour detection model due to the importance of textual features in
rumour detection models as seen in section 2.2.2. We carry out a related experiment in
section 6.3.1.

11Most notably, our browser extension was able to classify a tweet cascade with over 579 retweets,
343 quote tweets and 454 replies in ∼14 seconds.

12https://developer.twitter.com/en/portal/products/basic

https://developer.twitter.com/en/portal/products/basic
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Application Evaluation: User Study
(RQ.2)

After building the browser extension architecture (RQ.1), we conduct a user study
in order to evaluate the efficacy of our tool (RQ.2). This is achieved through asking
participants of the user study to perform several rumour detection tasks using the
browser extension. The architectural prerequisites and the distribution of the browser
extension are specified in sections 5.1.1 and 5.1.2 respectively. The design of the user
study is specified in section 5.1.3, with the associated results and discussion in section
5.2. The participants’ information sheet and consent form are provided in Appendix B
and C respectively. The full user study questionnaire is provided in Appendix D

5.1 User Study

5.1.1 Preparing the Browser Extension

In order to launch an effective user study, we had to tweak the supporting browser
extension server architecture slightly. This would allow the user study participants to
use the browser extension only for the user study, and for no other purposes. To achieve
this, we restricted the unique tweet IDs to which the server would respond. If the
requested tweet ID, included in the arguments of the POST request, was not included in
the prespecified allow-list of tweet IDs, the browser extension would return an error.

Furthermore, in order to speed up the browser extension, we cached the representations
of the prespecified tweets. This removes the need for the browser extension to commu-
nicate directly with the Twitter API as it has a local store of all the data. Additionally,
this creates a fair user study as all participants will receive the same rumour status
classifications based on the underlying tweet cascades.

5.1.2 Distributing the Browser Extension

In order to distribute the browser extension for the user study, we uploaded it to the
Google Store. The motivation behind this was to simplify the download procedure for

26
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users when completing the user study. Uploading an extension to the store requires
the browser extension to be approved to ensure that the extension is safe to use, an
adequate privacy policy has been implemented, and does not infringe on any terms
and conditions. The links to the privacy policy and browser extension can be found
at the following links: 1 and 2. Once the extension had been approved, we released
it for public download. However, the browser extension could only be accessed via a
specific URL that was given to participants during the user study. Again, this was done
to restrict the browser extension’s use to the user study only.

5.1.3 Preparing the User Study

The purpose of the user study is to evaluate how helpful users find the browser extension,
and whether the browser extension indeed aids them in detecting rumours on Twitter.
This will allow us to assess whether the rumour detection browser extension is a viable
tool that would help Twitter users more generally. We also allow the participants to
provide possible areas of improvement for the browser extension. The user study
questionnaire was created using Google Forms. This platform allowed us to create the
user study with question branching, which was useful if any errors were encountered
during the setup phase, seen below. Furthermore, it allows us to collect participant
responses anonymously, and to share the study through a URL included in an email.
The user study is broken up into four main components:

Setup The first part of the questionnaire is devoted to providing a step-by-step guide to
setting up the browser extension and the server architecture for the user study. Firstly,
the user is provided with detailed instructions to install the browser extension on their
local Google Chrome browser. After which, the user is asked to confirm if they were
able to do so successfully. If not, we allow the user to specify the reasons for which
they were not able to install the browser extension. Then, the user is asked to confirm
that they are able to access the web server’s privacy policy. This step is necessary to
ensure that participants are able to access the web server as it may have shut down,
as explained in section 4.3.4. Finally, the user is asked to perform a sample rumour
detection task to ensure that the service is functioning properly.

Rumour Detection Tasks Once the participant has successfully set up the browser
extension, they are then asked to complete rumour detection across five prespecified
tweets. For each tweet, the participant indicates whether they believe that the tweet
contains a rumour prior to using the browser extension. After performing rumour
detection, the user is asked to evaluate whether the browser extension supported their
experience in any way. This could be through flagging potential rumours, or providing
news articles that gave additional informative context for the participant. Finally, the
user is allowed to add further comments for each rumour detection task, if they wish to
specify their reasoning behind their responses. Of the five tweets, the first four were
chosen to be news-related so that they could be maximally-aligned to the training data.
However, the fifth tweet is more of a tabloid-style article which was included to evaluate
the model’s performance on unseen data.

1Web Server Privacy Policy
2Google Chrome Browser Extension

https://thola-server-2abtt3ds6q-ue.a.run.app/
https://chrome.google.com/webstore/detail/twitter-rumour-detection/kohomgmgkeknmigmjiidanahahhlkdla?hl=en-GB&authuser=3
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Global Feedback Once the participant has completed the five rumour detection tasks,
they are asked to comment on their overall experience using the browser extension. Fur-
thermore, the participants are given the opportunity to provide any additional feedback
that they may have for the browser extension.

Deletion Whilst the browser extension is not harmful, it does not provide any use for
the user outside this user study. As such, we lead the user through the steps required to
delete the browser extension.

5.2 Results and Discussion

The user study had a total of 19 participants, all of whom were able to successfully
install and delete the browser extension. Recruiting participants for this study was
challenging as there was no other way to incentivise participants other than through
the intrigue of the project itself. Nevertheless, the results of this study were very
informative in assessing how useful this browser extension would be if it were deployed
live. Additionally, the participants in the user study provided valuable suggestions
for future work. In this study, we did not include a control group. The reason behind
this decision is that for the browser extensions mentioned in section 2.3, either their
use-case was not directly compatible with rumour detection, or the browser extension
was not actively maintained. This latter condition would result in an unfair comparison.
Furthermore, many of the browser extensions mentioned in section 2.3 did not conduct
a user study. In the case of [50, 25, 45, 40], the tool that they propose was a secondary
contribution alongside the architecture behind the solution. As a result, the authors did
not focus on the usability of their service. This motivates the unique contribution that
this user study has in our work. We provide the results from each section of the user
study, and an associated discussion, below:

5.2.1 Agreement on Browser Extension Aid

As mentioned in section 5.1.3, we asked each user study participant to respond to two
questions for each rumour detection task: i) whether they had reason to believe that
the tweet contained a rumour prior to the rumour detection task and ii) whether the
browser extension supported their experience in any way. For each of these questions,
we wanted to measure the inter-annotator agreement across the 19 participants in our
user study using Randolph’s kappa [38] as a metric 3. The results from the user study
are presented below.

In Figure 5.1, we see that participants had varying opinions on whether they found the
tweets to be rumours prior to preforming rumour detection. The Randolph’s kappa [38]
score across the 19 annotators was κ = 0.345. This shows that discerning whether a
tweet is a rumour or not is a difficult task for a human, motivating the need for supportive
tools such as this browser extension. Furthermore, prior to the rumour detection task, we
see that users believed that tweets four and five were examples of tweets that contained

3This metric measures multi-annotator agreement over a number of categories. The score −1 ≤ κ ≤ 1,
where −1 show unanimous disagreement, 1 shows unanimous agreement and 0 is no agreement.
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Figure 5.1: Results from the rumour detection tasks in the user study.

a rumour. Conversely, tweets one, two and three were believed to be examples of tweets
that contained a non-rumour.

Reviewing the performance of the browser extension, we see that, generally, annotators
found that the browser extension supported their rumour detection experience. The
Randolph’s kappa [38] score was κ = 0.443 which supports the fair agreement on the
browser extension’s positive impact on their rumour detection experience. We also see
that the participants in our user study agree more on the browser extension’s support
than our the status of rumours a priori. Furthermore, an interesting result is that this
kappa score is similar to the user agreement on the credibility score (43%) that Gupta et
al. obtained for TweetCred [16]. Whilst the questions posed to the users are different,
these results show that there is some benefit to be gained through using additional
rumour detection tools. However, there needs to be additional measures put into place
to make users more confident in the tool’s performance, which would lead to higher
user agreement.

Specifically, we find that the users were most satisfied with the browser extension’s
performance on Tweet 1. According to the participants, this was due to the fact that the
browser extension provided additional context through a diverse range of news articles,
confirming their initial beliefs. A similar trend can be seen with Tweet 2. However, this
tweet was a false claim, which was contrary to the participants’ beliefs a priori. As
such, the participants reported that the browser extension was able to debunk the claim,
and provide related articles that supported the debunking. However, we see that there
was less agreement on the browser extension’s support in tweets 3 and 5. In tweet 3,
the browser extension failed to provide a diverse set of related news articles. Instead, it
provided the news article on which the source tweet was based. However, we expected
this to be the case. The news event in question was Nicola Sturgeon’s resignation from
office, which at the time was a novel event. As such, this is more an issue with the
novelty of the claim, and the NewsAPI service not having access to a diverse set of
related news articles, and not the browser extension itself. However, for Tweet 5, the
reason for the drop in user experience is that the browser extension was not able to
debunk a tabloid tweet that was obviously false. Furthermore, it was unable to find any
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related news articles because the textual content of the tweet was not linked to any news
report. From this, we see that the browser extension has difficulty performing rumour
detection on tweets that lie outside the training data distribution. This issue is addressed
in more detail in section 6.

5.2.2 Global Feedback

Additionally, to the aforementioned rumour detection tasks, we wanted to determine the
global feedback of the browser extension from the participants in the user study. For
this global feedback, we asked the users to rate their agreement to three questions on
a five-point Likert scale. The questions and the distributions of results across the five
Likert categories can be seen in Figure 5.2. In the results, we see that the feedback for
the browser extension is generally positive. 78.95% of the participants in the user study
agreed or strongly agreed with finding the browser extension to be useful. 89.17% of
the participants agreed or strongly agreed with recommending this browser extension
to friends or family, and 84.21% of the participants would use the browser extension
again in their personal time.

Percentage of responses (%)

I found this browser extension
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I would recommend this browser
extension to my friends and
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time.

5.26
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5.26

42.11

31.58

52.63

36.84

57.89
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Strongly disagree
Disagree
Neither agree nor disagree
Agree
Strongly agree

Figure 5.2: Results from global feedback in the user study.

These results show that the participants of the user study, generally speaking, find the
browser extension to be a useful tool in their daily social media use. However, we
see that there was a small portion of users who either disagreed or were ambivalent to
the three statements. A potential reason for this is that this study did not require the
participant to be a Twitter user. As such, the study could have attracted participants
who do not use Twitter frequently, or those users that do not have a Twitter account at
all. These users would not see the need to have access to a tool such as this browser
extension as they would have no use for it personally. This explanation can be extended
to whether the participant would recommend the browser extension to their friends or
family.
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5.2.3 Additional Feedback

As had been mentioned in the design of the user study, we also provided the participants
a chance to provide any additional feedback for the browser extension. Across the 19
participants, there were two areas of feedback that were very significant: i) explainability
of the rumour detection model, and ii) label definitions.

With regard to this the first feedback point, users of the browser extension commented
on the fact that it would be useful to know how the rumour status label for a tweet is
generated. The topic of explainable artificial intelligence (AI) has gained much traction
in recent years due to the success of deep neural networks (DNNs). The issue, in terms
of explainability, of these models is that they are a black-box: they cannot be explained
by the neural network itself, nor by a human [56]. The BiGCN, the rumour detection
model used in this system, falls in this class of model. In the context of the browser
extension, we could potentially sidestep this issue of explainability by providing the user
an explanation of which data is gathered by the model, and the theoretical hypothesis
behind the model’s decision-making. However, this still does not explain what exactly,
with regard to the tweet cascade, did the neural model prioritise to make its assessment
on the rumour status of the model. This interpretation would be far more useful to the
end-user, rather than a general, theoretical comment on the rumour detection model
itself. As such, we agree that extending explainable AI methods to the BiGCN [26, 58],
and deep learning-based rumour detection models more generally, is a worthwhile area
of research. However, this is beyond the scope of this dissertation, and we leave it for
future work.

The second point of feedback raises an issue in that the users of the browser extension
had difficulty discerning the difference between various veracity labels assigned by
the rumour detection model. Specifically, the difference between the labels of ”non-
rumour” and ”true” was particularly troublesome. As mentioned in section 2.1, the
various veracity labels used by the rumour detection model are often misused due to
their nuanced differences. For the everyday user who is not versed in rumour detection
literature, these nuances are not clear a priori. As such, we accept the validity of this
issue. Fortunately, rectifying it is very simple: we could attach additional explanations,
or the definitions outlined in section 2.1, for each label.

5.2.4 Limitations

A limitation of this user study lies in the small sample size. Furthermore, the participants
themselves could be biased in their evaluation of the browser extension because of their
relation to the author; the browser extension was shared via a university mailing list.
However, due to the anonymity of the study, we hope that the participants of the user
study would be objective in their assessment of the browser extension. Nevertheless,
we find that these initial results support and encourage the viability of a Twitter rumour
detection extension. However, a potential direction for future work would be extending
the browser extension to a wider, more diverse audience.
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Model Performance on OOD and
Imperfect Data (RQ.3)

In RQ.1 and RQ.2, we created our browser extension and evaluated its efficacy through
a user study, respectively. In RQ.3, we conduct experiments to assess how well the
rumour detection model will perform on out-of-distribution (OOD) and imperfect data.
We provide a motivating example as to why these situations are frequently occurring for
the rumour detection browser extension in section 6.1. We conduct baseline experiments
to prove our OOD hypothesis, and provide simple solutions to mitigate this issue in
section 6.2. Furthermore, we assess the performance of the rumour detection model
when it receives imperfect data in sections 6.3.1 and 6.3.2. Our experiments create a
greater understanding of the work done by Bian et al. [5], Additionally, they highlight
important issues that affect machine learning models once deployed.

6.1 Motivation

As seen in section 3.2, the browser extension uses a state-of-the-art rumour detection
model to classify, automatically, the rumour status of any tweet based on its cascade
structure and textual content. It is generally well accepted that machine learning
methods are able to generalise well (if trained appropriately) to data that is unseen, but
comes from a similar distribution to the training data. However, as we saw in section
5.2, the rumour detection model did not perform well when we provided it with an
example that was not news-like. This example would be considered OOD relative to
the data on which the model was trained. This is confirmed by the work in [21, 18, 13].
Another pertinent consideration relates to how concept drift occurs on social media, and
the effect that this would have on predictive performance for rumour detection models
as shown by [19]. We posit that these aforementioned situations would be frequently
occurring for a rumour detection browser extension. End-users would be interested in
performing rumour detection on a multitude of topics other than those that are news-
related (e.g. sports trade rumours, celebrity gossip etc.). Furthermore, the nature of
discourse on Twitter frequently changes as new events occur. As such, the users would
expect that the extension, and specifically the machine learning model, would perform
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well in these above situations. As such, the model would need to cope with OOD in
some manner. We explore a related experiment in section 6.2. Furthermore, due to the
limitations of the Twitter API mentioned and the BiGCN model mentioned in section
4.6.1, the inference data provided to the rumour detection model may be incomplete.
We explore these experiments in sections 6.3.1 and 6.3.2.

6.2 Dataset Mixing with Discussion

To simulate the rumour detection model performing inference on OOD data, we leverage
the two datasets mentioned in section 3.1. Specifically, we train two versions of the
BiGCN that was used as the rumour detection model in our browser extension: one on
the Twitter15 dataset, and the other on the Twitter16 dataset. Once we had trained the
two models, we assessed their performance on their own data, through reporting the
results from each model’s 5-fold cross validation. We also evaluate each model on the
alternate dataset by performing inference across five randomly generated folds. For both
models, we followed the training procedure outlined in section 3.3. The performance
metrics that we consider are those used by Bian et al. in their work [5]: the model’s
accuracy, and the F1 score for each of the four class categories mentioned in section
3.1. The results of this experiment are visualised below:
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Figure 6.1: Result from the baseline cross-data evaluation experiment for the Twitter15
and Twitter16 models.

As seen in Figure 6.1, both the Twitter15 and Twitter16 model are able to perform
extremely well when generalising to data that is similar to its training data. The results
obtained are in accordance with the results reported in the original paper by Bian et al.
[5]. However, when we evaluate the models on the alternate dataset, the performance of
both the Twitter15 and Twitter16 models dramatically decays. These results confirm
that the BiGCN model suffers from the issue mentioned in section 6.1. As a result, such
a model, with this naive setup, would be ill-suited to be deployed on a production server
and used with the rumour detection browser extension.

Consequently, we then raise the following question: would a model, trained on both
sets of data, be able to perform equally well on both datasets? To set up this experiment,
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we generate a third dataset by selecting and combining a portion pT 15 of the Twitter15
dataset, and a portion pT 16 of the Twitter16 dataset. This gives rise to a TwitterMix
dataset. We then train three separate models: i) a Twitter15 model on the leftover
1− pT 15 of the Twitter15 data, ii) a Twitter16 model on the leftover 1− pT 16 of the
Twitter16 data and iii) a TwitterMix model on the TwitterMix data. We follow the
same training, and evaluation structure as set out at the beginning of section 6.2. The
results of the experiment, across the performance metrics mentioned above, where we
set pT 15 = pT 16 = 0.5 are visualised in Figure 6.2
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Figure 6.2: Result from the dataset mixing experiment for the Twitter15 and Twitter16
models, with pT 15 = pT 16 = 0.5.

In Figure 6.2, we still observe the same effect as was seen in the baseline experiments
for the Twitter15 and Twitter16 models, as was expected. However, we find that
the TwitterMix model is able to generalise far better to OOD data than its respective
counterparts. This can be seen by the fact that this model’s performance degrades
significantly less when tested on OOD data (Twitter15 and Twitter16 in this case).
Even though this is degradation is quite noticeable on Twitter16 data, this shows that
a simple technique of training a model on multiple sources of data is able to improve
its performance. Furthermore, we see that Twitter15 and Twitter16 models are able to
perform well on the TwitterMix data, which was the desired effect. The TwitterMix
dataset is composed of examples that were originally from the Twitter15 and Twitter16
datasets, which can now be considered to be ”in-distribution” for both models. As
such, each of the models that we have trained is able to predict those examples that
originated from their training distribution very well. Furthermore, it is likely that both
models are able to predict certain tweets from the alternate dataset well too, leading to
great performance on the TwitterMix data. We preform additional experiments (seen in
Appendix A) where we alter the proportion of pT 15 and pT 16. The experiments show
that the extent to which these models preform well on the TwitterMix dataset is indeed
dependent on the training data proportions, whilst the TwitterMix model is able to
generalise better than the Twitter15 and Twitter15 model in all cases.

These experiments show that performing dataset mixing, as a simple baseline, helps
the BiGCN generalise to data that was originally OOD. Additionally, this highlights
the importance of model monitoring and updating required when deploying the BiGCN
[36, 50]. With adequate solutions, the model will be able to mitigate the effects of
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concept drift and OOD when performing rumour detection on Twitter data [19, 28, 36].
The work of Thilakarathna et al. incorporates this feature with their training engine
mechanism as they are able to update their models regularly with incoming data [50].
However, exploring such strategies is beyond the scope of this dissertation, and is left
for future work.

6.3 Data Ablation Study

As mentioned in section 6.1, for the browser extension to provide accurate rumour
classification labels, it needs to be able to represent the tweet, and its associated
cascade, as accurately as possible. Without the complete cascade and/or textual feature
information, the predictive performance of the classifier could be impacted. This is due
to how the training data has been collected and represented. To this end, we provide
two experiments in sections 6.3.1 and 6.3.2.

6.3.1 Textual Feature Ablation with Discussion

One condition where a certain tweet cascade is under-represented is if the model is
unable to represent the textual features of a tweet. The BiGCN model, as mentioned
in section 3.1, cannot represent textual content that does not occur in the training data
dictionary. To simulate this effect, we run a textual ablation study. First, we generate
new versions of the Twitter15 and Twitter16 datasets according to some textual ablation
proportion. In these new datasets, we randomly replace, according to the specified
proportion, the textual features of a given tweet with 0:1, which is the corresponding
index:count pair for an <END> tag. Once the new datasets have been created, we
train a Twitter15 and Twitter16 model, and report the performance on five-fold cross
validation as done in section 6.2. This was done for the textual ablation proportions:
0%, 50%, 70%, 90%, 100%. We view the results of this experiment in Figure 6.3.
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Figure 6.3: Results from the textual ablation experiments, across varying ablation
proportions, for the Twitter15 and Twitter16 datasets.
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Unsurprisingly, we see that the performance of the two models dramatically decays as
we increase the proportion of tweets that have their textual features removed. These
results were expected due to the importance of textual features to rumour detection
models. In all the automatic methods discussed in section 2.2.2, textual features have
provided an important signal in predicting the rumour status of a particular tweet. As
such, we observe the same effect with the BiGCN model. However, these results
still serve to stress the importance that without the proper, and full, representation of
tweet cascades, the performance of the rumour detection model drops dramatically.
Furthermore, these results extend our understanding of the capabilities of the BiGCN
architecture: a complementary experiment was not included in the original paper [5].

6.3.2 Node Ablation with Discussion

Another condition where an impoverished tweet cascade representation could occur is if
the web server is unable to retrieve the full cascade from the Twitter API. This condition
is a realistic concern for the browser extension due to the limitations mentioned in
section 4.6.1. Similar to the textual feature ablation experiment 6.3.1, we first generate
new versions of the Twitter15 and Twitter16 datasets according to some node ablation
proportion. However, instead of removing textual features, we randomly remove nodes,
and their descendents, from every tweet cascade 1. This was done to simulate the
scenario where certain tweets would not be retrieved by the Twitter API. Once these
new datasets have been created, we train a Twitter15 and Twitter16 model and report
the performance on five-fold cross validation as done in section 6.2. We repeat this
experiment for the following node ablation proportions: 0%, 50%, 70%, 90% and
99.9%. The results of these experiments are specified in Figure 6.4.
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Figure 6.4: Results from the node ablation experiments, across varying ablation propor-
tions, for the Twitter15 and Twitter16 datasets.

Surprisingly, we did not observe the same effect as was seen in the textual ablation

1We did not remove the root nodes from the tweet cascades as the label for each tweet cascade is tied
to the root node.
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experiments (6.3.1). Instead, we see that the BiGCN was able to was able to maintain,
and sometimes improve, performance relative to the baseline, across both datasets. This
was achieved until over 90% of the tweets in each cascade had been removed. After
this point, the models’ predictive capability sharply decreased - once enough tweets
had been removed, both model lose enough signal from the input data to accurately
classify the rumour status. However, we can contrast these results with the early
rumour detection study in the original paper by Bian et al. [5]. In their work, Bian
et al. examine the BiGCN’s performance on the task of early rumour detection. This
experiment aims to show that the model is able to learn to predict the rumour status
of the tweet cascades in the early stages of its propagation (i.e, where there are not
many nodes in the cascade structure). Although our experiment does not remove tweets
from the cascade temporally (as we do not have access to the timestamp for each tweet),
we are, essentially, creating an experiment that is very similar to the early detection
experiment in [5]. As such, we observe very similar result curves when we compare the
two experiments.

However, an interesting result is that in both datasets, we observed that the models were
able to score better than the baseline even with fewer tweets representing the cascade.
A possible reason for this is that when randomly removing a tweet, and its descendents,
from a cascade, we have no rules enforcing what type of tweets are removed from
the cascade. If we observe the rumour tweet in Figure 6.5, tweets that express doubt
in response to a root tweet indicates that the tweet is potentially a rumour [23]. As
such, removing the tweets that express support make the tweet seem more rumour-like.
Similarly, removing the tweets that express doubt from the non-rumour would make
this tweet more non-rumour like. As such, these situations would make each of the
tweet cascades seem more like a prototypical example of their respective class.

Figure 6.5: Prorogation structure of two source tweets taken from [32]. Red nodes
express doubt, blue nodes express neutrality and black nodes express support. The
green node is the root of the cascade.

A similar effect could, by chance, be observed in our node ablation experiments. By
randomly removing certain nodes, we inadvertently simplify the rumour detection task
for that tweet as it would seem more prototypical of its class. These experiments show
that the rumour detection model is able to maintain its baseline performance even though
it does not have access to the full tweet cascade for a given tweet. This is essential
for the functioning of the rumour detection browser extension due to the limitations
specified in 4.6.1, and the importance of early rumour detection.
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Conclusion

In this chapter, we provide a summary of the main achievements in this dissertation
in section 7.1. In section 7.2, we summarise the results of this dissertation, and we
propose steps for future work in section 7.3.

7.1 Contributions

The major contributions of this project are as follows:

1. The full infrastructure for a rumour detection browser extension on Twitter and
the deployment of these services using Google Cloud Platform and the Google
Chrome store.

2. Created the infrastructure surrounding the browser extension in such a way that it
can be ported easily to a different application domain.

3. A critical evaluation of the browser extension as tool, in the form of a user study,
where users were asked to perform a series of rumour detection tasks on Twitter.

4. Analyse the performance of a state-of-the-art rumour detection model on out-of-
distribution and imperfect data, which are pertinent to the successful deployment
and functioning of the browser extension.

7.2 Summary of Results

In this dissertation, we have explored the practical deployment of state-of-the-art rumour
detection models for Twitter in the form of a browser extension. Our goal was to provide
a service that was useful for the end user: it would allow them to leverage the benefits
of said models during their ordinary social media browsing. We were successful in this
task, confirmed both by the impressive latency we reported in section 4.6 and the positive
feedback from the user study in section 5.2. However, our user study also highlighted
areas of potential improvement for the browser extension. These suggestions show that
there are many intriguing research avenues to explore in extending the proof-of-concept
system we have created in this dissertation.
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Additionally, we also experimented with the performance of our model on OOD and
imperfect data. Our results show that this model is able to cope with under-represented
tweet cascade structures. However, it struggles to maintain its state-of-the-art predic-
tive performance when evaluated on out-of-distribution data or when it is not able to
represent the textual content of the tweets in the cascade sufficiently. These results are
interesting for two reasons. Firstly, these experiments increase our understanding of
the work done by Bian et al. [5] and highlight the limitations of this model. Secondly,
the results show that additional mechanisms need to be put in place to ensure that the
browser extension functions optimally once deployed. As such, these motivate many of
the suggestions of future work in section 7.3.

7.3 Future Work

We successfully answered the three research questions that were set out as the main
objectives of the project. However, there are many interesting research questions that
have arisen as a result of our work, and are worthy of future exploration. These research
extensions fall into two domains: i) extensions to the BiGCN model and ii) extensions
to the browser extension itself.

7.3.1 Improvements to the rumour detection model

As mentioned in section 6.3.1, one of the flaws of the BiGCN architecture lies in the
way it represents the textual content of each tweet. Due to the way the dictionary
is computed, we may see that a large portion of a tweet’s textual content could be
ignored due to the fact that its tokens are not found within the dictionary formed through
a naı̈ve tokenization process. In the neural machine translation (NMT) literature,
researchers have faced the same problem. As a solution, Sennrich et al. propose
byte-pair-encoding [44]. This tokenization process improves NMT quality by reducing
the number of unknown words encountered. Instead of using the naı̈ve tokenization,
sub-word tokenization methods could be explored for the BiGCN to see whether they
would improve the predictive performance of the model. Furthermore, another issue
with the BiGCN model, as reported by the participants in our user study, is that it
lacks explainability. This takes away from the benefits provided by the predictive
performance of the BiGCN as users are unable to interpret the decision process behind
the model’s classification. Fortunately, there is an array of interesting approaches in
applying explainable AI techniques to graphical neural networks [26, 58]. As such,
future research could explore applying these techniques to the BiGCN specifically.

7.3.2 Improvements to the rumour detection extension

This project has successfully shown that deploying a rumour detection extension for
Twitter is both feasible and provides benefit for the end user. However, since this was a
proof-of-concept system filling a gap in the research (2.3), there are many avenues to
explore in improving the system.

In section 4.6.1, we commented on the limitations that were related to future Twitter
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API use. Due to the design of the browser extension architecture, a possible direction
for future work would be to deploy the same service, albeit in a different context.
Instead of focussing on Twitter, a similar use-case would be found with Sina Weibo,
for example. The browser extension could focus on fake news detection, rather than on
rumour detection. Each of these disciplines have their own state-of-the-art solutions
in the literature, and exploring practical tools that would leverage their performance
would be a worthwhile research direction.

As shown in section 6.3.1, when deploying a machine learning model, monitoring the
model’s performance, and updating its weights, is a pertinent consideration. Particularly
in a context such as Twitter, the rumour detection model used for the browser extension
needs to be able to keep up with recent developments in the data, and be aware when it
is deviating from it is typical behaviour [36]. Fortunately, this is a relatively common
issue faced when deploying machine learning solutions, and there are a number of
strategies to ensure that the model is performing optimally.

Firstly, we could expand the machine learning pipeline used by the browser extension
to include a model that performs outlier detection. This purpose of this model would be
to flag up potential tweets that are OOD prior to passing these instances to the BiGCN
model. As such, this would act as a prescreening method at inference time, ensuring
that the model classifies data that originates from the training data distribution [21].
This could alleviate the drastic decay in model performance observed in section 6.2.
However, this additional model would aid the browser extension under the assumption
that the overall data distribution has not changed, but not in the case of concept drift.
With concept drift, the entire distribution of the data would have fundamentally changed.
As such, every new tweet will seem as an outlier, rendering our browser extension
inutile. In this case, we would have to ensure that our rumour detection model is
continually updated to cope with these effects [36]. Online retraining, as shown by the
work in [19], has been shown to be effective in minimising the effects of concept drift.
Furthermore, Diethe et al. [10] show a more sophisticated paradigm with their continual
learning approach. Future work of this browser extension could explore these research
avenues in order to ensure that our system functions well once it has been deployed.

Finally, once the browser extension had been developed further, the scope of the user
study could be expanded to a larger, more diverse audience.
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Appendix A

Additional Content

A.1 Algorithms

Input: A tweet ID as a String.
Output: A list containing all the tweets in the tweet cascade.

main fetch tweets for cascade(root tweet id):
all replies = fetch replies(root tweet id)
if all replies is empty then

Fail
all quotes = fetch quotes(root tweet id)
if all quotes is empty then

Fail
return all replies + all quotes

replies fetch replies(root tweet id):
all replies = [ ]
replies content = fetch replies from api(root tweet id)
if Error in replies content then

Fail
while replies content not empty or error do

sort replies content chronologically
all replies.extend(replies content)
oldest id = replies content.pop(0)
replies content = fetch replies from api(root tweet id, oldest id)

end
return all replies

replies fetch quotes(root tweet id):
all quotes = [ ]
quote content, next token = fetch quotes from api(root tweet id)
if Error in quote content then

Fail
while next token not empty or error do

sort quotes content chronologically
all quotes.extend(replies content)
oldest id = quotes content.pop(0)
quotes content, next token = fetch quotes from api(root tweet id, next token

end
return all quotes

Algorithm 1: Generating a tweet cascade for a given source tweet.

47



Appendix A. Additional Content 48

A.2 Figures
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Figure A.1: Result from the dataset mixing experiment for the Twitter15 and Twitter16
models, with pT 15 = 0.3 and pT 16 = 0.7.
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Figure A.2: Result from the dataset mixing experiment for the Twitter15 and Twitter16
models, with pT 15 = 0.7 and pT 16 = 0.3.



Appendix B

Participants’ information sheet

This study was certified according to the Informatics Research Ethics Process, RT
number 2023/260884. Please take time to read the following information carefully. You
should keep this page for your records.

Who are the researchers?

Andrej Jovanovic - A fourth year student at the University of Edinburgh, studying Arti-
ficial Intelligence and Computer Science. He is completing his fourth year dissertation,
titled “Rumour Detection in the Wild: A Browser Extension for Twitter”, under the
supervision of Dr Björn Ross,

Dr Björn Ross - Lecturer (Assistant Professor) in Computational Social Science at the
University of Edinburgh School of Informatics, in the Institute for Language, Cognition
and Computation.

What is the purpose of the study?

The goal of this study is to assess the quality of the browser extension that I am creating
as a part of my fourth year dissertation. Said browser extension is used to detect
rumours on Twitter. Human participants in the user study will assess the quality of
the browser extensions after interacting with it, answering questions such as: ”would
you recommend this extension to a friend?” or ”would you use this extension again?”.
Data analysis will be minimal; it will simply be used to determine the success of the
browser extension based on the users’ responses. The results of this study could be
used to improve the front-end features of the browser extension, if such suggestions are
given, and to guide any recommendations for future work.

Why have I been asked to take part?

Research target group are Twitter users, that have Google Chrome installed on their
desktops, that are interested in detecting rumours when they interact with the social
media platform.

Do I have to take part?

No – participation in this study is entirely up to you. You can withdraw from the study
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at any time, up until your responses are submitted, without giving a reason. After this
point, personal data will be deleted and anonymised data will be combined such that
it is impossible to remove individual information from the analysis. Your rights will
not be affected. If you wish to withdraw, contact the PI. We will keep copies of your
original consent, and of your withdrawal request.

What will happen if I decide to take part?

You will interact with a browser extension that is used to detect rumours on Twitter.
Using this extension, you will be asked to detect rumours on pre-specified tweets. Once
you have finished using the extension, you will be asked to complete a survey, indicating
whether you thought certain tweets were rumours or not. Furthermore, you will be
asked to answer questions, indicating your response on a Likert scale supported by
additional information in a text box if necessary. Questions will include “would you
recommend this browser extension to a friend?. This will be a once-off survey that will
require 15–20 minutes of your time.

Are there any risks associated with taking part?

There are no significant risks associated with participation.

Are there any benefits associated with taking part?

No

What will happen to the results of this study?

The results of this study may be summarised in published articles, reports and presenta-
tions. Quotes or key findings will be anonymized: We will remove any information that
could, in our assessment, allow anyone to identify you. With your consent, information
can also be used for future research. Your data may be archived for a maximum of 4
years. All potentially identifiable data will be deleted within this timeframe if it has not
already been deleted as part of anonymization.

Data protection and confidentiality

Your data will be processed in accordance with Data Protection Law. All information
collected about you will be kept strictly confidential. Your data will be referred to by a
unique participant number rather than by name. Your data will only be viewed by the
researcher/research team: Dr Björn Ross and Andrej Jovanovic.

All electronic data will be stored on a password-protected encrypted computer, on the
School of Informatics’ secure file servers, or on the University’s secure encrypted cloud
storage services (DataShare, ownCloud, or Sharepoint) and all paper records will be
stored in a locked filing cabinet in the PI’s office. Your consent information will be kept
separately from your responses in order to minimise risk.

What are my data protection rights?

The University of Edinburgh is a Data Controller for the information you provide.
You have the right to access information held about you. Your right of access can be
exercised in accordance Data Protection Law. You also have other rights including
rights of correction, erasure and objection. For more details, including the right to lodge
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a complaint with the Information Commissioner’s Office, please visit www.ico.org.uk.
Questions, comments and requests about your personal data can also be sent to the
University Data Protection Officer at dpo@ed.ac.uk.

Who can I contact?

If you have any further questions about the study, please contact the lead researcher,
Andrej Jovanovic - s1900682@ed.ac.uk If you wish to make a complaint about the
study, please contact inf-ethics@inf.ed.ac.uk. When you contact us, please provide the
study title and detail the nature of your complaint.

Updated information.

If the research project changes in any way, an updated Participant Information Sheet
will be made available on http://web.inf.ed.ac.uk/infweb/research/study-updates.

Alternative formats.

To request this document in an alternative format, such as large print or on coloured
paper, please contact Andrej Jovanovic - s1900682@ed.ac.uk

General information

For general information about how we use your data, go to: edin.ac/privacy-research



Appendix C

Participants’ consent form

Consent was collected through the Google Form immediately before the user study was
provided to the participants. In order to proceed to the user study, participants were
required to indicate their consent to the following statements:

• I allow my data to be used in future ethically approved research.

• I agree to take part in this study.
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User Study Questionnaire

The participants’ information sheet and consent forms were included in the Google
Form prior to the user study questions.

D.1 Installing the Browser Extension

Before we begin the user case study, I will walk you through how to download the
Google Chrome extension for yourselves.

Step 1 - Installing Google Chrome

If you have Google Chrome installed, you may proceed to step 2.

Please download Google Chrome at the following URL address.

Once you have successfully installed Google Chrome, please proceed to step 2.

Step 2 - Installing the Browser Extension

Once you have downloaded Google Chrome, please download the Twitter Rumour
Extension at the following link.

Please ensure that you open this link in Google Chrome, and not in your default web
browser.

1. Once you have accessed the link, click ”Add to Chrome”.

2. Confirm that you wish to add the browser extension.

3. The browser extension is now installed. Now we need to pin it to our toolbar.
Click the puzzle piece in the top right-hand corner of your toolbar. There, you
should see ”Twitter Rumour Detection” with a pin besides it. Click it. This has
now added the extension to your toolbar.

Congratulations! You have successfully added the browser extension to your toolbar.

Step 3 - Setting up the server
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https://www.google.com/intl/en_uk/chrome/
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In order to start the server for this service, please visit the following link. Your
connection will seem to ”hang”, as if you have no internet connection. This is normal -
the server is just booting up after some well-deserved rest. When you are greeted with
the welcome message, you have successfully booted the server!

Final Step - Testing the Browser Extension.

Once you have completed all the above steps, it is time to test out the extension! Please
follow the following link to access a tweet: Please ensure that you have opened the link
in Google Chrome, and not in your default web browser.

1. Open the browser extension in the top right-hand corner of your toolbar.

2. Click the button ”Detect rumour”

3. Click ”OK” on the alert that pops-up. This is meant to show you that the extension
has successfully extracted the tweet ID you are wanting to use.

Voilà! You should be greeted with a classification and if you scroll down, a list of
relevant news articles to the tweet. Congratulations on making it here!

That is all the setup done! See you in the next section.

Were you able to successfully install the extension?

• Yes

• No

D.2 User Case Study

For the user case study, I will ask you to preform rumour detection on Twitter at five
predefined URLs. The task is as follows. For each tweet, you will need to:

1. Open the tweet in Google Chrome

2. Prior to preforming rumour detection using the browser extension, comment on
whether you believe the tweet contains a rumour or not.

3. Preform rumour detection using the browser extension.

4. Comment on whether the browser extension helped you in determining the rumour
status of the tweet, or was helpful in providing more context to the tweet itself.

Once you have performed rumour detection on all the tweets, there will be some more
general questions associated to your experience using the browser extension.

NB: If you attempt to preform rumour detection on other tweets, you will receive
an error.

Please ensure that you open these links in Google Chrome so that you are able to detect
the rumours

 https://thola-server-2abtt3ds6q-ue.a.run.app/
https://twitter.com/web/status/1624446398904127491
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D.2.1 Tweet 1

Link to tweet.

Tweet 1: Before performing rumour detection, did you have any reason to believe that
this tweet contained a rumour?

• Yes

• No

Tweet 1: After performing rumour detection, did the extension support your experience
in any way? From flagging up potential rumours, to providing informative context.

• Yes

• No

Tweet 1: Please add any comments related to the above two questions, if any.

D.2.2 Tweet 2

Link to tweet.

Tweet 2: Before performing rumour detection, did you have any reason to believe that
this tweet contained a rumour?

• Yes

• No

Tweet 2: After performing rumour detection, did the extension support your experience
in any way? From flagging up potential rumours, to providing informative context.

• Yes

• No

Tweet 2: Please add any comments related to the above two questions, if any.

D.2.3 Tweet 3

Link to tweet.

Tweet 3: Before performing rumour detection, did you have any reason to believe that
this tweet contained a rumour?

• Yes

• No

Tweet 3: After performing rumour detection, did the extension support your experience
in any way? From flagging up potential rumours, to providing informative context.

• Yes

• No

 https://twitter.com/BBCBreaking/status/1621161107321675777
 https://twitter.com/MailOnline/status/1624445694646923271
https://twitter.com/cnnbrk/status/1625809122326196225?cxt=HHwWgsC9jY2yhJAtAAAA
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Tweet 3: Please add any comments related to the above two questions, if any.

D.2.4 Tweet 4

Link to tweet.

Tweet 4: Before performing rumour detection, did you have any reason to believe that
this tweet contained a rumour?

• Yes

• No

Tweet 4: After performing rumour detection, did the extension support your experience
in any way? From flagging up potential rumours, to providing informative context.

• Yes

• No

Tweet 4: Please add any comments related to the above two questions, if any.

D.2.5 Tweet 5

Link to tweet.

Tweet 5: Before performing rumour detection, did you have any reason to believe that
this tweet contained a rumour?

• Yes

• No

Tweet 5: After performing rumour detection, did the extension support your experience
in any way? From flagging up potential rumours, to providing informative context.

• Yes

• No

Tweet 5: Please add any comments related to the above two questions, if any.

D.2.6 Global Questions

I would use this browser extension again in my personal time.

• Strongly disagree

• Disagree

• Neither agree nor disagree

• Agree

• Strongly agree

https://twitter.com/MailOnline/status/1627875644989181952?cxt=HHwWgMC44caRsJctAAAA
https://twitter.com/TheSun/status/1627718879525863437?cxt=HHwWmoCwhc3s6JYtAAAA
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I would recommend this browser extension to my friends and family.

• Strongly disagree

• Disagree

• Neither agree nor disagree

• Agree

• Strongly agree

I found this browser extension to be very useful.

• Strongly disagree

• Disagree

• Neither agree nor disagree

• Agree

• Strongly agree

What suggestions do you have to improve the browser extension, if any?

Can you recall a time when you had wished that you had access to such a tool as this
rumour detection extension for Twitter? If so, what was that scenario, and how would
have an additional aided your experience? (NB: This does not have to be restricted to
rumour detection on Twitter).

D.3 Deleting the Browser Extension

Thank you for completing the user study. Your effort is much appreciated.

In order to finish this user study, please delete the browser extension from your exten-
sions list.

In order to do so, please:

1. Click the puzzle piece in the top right-hand corner of your Google Chrome
toolbar.

2. Click the ”Manage extensions” button.

3. Find the ”Twitter Rumour Detection” browser extension and click ”Remove”.

4. Confirm that you wish to remove it.

5. Voilà. We are all done!

Did you manage to remove the browser extension?

• Yes

• No
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D.4 Difficulty Installing the Browser Extension

Why were you unable to install the browser extension?
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