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Abstract

The rapid growth of the Internet of Things (IoT) technologies observed in recent years
has provided opportunities for innovative solutions in various domains. In this project,
the machine learning research area of human activity recognition is explored utilising the
RESpeck wearable monitor, which encapsulates tri-axial accelerometer and gyroscope
Sensors.

In this research, a domain-agnostic transformer-based calibration framework is imple-
mented, enabling calibration of an already trained machine learning model to a particular
subject. Furthermore, a transformer-based model is implemented for the purposes of
this project, in an attempt to improve performance on human activity classification.

A series of model evaluation methods is then carried out to assess the performance of
the implemented algorithms, including subject-independent cross-validation, as well as
statistical testing, to evaluate the significance of the results.
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Chapter 1

Introduction

1.1 Human Activity Recognition

Over the past decades, the interest in human activity recognition has seen rapid growth
both in academia and industry, due to the wide range of applications it can applied for.
In the past few years, a rapid development of wearable devices, as well as machine
learning, has been observed, with remarkable advances emerging in the medical, fitness,
military and security fields [32]. The human activity classification task focuses on
extracting knowledge from data retrieved using Internet of Things (IoT) devices to
accurately identify human activities. Methodologies presented in the literature are
usually divided into two different categories, based on whether they use ambient sensors
(extrinsic) or wearable devices (intrinsic) to acquire data for the classification model
[32]. The former includes observing the behaviour of the subject along with the
environment using extrinsic sensors fixed in predetermined positions and subsequently
applying machine learning algorithms to determine the activity performed by the subject
[60]. Even though the above-noted methods utilising data from sensors external to the
subject have shown reliable performance even in diverse conditions, they pose numerous
challenges related to privacy and applicability in smart environments which prevent
them from being widely utilised [45]]. In an attempt to eliminate the above-mentioned
concerns, the intrinsic approaches employ machine learning algorithms applied to
inertial signals gathered using sensors directly attached to the subject for the estimation
of the physical activity [26]. This methodology, however, poses different challenges due
to its dependence on data acquired by wearable sensors, which are significantly affected
by noise thus deteriorating data quality and model accuracy. Most widely implemented
solutions exploit several pre-processing algorithms and filtering techniques, to ensure
that noise and sensor biases are eliminated prior to using the raw data in the classification
framework. Therefore, effective data pre-processing is considered a crucial step in the
classification pipeline, significantly impacting the performance of the machine learning
model as well as the usability of the dataset [6]].
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1.2 Previous work carried out

In the MInf - Part 1 Project, an annotated dataset was gathered using linear acceleration
data, recording 96 participants performing a range of physical activities. The dataset
was then utilised for the development and training of an Auxiliary Classifier Generative
Adversarial Network (AC-GAN) used for human activity classification. During the
MInf - Part 1 Project a transfer learning methodology was also explored, in an attempt
to improve the classifying capabilities of the activity recognition model for a specific
subject, using linear acceleration samples of that subject performing a set of physical
activities to train the model.

In this project, the annotated dataset is re-used for the training of the classification
models implemented. The AC-GAN model is also used for comparison purposes in
order to assess the performance of the transformer-based methodology implemented in
this research. Finally, the transfer learning methodology as well as the findings of the
experiments performed in the MInf - Part 1 Project are exploited for the development
of a novel domain-agnostic transformer-based calibration framework presented in this
project.

1.3 Research Objectives

Intra-subject dependencies have posed a significant challenge for the human activity
classification task throughout the literature, requiring vast amounts of annotated data
to achieve generalisability. As a result of the above-noted issue, it has been observed
that models trained and evaluated on dissimilar subjects achieve inferior performance
in comparison to models using a common pool of subjects for training and evaluation
purposes [3]].

This project aims at bridging the performance gap identified on account of intra-subject
correlation by the implementation of a calibration framework that allows the neural
network to learn subject-specific patterns using samples of a subject performing a
range of activities; developing a proof-of-concept calibration system based on the work
presented in the MInf - Part 1 Project [3]].

In an attempt to resolve issues revealed in the MInf - Part 1 Project [S]] while using the
Auxiliary Classifier Generative Adversarial Network (AC-GAN) for transfer learning,
as well as improve classification performance in activity recognition, a Transformer-
based architecture is proposed in this project, improving the learning capacity of the
implemented system.

1.4 Contributions

The main contributions of this research are outlined below:

* implementation of deep learning network architectures utilised for the evaluation
of the human activity classification framework;
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1.5

design and implementation of a Transformer-based deep learning model for
human activity recognition;

development of a testing framework used to assess the impact of adding tri-axial
angular velocity and increasing the sampling frequency of the initial tri-axial
acceleration inputs;

design and implementation of a novel domain-agnostic transformer-based calibra-
tion system utilising transfer learning methodologies.

Outline

The thesis structure is outlined below:

Chapter 1 - Introduction provides an overview of this project, indicating the
motivation instigating this research as well as an outline of the contributions
demonstrated in this work.

Chapter 2 - Background presents an assessment of related research applied for
human activity recognition establishing the context of this project.

Chapter 3 - Data Collection and Pre-processing details the data acquisition
procedures carried out to form the dataset used for the classification task. Besides,
it provides a detailed description of the operations applied to improve the quality
and usefulness of the dataset for training and evaluation purposes.

Chapter 4 - Methodology provides a comprehensive description of the method-
ology developed for the purposes of this project as well as justification of the
decisions made during the design and implementation phases.

Chapter 5 - Results demonstrates the performance yielded from the evaluation
procedures carried out along with an analysis of the results extracted from each
method.

Chapter 6 - Conclusions summarises the contributions of this project, discussing
limitations of the current implementation and identifies valuable trajectories for
future research.



Chapter 2

Background

This chapter provides an overview of the approaches applied for human activity recogni-
tion found in the literature, as well as summarising concepts and methodologies applied
in related projects utilising the RESpeck monitor, which have influenced the progression
of this work.

2.1 Human Activity Recognition

The human activity recognition task has been a widely attempted machine learning
problem, with numerous tackling strategies being demonstrated in the literature due to
its wide applicability. A significant portion of the approaches demonstrated in the litera-
ture often involves manual extraction of domain-specific hand-crafted features from a
particular dataset, that are utilised along with the original input by the machine learning
model to make a prediction [46]. Machine learning models extracting information from
manually generated features include but are not limited to: Decision Trees, Bayesian
networks, Instance-based Learning, Support Vector Machines (SVM), Artificial Neural
Networks and ensembles of classifiers [9]. Manual feature engineering, however, is
often limited to domain-specific features which are less informative to other applica-
tions, or is even restricted to a subset of the most task-relevant features, due to the high
dependence on human observance and expert knowledge. As a result, the implementa-
tion of machine learning based algorithms is often not feasible for every application
due to the significant reliance on human expertise. To overcome the aforementioned
problem, recent advances in deep learning have given rise to novel approaches of data
classification, that automatically learn the most discriminative features of a particular
dataset, resulting in improved performance [6, 9]. The deep learning methodology
allows the model to learn representations of data with multiple levels of abstraction [33l],
which often surpass the performance of manually engineered algorithms, while also
allowing domain-agnostic implementation. In the human activity classification domain,
a range of methodologies has been presented, yielding state-of-the-art performance
in multiple occurrences. Deep learning algorithms with noteworthy performance in
the human activity recognition task found in the literature include but are not limited
to: Convolutional Neural Networks (CNNs) [59], Recurrent Neural Networks (RNNs)
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[16} 3]], Long Short-Term Memory Networks (LSTMs) [24, 39]], and Convolutional
Long Short-Term Memory Networks (ConvLSTMs) [42].

2.2 Related work

In this section, previous approaches carried out for human activity recognition applied
to datasets collected using the RESpeck monitor device are presented, in an attempt to
highlight some of the limitations observed in those attempts and provide solutions to
address them, thus improving the classification performance achieved in this research.

2.2.1 Simultaneous human activity and social signal classification

In the methodology presented by Wei in [S3], the effect of combining a human activity
recognition algorithm along with a social signal classifier was investigated, in an
attempt to reveal potential benefits in the predictive capabilities of the model. In the
paper, Wei presented a two-stage classification architecture, using two approaches
introduced in previous research papers for human activity recognition [25] and social
signal classification [18]. The algorithm utilised a binary classifier to differentiate
between stationary and dynamic human activities, with the output of the model being
fed into social signal and human activity recognition models, used to predict the social
signal as well as the physical activity corresponding to the input sample, respectively.
The two-step classification described, achieved a higher accuracy on the dataset used
in the experiment in comparison to two standalone human activity and social signal
classification architectures highlighting the benefits of a hierarchical configuration.
The above observation was evaluated in the MInf - Part 1 Project [S]], using a more
complicated network architecture as well as an enhanced dataset, and it was seen that in
cases when the numerosity of the dataset is large enough, distinct models for each task
outperform the combined classifier. Therefore, in this work it was decided to continue
using separate models for each task, focusing on human activity classification in this
study.

2.2.2 Human Activity Classifier

The human activity recognition model used by Wei [53], was first proposed by Irsch
[25]], designed in an attempt to develop a data-efficient way of classifying human
activity tackling the incredibly costly problem of acquiring enough annotated data. This
approach included a Semi-Supervised Learning method using a Generative Adversarial
Network (GAN) leveraging both labelled and unlabelled data. The GAN consisted
of a generator and a discriminator, with the first generating fake samples based on
the data, and the second distinguishing real and synthetic unlabelled data as well as
the type of activities in the labelled data. As a result, after each epoch, the generator
improved its generating capabilities, thus forcing the discriminator to improve as well.
Irsch’s method outperformed the compared Linear Regression and CNN models in
cases when the amount of labelled data was limited, which widens the range of possible
applications.
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2.2.3 AC-GAN Human Activity Classifier with Transfer Learning

The Semi-Supervised GAN model was then implemented in the MInf - Part 1 Project
[S)], in an effort to address any limitations found previously, and consequently improve
the performance of the neural network. During the investigation, it was revealed that
the model was not learning patterns for all classes uniformly, thus showing significant
imbalances in the performance between human activities. The solution implemented to
mitigate this problem was to develop an Auxiliary Classifier Generative Adversarial
Network (AC-GAN) that allowed the model to train uniformly for each physical activity
class, thus preventing classes with a higher number of data samples from outweighing
the remaining classes during training. Furthermore, a transfer learning methodology
was exploited in the MInf - Part 1 Project [5], used to resolve the issue of limited
availability of annotated datasets for human activity recognition as well as the problem
of substantial diversity between data samples drawn from subjects with different body
characteristics[32]. Transfer learning is a technique used to improve the classifying ca-
pabilities of a model by transferring information from a related domain [S6], mimicking
the way the human brain works, and applying knowledge gained from a learned task to
anew one. In the past decade, several machine learning problems have been approached
using transfer learning methods, due to their ability to utilise datasets from similar
tasks for pattern recognition, with the availability of such datasets being significantly
easier currently as big data repositories become more prevalent. Recent literature has
shown promising results with the use of transfer learning methods in a wide spectrum
of applications, including human activity recognition [20], image classification [15]
and speech recognition [S3]].



Chapter 3

Data Collection and Pre-processing

The establishment of a comprehensive dataset that includes sufficient data samples for
all categories in the class spectrum is a fundamental aspect of any machine learning
implementation, vital for the subsequent development of the system. The predictive
performance of a machine learning model, as well as its ability to generalise on unseen
data, is significantly correlated to the quality of the dataset. The data samples need to
be representative both in terms of validity and accuracy of labelling of the categories
identified, allowing the model to develop the desired pattern recognition capabilities.

This chapter provides a detailed description of the procedures carried out in assembling
the datasets used for the human activity recognition calibration system, as well as
the processing techniques applied to improve the overall quality of the dataset and
consequently its usefulness for the project, as well as any related future studies.

3.1 Data Collection Framework

The complete dataset used in this project was an amalgam of physical activity data
collected for the purposes of this project, combined with datasets collected in related
studies by participants wearing the RESpeck monitor using identical protocols. This
section provides a detailed explanation of the components comprising the dataset, along
with a specification of the data acquisition procedures followed to collect the new data
required for the purposes of this study.

3.1.1 Hardware

The physical activity pattern monitoring involved in the study was conducted using
the RESpeck monitor device, version 6, shown in Figure @ The RESpeck monitor
contains an encapsulated Freescale MMA7260QT tri-axial accelerometer, as well
as three orthogonally mounted ADXRS300 angular rate sensors, transmitting data
wirelessly using the Bluetooth Low Energy technology. The device is paired with a
smartphone through an Android application and transmits accelerometer and gyroscope
signals at a sampling frequency of 25 Hz. The RESpeck monitor device (3.5cm x 4.5cm;
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18gms) is worn unobtrusively as a plaster in the lower costal margin monitoring the
rotation of the chest wall.

Figure 3.1: RESpeck monitor device

Accelerometer Sensor

The integrated tri-axial accelerometer sensor measures linear acceleration across each
of the orthogonal axes, which is the rate of change of the velocity of an object. The
measurement of acceleration is in meters per second squared (m/s?) or in G-forces (g).
For this particular project, the latter was used, with a single unit of G-force on Earth
being approximately equivalent to 9.8m/s%. The accelerometer detects both static and
dynamic forces of acceleration. Static forces include gravitational pull from the planet,
while dynamic forces can include vibrations and movement of the sensor.

Gyroscope Sensor

The gyroscope sensor is used to measure the rotational motion of an object. The
rotational motion of an object is determined by measuring the angular velocity, which
is the speed of rotation around an axis. The angular velocity is measured in radians per
second (rad/s) and is detected using a vibrating mechanical element attached to the
sensor through the physical phenomenon of Coriolis [17].

3.1.2 Sensor Placement

The sensor was mounted on the anterior side of the torso of each participant, on the left-
hand quadrant of the abdominal cavity, just inferior to the rib margin, as shown in Figure
The sensor placement position was chosen based on literature research indicating
the intersection of the lower costal margin and the midclavicular line as the optimal
position for respiratory monitoring [37]. Furthermore, the mounting position was set
near the centre of gravity of the body, as studies have identified areas closer to the centre
of mass of the human body as the ideal position for human activity classification [43]].

3.1.3 Dataset Composition

For the purposes of this project, three distinct datasets were established, with each
fulfilling a discrete role in the realisation of the calibration framework. The above-
mentioned datasets are described below, along with the purpose each serves in the
system implementation:
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Figure 3.2: RESpeck monitor placement position

* acceleration-only dataset sampled at 12.5Hz; gathered from previously assem-
bled datasets, used for the training of the base classification model;

* acceleration and angular velocity dataset sampled at 25Hz; collected for the
purposes of this project, used to investigate the effect of sampling frequency and
angular velocity in the performance of the classification model;

* real-world dataset; including acceleration and angular velocity information at a
sampling rate of 25Hz, collected during the present study, and used for evaluating
the performance of the calibration system on real-world data.

Data Acquisition

The data acquisition procedure included collecting data from a number of volunteers,
who were asked to perform a series of everyday human activities and social signals. The
eligibility criteria established, required each participant to be in a physical condition
that would allow them to perform each of the designated activities without any difficulty,
as well as have no history of severe chronic lung diseases that would cause discomfort
when executing any of the activities. During the data gathering procedures, all the
appropriate measures were taken by the participants and the investigators, to reduce the
risk of catching and transmitting COVID-19. The data collection study was approved
according to the Informatics Research Ethics Process (RT number 2019/17922). The
study was conducted in collaboration with Celina Dong and Teodora Georgescu, with
data collected from 14 participants in total. The data samples included acceleration
and angular velocity information and were sampled at 25Hz frequency. The participant
information sheet and the participant consent form can be found in Appendices |Aland

respectively.
Each participant was invited to perform 19 everyday physical activities for at least 30

seconds each, although not necessarily in a single contiguous recording in deference
for the participant’s comfort. The hand-picked physical activities were consequently
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categorised into static and dynamic, based on the movement involved in each of them.
These included — static cases: sitting normally or bent forward and backwards; standing;
and, lying down prone, or supine, or facing right or left; and dynamic cases: walking
slowly and at a normal pace; running; ascending and descending stairs; swinging back
and forth and left and right whilst sitting on a chair; standing up and sitting down on
a chair; getting up from a lying down position and lying down from a seated position.
Furthermore, a portion of the participants were asked to perform a series of social signal
activities required for related projects running concurrently with the present study. The
social signal activities were performed in combination with static activities and included:
coughing; talking; eating or drinking; singing; laughing; breathing normally; breathing
deeply; sighing; sobbing; yawning; hiccuping; and, hyperventilating.

Existing Datasets

For the training of the base classification model, the dataset presented in the MInf -
Part 1 Project [S]] was used, consisting of data from 96 participants, allowing direct
comparison of the results demonstrated using the different methodologies presented in
this work. The time sequence samples included accelerometer data information sampled
at 12.5Hz frequency. The repository included data collected in the MInf - Part 1 Project
[S] from a total of 14 participants using the above-mentioned protocol and activities; as
well as annotated datasets collected by researchers working with the RESpeck monitor
in previous years used to enhance the sample distribution [7, [18, 25, 41]. The data
retrieved from related projects from previous years included subsets of the activities
used in this project thus enabling seamless integration to the database. The uniform
collection protocols and storage formats used for the experiments allowed seamless
concatenation of the datasets without requiring any alterations to the original sampling
frequency or sensor placement positioning.

Real-world Data

The newfound dataset introduced in this project involved congregating time sequences
that simulated real-world circumstances, generating a dataset representative of the data
that would be gathered in a live application of the classification framework. The data
collection protocol included recording volunteers performing a sequence of physical
activities and social signals continuously without halting the recording between activity
changes. To ensure that the dataset would include a balanced mixture of physical
activities and social signals simulating a real-life situation, each participant was asked
to perform a predefined sequence of activities chosen between two established patterns.
The first sequence included: sitting on a chair; sitting bent forward; getting up from
the chair; walking at a slow pace; standing still; reaching for a glass of water; drinking
while standing; talking; walking at a slow pace; standing; coughing; walking at a
normal pace; sitting down on a chair; sitting bent backwards; and coughing. The second
sequence included: lying down prone; coughing; lying down facing left; coughing;
talking; sighing; sitting; sitting bent forward; talking; standing still; coughing; walking
at normal speed; standing; reaching for a glass of water; and drinking while standing.
The participants were video-taped while performing the activities, with the captured
video being utilised for the annotation of the sensor signals. The duration of each
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activity performed was left to the discretion of the participant with an upper limit of 10
seconds, to ensure that the recording was as realistic as possible. The above-mentioned
decision was taken as each sample was evaluated separately thus not affecting other
recordings, while the video input enabled accurate identification of the start and end
of each activity, allowing annotation of activities of varying duration. Once both
recordings were gathered for each volunteer, the video was temporally aligned with
the sensor data, allowing manual labelling of the activities performed at any instance.
The accelerometer and gyroscope signals were exploited for the development of this
dataset, with information being sampled at a frequency of 25Hz. In this study, data were
collected from 6 participants in total, with participant statistics being displayed in Table
Each subject in the real-world dataset is also part of the previously-mentioned
activity recordings dataset, allowing the application of the calibration methodology
to evaluate performance gain. The participant information sheet and the participant
consent form can be found in Appendices |Aland B} respectively.

Participant ID Sex Age
XXDO001 Female 26
XXD002 Male 23
XXD014 Male 20
XXDO015 Male 22
XXDO016 Male 21
XXDO021 Male 21

Total Participants Ratio (Male:Female) Average Age
6 5:1 22.2

Table 3.1: Participant statistics of the real-world dataset.

3.2 Data Processing

Data pre-processing is a fundamental component of a machine learning methodology,
contributing to the enhancement of the performance and efficiency of the algorithm. This
phase involves the removal of irrelevant, redundant, noisy and unreliable information
found in the unrefined data samples, which could often increase the complexity of
knowledge extraction and pattern recognition from the dataset. Consequently, the
model is able to achieve superior generalisation performance, thus enhancing the
handling of unseen input in real-world circumstances [30]. This section provides a
detailed description of the data processing procedures applied to the dataset aiming to
enhance the quality of the input samples as well as maximise the generalisability of the
implemented algorithms.

3.2.1 Data Cleaning

The primary stage of the pre-processing pipeline included adjusting the class distribu-
tions to maximise the usability of the dataset and of the machine learning model. Due to
the datasets serving different purposes in the calibration framework pipeline, different
data cleaning strategies were carried out for each of them.
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The analysis of the concatenated accelerometer-only dataset sampled at 12.5Hz in the
MInf - Part 1 Project [5] has revealed a significant similarity between samples drawn
from the physical activity classes of sitting and standing. This issue is often referred to
as inter-cluster similarity in the literature and is observed when the data distribution of
a number of categories significantly overlap, eventuating in samples drawn from the
above classes being indistinguishable [48]]. The correlation observed was a result of the
sensor placement, which yielded similar recordings for both activities due to the position
selected. As a consequence, the magnitude and direction of the motion in regards to the
sensor seem identical for both movements thus not allowing differentiation between
them. The solution chosen in the MInf - Part 1 Project [3] for this particular issue,
which is also reproduced in this study, was to combine the above-mentioned activities
into a singular class characterising both categories. The data analysis also revealed a
sizeable intra-class variation between classes representing different inclinations of the
sitting activity. The dissimilarity was mainly caused by the absence of a specific angle
definition for each of the orientations, that was originally aimed to induce noise in the
dataset and thus improve generalisability. In order to resolve this issue, all variations
of the sitting activity were annotated as one class to avoid misinterpretation, as in the
MInf - Part 1 Project [3]. Furthermore, after utilising the models developed in the
MInf - Part 1 Project for real-time classification, it was revealed that the omission of
transitory activities including: standing up whilst sitting on a chair; sitting down on a
chair; getting up from a lying down position; and, lying down from a seated position;
was hindering the usability of the methodology in real-world applications. Therefore, it
was decided to congregate the above-mentioned activities into a singular "Movement”
class in an effort to allow the model to recognise Out-of-distribution activities from the
remaining classes. The class distribution of the physical activities following the data
cleaning procedures is illustrated in Figure[3.3]
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Figure 3.3: Distribution of the physical activity classes following data cleaning procedures
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For the accelerometer and gyroscope dataset sampled at a frequency of 25Hz, a different
cleaning strategy was utilised, in order to fulfil the objectives set for the usage of these
data samples. A minimally invasive approach was adopted for the processing of the
newly gathered dataset, allowing exploration of the potential benefits the introduction
of angular velocity signals as well as the increase of sampling frequency may have
on the performance of the classification model. In contrast to the procedure followed
in the previously mentioned dataset, all distinct sitting and standing activities were
kept unaltered, aiming to reveal potential improvement by the usage of more partic-
ularised categories. Similarly, to the above-noted methodology, transitory activities
were grouped into a sole class enabling usage in real-time circumstances. The class
distribution of the human activities deduced after the data cleaning procedures carried
out on this dataset is displayed in Figure [3.4]
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Figure 3.4: Distribution of the physical activity classes of the linear acceleration and
angular velocity dataset following data cleaning procedures

In view of the real-world dataset being used for the evaluation of models trained on
both datasets using the calibration methodology, two distinct iterations of the dataset
were generated, in order to match the corresponding human activity ranges.

3.2.2 Temporal Alignment of Activity Boundaries

Data inspection carried out in the MInf - Part 1 Project [5]] revealed a slight delay
between the time the signal recording was initiated to the time the activity started
being performed. The temporal delay was caused due to the recording procedure being
manually initiated by the investigator which resulted in a deviation between the starting
times of the recording and the activity initiation. The solution adopted to alleviate this
particular issue was trimming 10% from the start of each recording, aimed at eliminating
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this undesirable interval, hence resulting in a more accurately annotated dataset. A
more aggressive approach was deferred in this particular case, as a way of keeping the
numerosity of the dataset as close to the original as possible.

3.2.3 Noise Filtering

The following stage of the data pre-processing pipeline included identifying and removal
of noisy signals and outlying elements that could affect the quality of the dataset. By
virtue of using the activity recognition model on real-time data, no normalisation or
standardisation techniques were applied to the data. The reason for this decision was
that these methods require continuous updating of the mean and standard deviation of
the dataset, thus requiring to load all the historical data for every time window, which
introduces a significant computational cost. Alternately, the median filter algorithm
was applied to de-noise the sensor data, which has been shown to offer excellent
noise reduction as well as offering simplistic implementation allowing uncomplicated
adoption in real-life applications [54].

A median filter applies a moving kernel along the data points, replacing each value with
the median of the point itself and its direct neighbours. The recording is padded with
zeros prior to the noise filtering to ensure the size of the output sample matches the
length of the original input. The kernel size was set to 3 time-steps, minimising the
added delay required before initiating real-time activity classification to approximately
0.16 seconds [5]].

3.2.4 Sliding Windows

The following step in the data preparation methodology included framing the dataset
into a collection of fixed-size time sequences establishing the framework for a super-
vised learning machine learning task. The above procedure was performed using the
sliding window approach, which is the most widely employed segmentation technique
applied to inertial sensor signals, and incorporates splitting the data into fixed-sized
sliding windows with each being annotated by a specific physical activity. The slid-
ing window methodology is also illustrated in Figure [3.5] In this project, a window
size of approximately 3.84 seconds is used, which has been shown in the experiments
performed in the MInf - Part 1 Project [5] to be the optimal balance between perfor-
mance gain and responsiveness of the system, because as the window is prolonged
the predictions become less dynamic. The sliding window segmentation technique
is divided into two categories based on the step size between consecutive windows:
Fixed-size Non-overlapping Sliding Windows (FNSW) and Fixed-size Overlapping
Sliding Windows (FOSW) as described in [27]. Data overlap between adjacent windows
aims at improving the detection of activities that may have been split between different
windows resulting in significant loss of information. The overlapping among windows
guarantees high numerosity of the dataset which may yield performance improvement,
even though it raises the computational resources required for the training of the model
[[13]. For this project, a window overlap of 50% was chosen, balancing performance
and increased computational demands of the system, while also demonstrating proven
results in the literature [[61]].
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Figure 3.5: Sliding windows technique

3.2.5 Subject Independent Cross-Validation

Once the aforesaid processing operations were performed, a resampling procedure was
implemented ensuring that the evaluation results reported were not dependent on a
specific subset of the dataset, ensuring the model would generalise well on unseen data.
A resampling technique widely used for human activity recognition in the literature,
known as K-Fold Cross-Validation, involves randomly partitioning the dataset into k
subsets, with kK — 1 of them used for the training of the model and the remaining fold
used for testing purposes [21]]. The testing fold is then iterated across all the partitioned
subsets in order to evaluate the performance of the model for each combination of
subsets. The random generation of subsets during the procedure means that the training
and testing subsets may contain data from the same subject, therefore, this method is
known as Subject-Dependent Cross-Validation [2]]. This technique, however, assumes
that the samples are Independent and Identically Distributed (IID), even though this
cannot be guaranteed for samples drawn from one subject, which are highly likely to
show signs of correlation. This interdependence is often justified by two causes:

* Intra-subject dependencies in the data, signifying a higher correlation between
samples extracted from the same subject in comparison to samples drawn from
different subjects. This dependency indicates similarity in the way physical ac-
tivities are conducted by a subject, which can be explained by the physiological
characteristics of each person such as age and sex, which might affect the move-
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ment patterns of an individual. In addition, the way an activity is performed may
have been influenced by previous experience performing the movement, which
can define its difficulty for each individual [4]].

» Temporal dependence between activities performed by one subject, indicating
similarity between samples drawn within a short time interval. This connection is
likely caused by several factors such as physical and/or mental weariness which
may cause deterioration in the quality of the recordings as time proceeds. [13]].

As a consequence, k-fold Cross-Validation often leads to an overestimation of the
performance of the model when used in human activity recognition, with an artificial
increase in the classification accuracy caused by similarities between training and
evaluation sets from samples drawn from the data distribution of a single subject
[12]. To address the aforementioned problem, a Subject-Independent Cross-Validation
technique is employed, dividing the dataset into subsets by subject [31]. This mechanism
splits the subjects into folds, with each fold containing the full data of the allocated
subjects. Therefore, intra-subject dependencies observed in k-fold Cross-Validation are
no longer an issue during the evaluation procedure.

For the purposes of this project, the subjects are distributed into 5 folds dividing the
dataset into partitions of 20%, influenced by the results shown in the MInf - Part
1 Project [S]. In order to evaluate the performance of the classification framework,
explored in detail in the following chapter, reporting results on unseen data, the training
set is further divided, with the last generated fold forming a validation set as shown
in Figure [3.6] For every iteration, each model architecture is trained on the training
set with the best model being extracted based on the performance on the validation set.
Subsequently, the selected model is applied to the testing set to report performance as
explained in detail in the next chapter.

3.3 Exploratory Data Analysis

Progressing the extensive exploratory data analysis carried out on the dataset in the
MInf - Part 1 Project [S], in this project an investigation of the effects of the inclusion
of angular velocity signals is carried out in order to improve the understanding of the
dataset and guide the initial hypothesis to achieve optimal results. The analysis included
applying a dimensionality reduction technique utilised to map the input samples into
a more comprehensible two-dimensional space, thus allowing further study of the
feature space. For this research, the Uniform Manifold Approximation and Projection
(UMAP) [38]] algorithm was exploited, which has demonstrated valuable results in
a wide array of applications [S0]. The UMAP dimensionality reduction technique
works by firstly constructing a high dimensional graph representation of the dataset and
then subsequently optimising a low-dimensional graph to be as structurally similar as
possible to the original graph. For the purposes of this research, the newly concatenated
acceleration and angular velocity dataset was exploited, by applying the UMAP method
on the acceleration samples only on the one hand, and on acceleration and gyroscope
signals on the other.

The projections of the two dataset instances into 2D spaces are shown in Figures
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Figure 3.6: Subject-Independent Cross-Validation methodology

and [3.8] As it can be observed, the data samples in the dataset instance using only
linear acceleration are more easily separable than the instance that includes angular
velocity. This phenomenon occurs because the additional information retrieved for each
time-step introduces increased complexity in the data thus increasing the difficulty in
finding decision boundaries between the classes. It can also be noted that the stationary
activities are projected into different spaces in the acceleration-only dataset forming
uniform clusters, which indicates that their identification is easier in comparison to
the dynamic activities. The closely related projections for non-stationary activities
in both dataset instances as well as the broad scattering of projections sampled from
the same classes, however, determine the deep learning methodology as the optimal
configuration for this particular task. Deep learning methodology enables efficient
feature extraction of the most relevant features in the dataset [[11]] in contrast to manual
feature engineering that might potentially result in less informative features, while also
allowing domain-agnostic implementation which is a requirement for this project.
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Chapter 4

Methodology

Even though in recent years vast progress has been observed in the research area of
human activity recognition; the significantly high cost required to acquire labelled data
both in terms of human labour as well as in time has posed a great challenge in applying
the classification methodology in real-time data or for applications where the range
of activities includes uncommon activities, such as recognising a seizure event. The
following chapter provides a detailed description of the methodology applied to develop
the domain agnostic human activity recognition calibration system, aimed at alleviating
the aforementioned problem, including justification of the decisions taken during the
design and implementation phases. The contributions of the current project explored in
the following chapter include:

 implementation of deep learning network architectures utilised for the evaluation
of the human activity classification framework;

* design and implementation of a Transformer-based deep learning model for
human activity recognition;

* development of a testing framework used to assess the impact of adding tri-axial
angular velocity and increasing the sampling frequency of the initial tri-axial
acceleration inputs;

* design and implementation of a novel domain agnostic Transformer-based cali-
bration system utilising transfer learning methodologies.

4.1 Classification Algorithms

A critical component of the human activity calibration framework is the machine learn-
ing model used for the activity recognition which is fundamental for the performance on
the data prior to the application of the transfer learning methodology as well as the pat-
tern learning once the calibration samples are introduced. After a thorough examination
of the literature, it was observed that a number of deep learning architectures performed
similarly well in the human activity classification task, with the results varying based
on the particular dataset being applied and the hyper-parameter configuration used, thus

19
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showing that there is no single approach that is optimal for all cases.

This section presents a series of different model configurations applied for human
activity recognition, assessing the benefits and limitations associated with each method
and comparing their performance in order to find the most suitable algorithm for this
setting.

The implementation of each of the neural networks was carried out using the TensorFlow
framework [1]], version 2.4.0, and the Keras application programming interface [8l],
version 2.2. The TensorFlow framework was chosen owing to the fact that it enables
direct conversion of the trained models to a format that can be employed on edge devices
through the TensorFlow Lite framework [49], which is important for the employment
of the system in a real-time setting.

4.1.1 Evaluation Metrics

In order to evaluate the performance of each classification model, a range of metrics
were used to ensure that the results would be useful and meaningful for real-world
application. Due to the fact that the models are trained on a multi-class classification
task, focusing solely on the accuracy of the model when using an imbalanced dataset,
may jeopardise its ability to learn all the classes uniformly, by focusing on a single class
to improve accuracy. To mitigate the above risk, the following performance metrics
were implemented in this project:

* accuracy, measuring the number of correctly identified activities, denoted by

True Positives + True Negatives

accuracy =
Y True Positives 4 False Positives 4+ True Negatives + False Negatives

* precision, quantifying the number of predictions of a class that actually belong to
that specific class, denoted by

True Positives

precision = — -
True Positives + False Positives

* recall, measuring the number of positive class predictions made out of all positive
examples in the dataset, denoted by

True Positives

recall = — -
True Positives + False Negatives

F1-Score, which is the harmonic average of precision and recall metrics, denoted
by

Fl-Score — 2% precision xrecall

precision + recall

The above metrics were evaluated for every iteration of the Subject Independent Cross-
Validation procedure, with the average accuracy and F1-Score metrics being employed
for the analysis of the results demonstrated in the following chapters. Each model is
then subsequently chosen based on the mean of the accuracy and F1-Score average
scores, balancing the 2 objectives.
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4.1.2 Baseline Models

In order to establish a performance threshold providing a point of reference for the
assessment of the classification algorithms, two different baseline models were imple-
mented, providing reasonable results as well as a simplistic set-up. A baseline model is
vital for any machine learning task not only to evaluate whether the complex methods
applied yield superior performance but also as a comparison metric to examine whether
the trade-off between performance difference and computational cost can be justified.

For the purposes of this study, a ZeroR classification model was utilised, predicting the
majority class of the training dataset for all inputs. Even though this model doesn’t have
any predictability power given that it completely ignores the input data and its output is
based solely on the target labels, it can still provide a valuable benchmark when training
on unbalanced data, which is the case in our dataset.

The second baseline model employed was a Random Forest Classifier, which is a
machine learning approach that builds an assembly of decision trees based on the
training dataset, and outputs the prediction class accumulating the highest number
of votes gathered from all the individual trees. The advantage of using a random
forest model in lieu of a single decision tree classifier is that the importance of each
feature of the data in the prediction is proportional to the number of occurrences in the
ensemble, thus features portraying noisy parts of the data are de-emphasised, resulting
in a model less prone to overfitting. In this project, the Random Forest Classifier
is implemented using the scikit-learn framework [44], version 0.24.1, using the
default hyperparameters, setting the number of decision trees to 100.

4.1.3 Auxiliary Classifier Generative Adversarial Network

The first deep learning architecture implemented for this project was the Auxiliary
Classifier Generative Adversarial Network (AC-GAN) which was introduced in MInf
Project Part 1 and was able to outperform all other state-of-the-art approaches evaluated
in the paper [5].

The class of Generative Adversarial Networks (GANs) was first introduced as a way of
tackling the issue of limited availability of data that was inhibiting the performance of
supervised machine learning algorithms, by generating synthetic samples to improve
generalisability on unseen data [19]. GANs frame the unsupervised learning task of
generating realistic synthetic data based on patterns seen in the training set, known as
generative modelling, into a supervised learning task by combining a sample generation
model with a classification model. The generation model, also known as the generator,
is given a randomly generated vector in a high-dimensional space with the objective of
producing realistic samples. The classification model, also known as the discriminator,
is then supplied with data samples aiming to distinguish whether the input was drawn
from the dataset distribution or from the distribution of the synthetic samples that were
generated using the generator model. The above-mentioned models are trained together
in a zero-sum game until a stable solution is reached, where the models cannot further
improve their objectives, and the discriminator is deceived by the generator samples on
half of the iterations.
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The architecture of the Auxiliary Classifier GAN used for human activity classification
in this project is outlined in Figure .1 This specialised extension of the GAN architec-
ture includes a generator model that is given not only a vector randomly projected into
a latent space but also a specific activity category, requesting the network to generate
samples solely based on the patterns learned for that particular activity, thus generating
windows giving the impression of being drawn from the distribution of that class. The
output of the network is a three-dimensional time sequence window sample matching
the shape of the actual input, that in combination with samples drawn from the original
dataset is transferred as an input to the discriminator model. The discriminator is trained
firstly on the task of distinguishing whether the input samples are real or synthetic, and
secondly on the task of classifying the input window into the range of chosen human
activities.

real

fake

Xreal (data)

el (8

Figure 4.1: Auxiliary Classifier Generative Adversarial Network architecture

The configuration used for the model implementation was sourced from the parameter
and hyper-parameter optimisation carried out in the MInf - Part 1 Project [S]], and
is outlined below. The architecture of the generator model used to map randomly
drawn points from a dense high-dimensional space into time sequence windows that
could have been plausible samples from the original data recordings distribution is
displayed in Figure The latent space has a dimensionality of 100 dimensions, and
each variable is drawn from a unit Gaussian distribution. The class label is projected
using a fully-connected layer into the shape of the latent space and subsequently
concatenated to the random noise vector. The input is then processed using 5 Transpose
Convolutional blocks, that are used to upsample the input feature map to the desired
output shape. Except for the last block, each of the previous blocks consists of a
Transpose Convolution, a Batch Normalisation layer and a Leaky Rectified unit (Leaky
ReLU) layer which is used as an activation function [S8]] to inject non-linearity. The
Leaky ReLU implemented, uses 0.2 as the slope of the activation function for negative
values. The last block uses a tanh activation function to restrict the output of the
generator to a range between -1 and 1 [40]. The activation functions are used to
transform the representation learned from previous layers via non-linear combinations,
in order to enable non-linear decision boundaries and thus allow the network to recognise
more complex data structures.

The discriminator model configuration is also acquired from the architecture derived
in the MInf - Part 1 Project [3]], and is displayed in Figure The neural network
receives a sliding window time sequence that might have been drawn either from the
dataset distribution or from the synthetic samples created by the generator, and using a
series of convolutional blocks, recognises patterns in the input in order to determine
the activity as well as the genuineness of the sample. The input window is processed
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Figure 4.2: AC-GAN Generator Architecture

through 2 convolutional blocks, that consist of a convolutional layer, interleaved with a
Leaky Rectified unit (Leaky ReLU) activation layer and a Dropout layer. The Leaky
ReLU replaces negative gradient values with a negative of 0.2, and the possibility
of omitting a neuron in the Dropout layer is set to 0.5, keeping the original settings
presented in the MInf - Part 1 Project [5]]. The dropout layer aims at preventing certain
neurons in the network from overpowering the remaining neurons by diluting their
weight, thus reducing dependency on specific neurons and improving robustness against
noisy data. The output of the final convolutional block is then shared between two
output layers, the first being utilised for sample authenticity detection and the second for
human activity classification. The output layers use a sigmoid activation function and a
softmax activation function, respectively, converting the feature map into a probability
distribution with each being chosen based on the number of outputs required.
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Figure 4.3: AC-GAN Discriminator Architecture

In each training epoch, the discriminator is trained using half batch of real samples and
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half batch of generated samples, for both activity and realness classification. Subse-
quently, the discriminator is frozen and the model is trained using randomly generated
class labels as well as noise vectors present in the latent space to improve the per-
formance of the generator model. The samples forming each batch are drawn with a
replacement on each iteration to induce randomness whilst shaping the weight coeffi-
cients.

The class label used as input to the generator is randomly drawn from a uniform
distribution of the activity classes, to ensure that all categories are trained equally.
The model is trained for 10,000 mini-batches, each consisting of 128 samples, using
the Adam version of stochastic gradient descent to optimise the network [29]. The
final performance of the model is reported using 5-Fold Subject Independent Cross-
Validation.

4.1.4 Transformer Model

In recent years, transformers have achieved state-of-the-art performance in a wide
array of machine learning problems [31], including natural language processing [[57]],
time series forecasting [35]] and computer vision [14]. In this project, the transformer
architecture is utilised for human activity classification, motivated by the results shown
in [47]], in an attempt to utilise its predictive capacity, attempting to surpass the per-
formance achieved using the previously-mentioned Auxiliary Conditional Generative
Adversarial Network configuration presented in the MInf - Part 1 Project [3].

Self-Attention Mechanism

The key to the ground-breaking performance of the Transformer architecture lies in its
use of the attention mechanism. Attention is a component within a neural network that
manages and quantifies the interdependence between vectors within a sequence. The
transformer network leverages the self-attention mechanism in order to capture context
within the source sequence, by correlating different positions of the input in order to
compute a representation of the same sequence. Self-attention methodology computes
the similarity of a data point in comparison to all other data points, and transforms
the representation of each time step using information from the remaining timesteps
according to their importance.

Multi-Head Attention

A critical component of the implementation of the transformer methodology is the multi-
head attention functionality. Multi-head attention refers to the implementation of distinct
self-attention heads aiming to capture different perspectives of the input sequence, with
each head being calculated independently, thus enabling parallel processing [36]. Each
one of the attention heads uses distinct parameters to represent the relevance scores
between the time-steps, thus capturing different relations within the input window. For
instance, one self-attention head might be used for capturing shorter-term dependencies
whilst another head might be utilised for attending longer-term dependencies. The
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outputs from the distinct attention heads are subsequently concatenated and converted
back to the dimension of a single attention head using a linear transformation.

Positional Embeddings

The self-attention mechanism, however, ignores the sequential nature of the input,
considering the source as a set instead of a sequence. As a result, any permutation of
the same input sequence will output exactly the same result, except permuted also, i.e.
self-attention is permutation equivariant. In order to mitigate this issue, a positional
embedding vector is introduced for each sequence, materialising the relative position
of each token in the input. The positional embeddings are added to the input sliding
window, once the latter is mapped into a dense vector space using convolutional layers,
to ensure that the positional encoding remains unaffected after the feature mapping,
enhancing the embeddings by injecting the order of each timestep.

The positional embedding needs to satisfy the following criteria to ensure applicability
in multiple scenarios:

* output a unique encoding for each position;

* ensure that the time-step delta is consistent across sequences, to ensure that the
distance between two time-steps is consistent across varying length sequences;

* ensure that the output values are bounded within a specified range to ensure
generalisability in longer sequences;

* should be deterministic to allow reproducibility.

The positional embedding technique acquired for this project was firstly presented by
the authors in [52] and satisfies all of the above-mentioned criteria. The encoding
function is given by:

PE (s 2i) = sin(pos / 10000%/ dencoding ) (4.1)

PE (s 2i 1) = 08 (pos / 100007/ dencoding 4.2)

where pos represents the desired position within the input sequence, dencoding 18 the
dimensionality of the encoding and i is the index to each one of the dimensions of the
encoding.

Latent Sequence Aggregation

The following component of the transformer architecture includes a latent sequence
aggregation layer, which utilises the representation learned by the self-attention blocks
for each time-step to rank each position according to its importance in determining
the class of the input time sequence. The aggregation layer computes a weighted
summation of the sequence in each time-step based on the relative importance of all
other time-steps, which is the feature space extracted from this layer. The extracted
feature mapping is then passed into a fully-connected layer, that outputs the probability
distribution for activity categories, using the softmax activation function.
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Architecture

Combining the above-mentioned components presented with the transformer architec-
ture has introduced a range of benefits that enabled transformers to achieve state-of-
the-art performance in multiple areas of machine learning. The advantages over other
network configurations include:

* improved performance in capturing long-range context dependencies; in
contrast to recurrent neural networks, they don’t rely on a memory state, which is
biased by the most recent inputs in the sequence, to convey temporal information.
i.e. all time-steps are directly connected to every other time-step in the input;

* reduced training time; enabling parallel computation of each attention head thus
processing more data at the same time;

* minimal inductive biases usage, allowing the models to learn without being
restrictive [28]].

The architecture of the transformer model applied for human activity classification is
presented in Figure The neural network receives a batch of sliding window time
sequences and applies a series of 4 one-dimensional convolutions to embed the raw data
into a higher dimensional vector space, generating a latent embedding of the inputs.
The convolution block is aimed at replacing the word embeddings methodology found
in the original transformer architecture applied for language processing [S1/], which
projected each word token into an embedding space. Similarly, the convolutional layers
project each time step from the input windows into a vector space, allowing usage of the
subsequent components found in the transformer architecture. The GELU non-linearity
is also applied after every convolutional layer as an activation function, inducing non-
linear combinations to the data structure [23]]. The positional embedding is then learned
using Equations and and is subsequently added to the latent sequence represen-
tation. The combined embeddings are then processed through a Transformer Encoder
block, which is repeated N times. Each transformer block consists of a multi-head self-
attention sub-block which also includes a dropout layer as well as a layer normalisation
and a feed-forward network sub-block, consisting of 2 one-dimensional convolutions,
interleaved with a dropout layer and a layer normalisation, respectively, with GELU
non-linearity also being applied to the first convolution. A residual connection is finally
added around each sub-block, in order to improve model convergence and gradient flow
[22]. The output of the ensemble of transformer encoders is then passed into a Global
Average Pooling layer, that computes the weighted aggregation of the input sequence
mapping the sliding window into a hidden space. The extracted feature mapping is then
passed into a fully-connected layer that outputs the probability distribution for activity
categories using the softmax activation function.

Class Balancing

In order to reconcile any imbalances observed in the number of time samples avail-
able for each activity class in the dataset, over-sampling, as well as under-sampling
techniques, are employed in an attempt to improve and balance pattern recognition
across all activities in the classification task. The class balancing techniques are applied
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only to the training dataset, to ensure that the validation set is kept the same, enabling
direct comparison of the methodologies. The over-sampling technique is carried out by
generating new samples in the classes which are under-represented by sampling from
the distribution of the category. The under-sampling method is carried out by randomly
sampling window sequences from each class until the size of the category bin is equal
to the size of the least represented class label. The implementation for both balancing
strategies is implemented using the imbalanced-1learn library, version 0.9.0 [34].

Hyper-parameter Tuning

The concluding stage in developing the transformer-based neural network included
tuning a range of hyper-parameters found in the model, to ensure that the network
is optimised for this particular task and dataset. The hyper-parameter tuning was
conducted using the grid search tuning technique by exhaustively searching through all
the combinations of hyper-parameters displayed in Table The hyper-parameters
explored include the number of attention heads used in each Multi-Head Attention
layer in the Transformer Encoder, the number of Transformer Encoder blocks used, the
dropout rate used within the transformer encoder, the embedding size of each attention
head and finally the class balancing strategy. The final feed-forward layer was set to
512 hidden units, with a dropout rate of 0.1. Each iteration of the neural network was
trained for 300 epochs, using the early stopping technique with patience set to 150
epochs, to stop training the model when the validation F1-Score does not improve in
the last 150 epochs. For the purposes of hyper-parameter tuning, the dataset was split
into subject folds using 60% of the subjects for the training set, 20% of the subjects for
the validation set and 20% of the subjects for the testing set. The final performance of
the optimised model is reported using 5-Fold Subject Independent Cross-Validation.

Hyper-parameter Values
Number of Attention Heads [8, 16]
Number of Transformer Encoder Blocks [4, 8]
Dropout Rate [0.1,0.2]
Attention Head Size [64, 128]
Class Balancing Strategy [None, Under-Sample, Over-Sample]

Table 4.1: Hyper-parameter Tuning Configurations

4.2 Data Augmentation

Once the classification algorithm based on the transformer methodology was optimised,
the following set of experiments was carried out, aiming at investigating how increasing
the sampling frequency as well as incorporating tri-axial angular velocity to the linear
acceleration readings affected the performance of the model. For the purposes of
this experiment, the newly collected dataset containing accelerometer and gyroscope
readings at a 25Hz sampling frequency was processed into the following versions:

 acceleration-only data sampled at 12.5Hz; generated by down-sampling the
data recordings and removing angular velocity information;
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* acceleration-only data sampled at 25Hz; created by removing angular velocity
information and keeping original sampling frequency;

* acceleration and angular velocity sampled at 25Hz; keeping the original
sampling rate and all the information captured.

For each version of the dataset, the transformer model was trained using an exhaustive
search of all possible combinations of hyper-parameters shown in Table .1} to accom-
modate for differences in data that might have required a different model configuration
for optimised performance. Due to the small size of the dataset, it was decided to
use the over-sampling class balancing technique for all permutations to ensure that no
information was lost during pre-processing. In order to ensure that the time sequences
represented the same activity samples, a window size of 96 timesteps was used for the
datasets sampled at 25Hz, instead of the 48 timesteps used for the dataset sampled at
12.5Hz, allowing them to capture inputs of 3.84 seconds, which was shown to be the
most suitable for this project in the MInf - Part 1 Project [3]].

4.3 Calibration System

Aggregating the experimental results accumulated through the afore-mentioned studies,
the models yielding the best performance for the acceleration-only dataset presented in
the MInf - Part 1 Project [S]] were selected as the foundation for the calibration system
development, based on transfer learning.

For the implementation of the calibration framework, the models trained using 5-Fold
Subject Independent Cross-Validation are initially employed. The real-world data
collected from subjects in this project are then utilised to evaluate the performance
improvement yielded by the use of the calibration methodology. For each subject
in the real-world data, the appropriate base classification model is selected, ensuring
that no data samples used for either training or validation purposes were drawn from
the data distribution of the particular subject tested. Thereafter, a number of sliding
windows from the subject’s training data are used to train the base classification model
in an attempt to recognise patterns unique to the subject, with the remaining data
used for validation purposes. The number of sliding windows selected is based on the
experiments carried out in the MInf - Part 1 Project [5], showing that approximately
3 sliding windows with 50% overlap for each activity are optimal for this particular
application, balancing performance improvement and data requirement. The base
classifier is trained for a further 30 epochs using the calibration samples, extracting the
configuration with the best performance on the validation set.
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Figure 4.4: Transformer Network Architecture



Chapter 5

Results

Once the evaluation framework was established, the hyper-parameter tuning, as well as
the subject-independent cross-validation testing were performed, assessing the perfor-
mance of each of the methodologies described in the preceding chapters. This chapter
encapsulates the results accumulated throughout the experimenting phase along with an
interpretation of their significance to this research.

5.1 Human Activity Recognition

The initial component of the evaluation procedure involved analysing the classifica-
tion performance of the implemented machine learning models in the aforenamed
human activity recognition task, using the acceleration-only dataset sampled at 12.5Hz
frequency.

5.1.1 Hyper-parameter Tuning

In pursuance of achieving the optimal results with the newly designed transformer-based
methodology, the evaluation procedure was commenced with a hyper-parameter tuning
step, ensuring that the optimised version of each algorithm is used for comparison,
revealing the capabilities of each system.

Following the grid search parameter tuning technique explained in the Methodology
chapter, the set of parameters achieving the highest F1-Score was selected as the optimal
configuration for the transformer model. The best performing configuration achieved
an accuracy of 87.02%, and an F1-Score of 86.97% on the test set. The aforementioned
hyper-parameters are displayed in Table [5.1] It is observed that a higher number
of attention heads enables the model to capture inter-dependencies within the time
sequence better, thus improving the classification performance. On the other hand,
increasing the number of transformer encoder blocks resulted in the models overfitting
to the dataset, as the network consisted of a significantly higher number of parameters.
Class balancing strategies did not yield any improvements to the predictive performance,
which indicates that even though the dataset is imbalanced, the deviation between the
class sizes is not large enough to lead to the training of one class overshadowing the
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remaining categories. The use of a larger attention head has also deteriorated the
classification accuracy possibly due to the increase of the network neurons which led to
overfitting to the training data samples.

Hyper-parameter Optimal Value
Number of Attention Heads 16
Number of Transformer Encoder Blocks 4
Dropout Rate 0.1
Attention Head Size 64
Class Balancing Strategy None

Table 5.1: Hyper-parameter Tuning Configurations

5.1.2 Subject-Independent Cross-Validation

Once the hyper-parameter tuning was concluded, the different classification algorithms
introduced in the Methodology chapter were evaluated using subject-independent cross-
validation, in order to obtain an indicator of the average performance of each model,
along with a confidence interval used to assess the discriminating power of each
architecture. The results obtained from the 5-fold subject-independent cross-validation
are displayed in Table

Model Architecture Accuracy F1-Score
ZeroR 0.2583 +£0.0083 | 0.0373 £ 0.0009
Random Forest 0.7646 +0.0261 | 0.7209 £0.0253
AC-GAN 0.8419+£0.0143 | 0.8401 £0.0160
Transformer 0.8426£0.0232 | 0.8417£0.0232

Table 5.2: Subject-Independent Cross-Validation Evaluation Results

Test Statistic

In order to assess whether the differences in performance between the Transformer
model and the AC-GAN model are statistically important, a statistical test was carried
out, with the results shown below. For the hypothesis testing, a two-tailed t-test was
utilised, with the assumption that the difference between the scores of the two systems
was drawn from a Normal Distribution. The hypothesis examined for the t-test is shown
below:

H() .
H 1- A 7§ B
where, Hy is the Null Hypothesis and H is the Alternative Hypothesis, A is the random

variable representing the scores of the Transformer model, and B is the random variable
representing the scores for the AC-GAN model, respectively. The test statistic is given

by:

|
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where, G(4,) is the standard deviation of A — B and N 1s the number of samples.

B)

The p-values calculated for each evaluation metric are displayed in Table[5.3] As it can
be observed, none of the p-values is less than the significance level o = 0.05, thus there
is no evidence to reject the null hypothesis Hy, which means there is no evidence that
the Transformer model is, statistically, significantly better than the AC-GAN model on
any of the evaluation scores used.

‘Accuracy F1-Score
p-value | 0.9325  0.8467

Table 5.3: The p-value from the two-tailed t-test for the Transformer and AC-GAN models
for each metric score.

The cross-validation results, as well as the statistical test, have shown that the deep
learning methodologies exploited have performed similarly well on the human activity
classification task with the confidence intervals being comparable in magnitude. This
conclusion lies in agreement with the observations seen in the MInf - Part 1 Project
[Sl], where the above-noted similarity was also found in the experiments. The inability
of any of the implemented methodologies to significantly outperform the remaining
algorithms can be justified by the size of the dataset used, which is possibly not large
enough to exploit the capabilities of the Transformer model to its fullest extent.

5.2 Data Augmentation

The following set of experiments included transforming the newly gathered accelerom-
eter and angular velocity dataset into 3 distinct formats, in an attempt to assess how
increasing the sampling frequency or incorporating tri-axial angular velocity to the
accelerometer readings affected the performance of the model.

5.2.1 Hyper-parameter Tuning

The primary step in the investigation included hyper-parameter tuning performed sepa-
rately for each model trained on each dataset instance, in order to ensure that specific
requirements raised by the needs of each dataset configuration were met prior to testing,
securing equal opportunities for all the models.

Acceleration - 12.5Hz

The first experiment was carried out on the dataset including acceleration data only,
under-sampled at 12.5Hz frequency. Following the grid search parameter tuning, the
optimal set of hyper-parameters was chosen and is displayed in Table [5.4]

Acceleration - 25Hz

The second experiment was carried out on the dataset including acceleration data only,
sampled at the original 25Hz frequency, with the optimal hyper-parameter configuration
being displayed in Table[5.5]
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Hyper-parameter Optimal Value
Number of Attention Heads 16
Number of Transformer Encoder Blocks 8
Dropout Rate 0.1
Attention Head Size 64

Table 5.4: Hyper-parameter Tuning Configuration for acceleration-only at 12.5Hz

Hyper-parameter Optimal Value
Number of Attention Heads 16
Number of Transformer Encoder Blocks 8
Dropout Rate 0.2
Attention Head Size 64

Table 5.5: Hyper-parameter Tuning Configuration for acceleration-only at 25Hz

Acceleration and Angular Velocity - 25Hz

The final hyper-parameter tuning experiment was carried out on the complete dataset
including acceleration and angular velocity data, sampled at 25Hz frequency, with the
optimal hyper-parameter configuration being displayed in Table [5.6]

Hyper-parameter Optimal Value
Number of Attention Heads 8
Number of Transformer Encoder Blocks 8
Dropout Rate 0.2
Attention Head Size 128

Table 5.6: Hyper-parameter Tuning Configuration for acceleration and angular velocity at
25Hz

The selection of hyper-parameters demonstrated a tendency of the temporally-dense
datasets sampled at 25Hz, towards a higher dropout rate to achieve better performance.
This is justified by the model’s tendency to overfit into data samples with higher feature
numerosity, thus increasing regularisation enables better generalisation to unseen data.
Furthermore, it is observed that the model using accelerometer and gyroscope signals
benefits from a larger hidden space within each attention head, which indicates that
more complicated patterns can be deduced through the angular velocity inputs, thus a
more complex embeddings space is required to capture them. Finally, it is seen that
the model utilising the complete dataset does not benefit from an increased number of
attention heads, even though the difference in performance is not substantial, which
might be an indication that the lower number of attention heads is sufficient to capture
the data structure thus increasing it does not provide any notable improvements.

5.2.2 Subject-Independent Cross-Validation

Once the optimal hyper-parameter configuration was obtained for each model, the
methodologies were evaluated using subject-independent cross-validation, to compute
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the average performance of each model as well as the dispersion of the results relative
to the respective mean, reported using the value of one standard deviation.

The results exerted from the 5-fold subject-independent cross-validation are displayed
in Table It can be observed increasing the sampling frequency has improved
the model’s ability to recognise patterns, with an improvement in performance in
terms of both accuracy and F1-Score. On top of that, the introduction of angular
velocity signals in the dataset has allowed the model to improve further, achieving
an improvement of approximately 4.51% in accuracy and 4.55% in F1-Score, from
the model that used accelerometer-only data sampled at 12.5Hz. This observation
indicates that both data enhancements can potentially yield substantial improvements
in classification performance; however, the comparatively high standard deviation that
results in overlapping between the confidence intervals of the algorithms, suggests that
further data samples need to be collected to make a definite conclusion on the benefit of
each augmentation.

Dataset | Accuracy |  Fl-Score
Accelerometer at 12.5Hz 0.68554+0.0786 | 0.6867 =0.0872
Accelerometer at 25Hz 0.7169 +0.0604 | 0.7150+0.0600

Accelerometer & Gyroscope at 25Hz | 0.7306 +0.0621 | 0.7322 +£0.0632

Table 5.7: Subject-Independent Cross-Validation Results for Data Augmentation

5.3 Calibration System

Even though the transformer methodology did not yield a statistically significant im-
provement in performance in comparison to the AC-GAN technique, it provided a
number of advantages critical for this particular application. In contrast to the AC-GAN
model, the transformer classifier is able to learn new information through transfer
learning which is crucial for allowing the calibration framework to work as expected; re-
solving the issue found in the AC-GAN configuration in the MInf - Part 1 Project, where
the model was adhered in a local optimum and was unable to learn any information
through the calibration samples [5]. Furthermore, the multi-head attention methodology
enables parallel encoding of intra-sample interdependencies, thus reducing model train-
ing time. Finally, the architecture offers uncomplicated training, as the model consists
only of one component, contrary to the AC-GAN model which consists of 4 different
modules.

The evaluation of the calibration framework was carried out by firstly selecting a
classifier model trained on the accelerometer-only dataset sampled at 12.5Hz for each
subject, ensuring that the subject was not included in the training or validation sets used
for the training of that model. Thereafter, for each subject, the model is trained using
a number of sliding windows from the selected subject’s training data as described
in the Methodology chapter. The results before and after the calibration are then
reported enabling assessment of any differences in performance, as shown in Table
[5.8] It is observed that in the results reported, the calibration technique has yielded
an average improvement of 4.74% in accuracy and 4.02% in F1-Score, using only a
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small number of samples from the subject. Another important remark from the above-
noted results is the relatively low performance of the base classifier initially utilised,
in comparison to the results reported in the subject-independent cross-validation for
the development of the model. The drop in performance can be interpreted by the
different nature of the data, as the real-world dataset includes a significantly higher
ratio of transition movements between different activities which often confuses the
classifier. Furthermore, the different social signals performed simultaneously with the
physical activities introduced more uncertainty in the dataset, as a highly active social
signal such as coughing may mislead the classifier to a more active physical activity
as well even though the subject might be stationary. Finally, in the real-time dataset,
the sliding windows are generated on a rolling basis, assigning the mode class label
as the target of the time sequence, in contrast to the base classifier which is trained
on windows containing only one activity. As a result, this disparity diminishes the
reported evaluation scores as the classifier might be affected by a segment of the input
samples which is not shown in the class label. The above-mentioned concerns, however,
highlight the importance of the improvement gained using the calibration framework,
which has shown performance increases even when used in a domain with a larger
deviation in input.

Base Classifier Calibration Model
Participant ID Accuracy F1-Score Accuracy F1-Score
XXD001 0.7632 0.8594 0.7632 0.8594
XXD002 0.6364 0.7460 0.6818 0.7884
XXD014 0.5676 0.5979 0.6216 0.6167
XXDO015 0.6429 0.6177 0.6857 0.6391
XXDO016 0.6747 0.6760 0.7470 0.7385
XXD021 0.4483 0.4211 0.5172 0.5172
Average 0.6222£0.0970 0.6530£0.1353 | 0.6694 +0.0824 0.6932+0.1144

Table 5.8: Calibration Framework Evaluation Results

Test Statistic

In order to assess whether the difference in performance between the base classifier and
the calibration model is statistically important, a statistical test was carried out, with the
results shown below. For the hypothesis testing, a two-tailed t-test was utilised, with the
assumption that the difference between the scores of the two systems was drawn from a
Normal Distribution. The hypothesis examined for the t-test is shown below:

where Hj is the Null Hypothesis and H; is the Alternative Hypothesis, A is the random
variable representing the scores of the calibration model and B is the random variable
representing the scores for the base classifier respectively. The test statistic is given by:

t= A-B VN
G(A-B)
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where G4, is the standard deviation of A — B and N is the number of samples.

The p-values calculated for each evaluation metric are displayed in Table [5.9] As
it can be observed, the p-value for both metrics is less than the significance level
o = 0.05, which indicates that there is significant evidence to reject the null hypothesis
Hy. Therefore, based on the two-tailed t-test, there is evidence that the calibration model
is, statistically, significantly better than the base classifier.

‘Accuracy F1-Score
p-value | 0.0068  0.0367

Table 5.9: The p-value from the two-tailed t-test for the base classifier and calibrated
model for each metric score.



Chapter 6

Conclusions

In this project, a human activity classification framework is explored, utilising ac-
celerometer and gyroscope signals gathered using the wearable RESpeck monitor for
the development of a range of machine learning methodologies. This project presents
a human activity calibration methodology, enabling improved performance on unseen
subjects by training a human activity recognition model using annotated accelerometer
samples of them performing the activities, allowing the classifier to calibrate to their
specific characteristics. In an endeavour to establish a proof-of-principle study of the
work presented in the MInf - Part 1 Project [3], a real-world dataset is collected and
utilised for the purposes of this project, enabling the demonstration of the complete
calibration framework in a real-life setting. Furthermore, a Transformer neural net-
work is implemented in this research, addressing the issues encountered in the MInf -
Part 1 Project [5] in applying the Auxiliary Classifier Generative Adversarial Network
(AC-GAN) methodology for transfer learning. The findings of this research have also
highlighted the potential utility of the novel domain-agnostic transformer-based transfer
learning methodology in various data-rich tasks involving intra-subject dependencies
within the data, indicating the importance of this research in future work.

6.1 Contributions

For the purposes of this research, an ensemble of previously collected datasets along
with newly gathered annotated datasets is used for the development of a human activity
classification model using deep learning methodology. In addition, a newly gathered
dataset using accelerometer and gyroscope sensor signals is exploited for this study,
showing that the introduction of angular velocity in addition to linear acceleration input
signals, as well as the increase of sampling frequency, can ameliorate the classification
performance. Furthering the research on transfer learning methodology presented in
the MInf - Part 1 Project [3]], a real-world dataset is assembled and used to demonstrate
the feasibility of the calibration framework in a real-life scenario. The calibration
system achieved an average improvement of 4.74% in accuracy and 4.02% in F1-Score
in the real-world dataset, calibrating on samples of approximately 7.68 seconds for
each activity. Furthermore, the introduced transformer architecture has enabled pattern
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recognition through transfer learning, which is a critical component of the calibration
framework, which was not achieved using the AC-GAN model in the MInf - Part 1
Project [3].

6.2 Limitations

Due to resource availability and time constraints, the hyper-parameter tuning was
evaluated using a fixed dataset split instead of using subject-independent cross-validation
in an effort to experiment with a wider search space. Ideally, the hyper-parameter tuning
on the base classifier as well as on the data augmentation models would be carried out
using subject-independent cross-validation to ensure that the results represent all the
dataset subjects.

Furthermore, the experiments carried out during this project have shown that a larger
dataset, especially on the data augmentation experiment, would allow the model to
exploit its full capabilities without overfitting. Moreover, an enhanced dataset would
result in a lower deviation between the cross-validation results for each fold, decreasing
the error margin of the result interpretation. The preferable data collection process
would have included data from a larger number of participants with more diverse
demographic characteristics enhancing generalisation to unseen data.

6.3 Further Research

Future iterations of this research should aim at extending the already congregated
dataset with participants with a wider range of characteristics, enabling a thorough
examination of the effect of angular velocity and sampling frequency in the classification
performance of the algorithms. The range of annotated activities could also be expanded,
improving the usability of the model in real-life circumstances.

The domain-agnostic implementation of the transformer-based calibration framework
enables the adoption of the methodology in any data-rich classification task where the
availability of annotated data is limited. Future work may implement the methodology
for the detection of events of different nature, such as social signal classification. Future
research could also work on investigating the effect of calibration using different data
distributions. For instance, the effect of using social signal samples for calibrating a
model trained on the human activity classification task could be investigated, with a
successful application unlocking numerous possibilities for the calibration system in
various domains.

Moreover, further research extending the present work may focus on enhancing the
transformer classifier in an attempt to improve the overall performance of the imple-
mented system. A possible advancement could include implementing the modifications
proposed in the Transformer-XL architecture [[10], allowing the model to capture de-
pendencies between different sliding windows thus learning longer-term dependencies
in the dataset.
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Participant Information Sheet

Project title: Classification of Physical Activities and Social
Signals using a wearable Respeck monitor
Principal investigator: D.K. Arvind

Researcher collecting data: | Celina Dong/ Stylianos Charalampous/ Shuai Shi

Teodora Georgescu

This study was certified according to the Informatics Research Ethics Process, RT
number 2019/27996. Please take time to read the following information carefully.
You should keep this document for your records.

Who are the researchers?

The three students, Celina Dong, Stylianos Charalampous and Shuai Shi, will collect
data as part of their undergraduate projects. They are all 4"/5th year Masters in

Informatics students at the School of Informatics, University of Edinburgh.

The main researcher is Teodora Georgescu, a Research Associate at the School of
Informatics, University of Edinburgh. Other researchers involved in the project
include Andrew Bates and Sharan Maiya who will provide technical support during
data collection. The project is being supervised by Professor D K Arvind as the
Principal Investigator, under the aegis of the Centre for Speckled Computing,

University of Edinburgh.
What is the purpose of the study?

The aim of the project is to identify physical activity and social signals in people by
analysing data from the Respeck monitor worn as a plaster on their chest. Examples
include walking, running and climbing stairs for physical activities, and social signals
such as coughing, speaking and swallowing (due to eating or drinking). You will be
invited to wear the Respeck device as a plaster on the chest and perform instances
of the examples listed previously. You will be filmed during one part of the data
collection for the purpose of correct data labelling — in the post-processing part of
your data we will use the video as a guide to correctly label the data with the
appropriate activities you performed. Your data will be collected and added to a mix
of similar data collected from other volunteers which will be analysed to classify
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accurately the different activities. The labelled data collected will be used to train

machine learning models trained to distinguish accurately between them.
Why have | been asked to take part?

You have been invited to take part in this study because you are either a student at
the University of Edinburgh, or because you belong to an age group that our

research is interested in.

Do | have to take part?

No — participation in this study is entirely up to you. You can withdraw from the study
at any time without giving a reason. After this point, personal data will be deleted and
anonymised data will be combined such that it is impossible to remove individual
information from the analysis. Your rights will not be affected. If you wish to
withdraw, contact the Pl. We will keep copies of your original consent, and of your

withdrawal request.

What will happen if | decide to take part?

You will be invited to wear the Respeck device encased in a small disposable bag
with the blue, flat surface against the skin just below your ribcage and secured to

your chest with the medical tape provided.

Please ensure the device is the right way up, i.e. you can read the text on the flat

side of the device.

A mobile phone with a specially designed application will automatically collect data

from the Respeck device.

You will be asked to perform a series of gentle activities as listed below. The

optional activities will be only be administered for the students,
Physical activities:

- Sitting down (straight, bent forward, bent backward)
- Standing up
- Lying down (back, front, left, right)

- Walking at three different speeds (slow, medium and fast)
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- Ascend/Descend a set of stairs

- (Optional) Wear when travelling in a bus/car/train

- (Optional) Riding a bike

- Moving your body at the waist from left to right and repeat 5 times.
- Swinging your body to the front and back and repeat 5 times

- Running
Social signals:

- Coughing

- Talking

- Eating/Drinking

- Singing

- Laughing

- Breathing normally

- Hyperventilating

You might be asked to perform some of these activities at the same time, such as
coughing when you are lying down. The intensity of these activities will be adjusted
to your comfort level. Each activity and social signal will be recorded for at least 30
seconds, and tiring activities, such as forced coughing, will be divided into shorter

segments of 10-15 seconds of continuous coughing.

For the second part of the data collection, you will be asked to perform a sequence
of activities, uninterrupted, in order to simulate the real data we might be getting from
Respeck wearers. During this time you will also be filmed using a simple phone
camera operated by the data collector. We ask for your permission to film you so
that, in the post-processing phase of the collection, we can accurately label the

actions you performed.

At any point in time, if you feel that you do not wish to continue with the study, then

please feel free to let me know and the study will be stopped immediately.
Are there any risks associated with taking part?

You'll be invited to wear the Respeck device which has undergone the necessary

safety tests. Participants with known plaster/plastic allergy will be excluded. The
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device is enclosed in a disposable plastic bag and is not in direct contact with the
skin. The Respeck device is cleaned and sterilised once returned. There are no
significant risks associated with participation. The researchers will maintain at least

2m social distance and will wear masks and safety visor.
Are there any benefits associated with taking part?
No.

What will happen to the results of this study?

The results of this study may be summarised in published articles, reports and
presentations. Quotes or key findings will always be anonymous. With your consent,
information can also be used for future research. Your data may be archived for a
minimum of 5 years.

With your consent, the research team might share the fully anonymised data of this
study with other researchers outside of the University of Edinburgh as part of

publications.

Data protection and confidentiality.
Your sensor data will be processed in accordance with Data Protection Law. All
information collected about you will be kept strictly confidential. Your data will be

referred to by a unique participant number rather than by name.

Your sensor data will only be viewed by the research team: Teodora Georgescu,
Andrew Bates and Professor D K Arvind for this project. Your anonymised data may
be used in other ethically approved research projects supervised by Professor D K
Arvind or be made available to other researchers outside of the University of
Edinburgh as part of publications. By signing the consent form, you agree to such

usage.

Summaries of the anonymised sensor data is stored on the University’s secure

encrypted cloud storage services datasync (https://www.ed.ac.uk/information-

services/computing/desktop-personal/datasync), for which the research team has

writing access and MInf and Year 4 project students supervised by Professor Arvind
will have reading access. We only store summaries of accelerometer data, and not

personal information such as name, age or address.
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Your consent information will be kept separately from your responses in order to

minimise risk.

What are my data protection rights?

The University of Edinburgh is a Data Controller for the information you provide. You
have the right to access information held about you. Your right of access can be
exercised in accordance Data Protection Law. You also have other rights including
rights of correction, erasure and objection. For more details, including the right to
lodge a complaint with the Information Commissioner’s Office, please visit

www.ico.org.uk. Questions, comments and requests about your personal data can

also be sent to the University Data Protection Officer at dpo@ed.ac.uk.

Who can | contact?
If you have any further questions about the study, please contact Teodora

Georgescu (tgeorges@ed.ac.uk).

If you wish to make a complaint about the study, please contact:
Professor D K Arvind (dka@inf.ed.ac.uk) or the Informatics Ethics Panel (inf-
ethics@inf.ed.ac.uk).

When you contact us, please provide the study title and detail the nature of your

complaint.

Updated information.
If the research project changes in any way, an updated Participant Information
Sheets will be made available on request from Teodora Georgescu

(tgeorges@ed.ac.uk).

Alternative formats.
To request this document in an alternative format, such as large print or on coloured

paper, please contact Teodora Georgescu (igeorges@ed.ac.uk).
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General information.

For general information about how we use your data, go to: edin.ac/privacy-research
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Participant number:

Participant Consent Form

Project title:

a wearable Respeck monitor

Classification of Physical Activities and Social Signals using

Principal investigator (P1):

D.K. Arvind

Researcher:

Celina Dong/ Stylianos Charalampous/Shuai Shi/
Teodora Georgescu

Pl contact details:

dka@inf.ed.ac.uk

By participating in the study you agree that:

¢ | have read and understood the Participant Information Sheet for the above study,
that | have had the opportunity to ask questions, and that any questions | had were
answered to my satisfaction.

e My participation is voluntary, and that | can withdraw at any time without giving a
reason. Withdrawing will not affect any of my rights.

e | consent to my anonymised data being used in academic publications and

presentations.

¢ | understand that my anonymised data will be stored for the duration outlined in the
Participant Information Sheet.

Please tick yes or no for each of these statements.

1. | agree to my physical activity being recorded using the Respeck
monitor.

Yes No
2. | agree to being video recorded.

Yes No
3. [l allow my data to be used in future ethically approved research.

Yes No
4. | agree to take part in this study.

Yes No
Name of person giving consent Date Signature
Name of person taking consent Date Signature
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