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Abstract

How do brains work? Computational neuroscience sits at the heart of this very ques-
tion. Cognitive processes are underpinned by complex dynamics of networks of neu-
rons in the brain. Recent recording technology now enables researchers to detect
activity from thousands of neurons with immense precision. Whilst recording tech-
nologies evolve rapidly, analysis techniques struggle to keep up with the increasing
quantity and complexity of the resultant data. This discrepancy, between the poten-
tial of these recording devices and their accompanying data processing techniques
needs to be bridged. Spike sorting algorithms have been developed as an attempt to
satisfy this need. These algorithms must successfully detect firing behaviour from
signals in raw data, then assign each signal to the cell which produced it. Many
spike sorting algorithms exist, but show little similarity in their results for one dataset
(17, 1L 20, 27, 18 7, 6l]. Simultaneously, many studies which rely on extracellular
recordings make use of only one such algorithm.

Confirming the results of spike sorting algorithms requires use of complicated and ex-
pensive experimental procedures. So called “paired recordings” can provide ground
truth data, which are rarely available in practice. Evaluating these algorithms in the
absence of paired recordings remains a challenge. Whilst various methods have been
suggested, there remains little consensus on the best way to assess the accuracy of
results. Without established methods by which to evaluate spike sorting results, ex-
periments which use extracellular data are forced to rely on ill-validated algorithms.
This data is used to draw ambitious conclusions about the role of the brain in cognitive
processes. As the validity of these claims hinges on the correctness of spike sorting
algorithms, it is imperative (to the reliability of such studies) that robust evaluation
techniques are developed.

This project examines existing evaluation methods and results in the field of electro-
physiology in order to suggest a more holistic approach to evaluation. This project
demonstrates that many evaluation methods are not consistently indicative of accu-
racy. By evaluating the usefulness of eleven common performance metrics, a predictive
model was designed and implemented to demonstrate one possible method by which to
evaluate individual spike sorting outputs without requiring the use of multiple sorters.
This model combines the analysis of metrics with a promising existent evaluation tech-
nique, the “consensus based method”. In doing so, this project aims to contribute to
the reliability of studies which make use of extracellular recording devices.
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Chapter 1

Introduction

When a neuron fires, a sudden spike in voltage can be recorded by a microelectrode,
placed sufficiently nearby. One electrode may detect firing activity from multiple neu-
rons therefore a process of “spike sorting” is required to establish the underlying corre-
spondence between recorded voltage spikes and neural activity. Attempts to automate
this process take the form of algorithms, “spike sorters”, which employ various meth-
ods from the field of machine learning to first detect firing events using local potential
changes detected in the space between neurons (hence “extracellular’), then associate
each event with a specific spatio-temporal location in order to infer which neurons are
firing [S)]. These inferred neurons are referred to as “units” [[14]].

Whilst many spike sorters have been developed to execute this process, little agree-
ment has been found between results of different methods [6} 3]. This leads to widely
varying interpretations about which neurons are firing depending on which algorithm
is used. To add to this problem, many labs choose one spike sorting algorithm and use
this for most or all experiments [6]. It is often considered sufficient to run one spike
sorter and simply trust the results.

To confirm the accuracy of results from spike sorters so called “ground truth data” is
required alongside the extracellular recordings. Such ground truth data is both difficult
and expensive to collect and is therefore rarely available [19]. In the absence of ground
truth data, there are still no clear standards for evaluating the accuracy of the results of
such algorithms on a given data set [3].

One commonly used method to evaluate results is by way of metrics; attempts to quan-
tify the “goodness” of a unit by considering (for example) the ratio of signal-to-noise

(SNR) in a signal, or the geometric and temporal separation of spikes from one another
(S, 114].

Another possible method for evaluation is the so called “consensus method”, suggested
by Buccino et al. [6]. This method relies on the comparison of multiple sorter outputs
and considers the agreement between results to be indicative of accuracy.

This project builds on the results found by Buccino et al. by using agreement as an
approximation of accuracy in order to address the possibility that metrics can be used
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to establish whether spike sorter outputs should be trusted. In doing so, this project
aims to provide viable methods to evaluate spike sorting outputs in the absence of
ground truth data. The overall goals of this project are to:

* Firstly, corroborate results found by Buccino et al. [6].
» Secondly, consider which sorters provide the most reliable results.

* Third, consider whether common metrics provide a good indication of whether
sorted results should be trusted.

 Fourth, investigate practical solutions for establishing the trustworthiness of re-
sults, in the absence of multiple sorting outputs and ground truth data.

To this end, one dataset was chosen from a recent study which used extracellular neural
recordings [[10]. The following contributions were made:

* By making use of the tools provided by the Spikelnterface framework, neural
recordings were analysed using various sorting algorithms [6, 3].

* In order to incorporate various modern spike sorters, some of the original analy-
sis pipeline was adapted.

* The relationship between metrics and cross-sorter agreement was investigated.
* The relative reliability of sorting methods was examined.

* A predictive model was designed and implemented to establish the accuracy
of spike sorter outputs in the absence of ground truth data or multiple sorting
algorithms.
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Background

2.1 Extracellular neural recordings

Neurons mainly communicate with each other via “spikes” - all or nothing firing events
which each last around Ims. When an electrode is placed closed to a firing neuron, it is
able to detect these spikes by recording the changes in extracellular potential resulting
from ionic currents flowing through cell membranes during firing [[15].

Performing this kind of recording involves the placement of one or more electrodes
into brain tissue (in the space between neurons, hence “extracellular”) with the aim
of registering the activity of nearby neurons. Extracellular electrode recordings with
multiple channels boast a range of advantages over other neural recording methods.

Firstly, this recording method boasts higher temporal resolution than other similar tech-
niques. For example, two-photon calcium imaging, which is an invasive technique, al-
lowing for multiple cells to be recorded at once with high spatial resolution, but suffers
poor temporal resolution [[16]].

Crucially, given enough electrodes, this method allows for simultaneous measurements
to be made from multiple cells, thus providing insight into the workings of networks
of neurons [[14]. Because neurons work as a system, accurate simultaneous recordings
of many neurons are necessary in order to explain the neuron interactions which un-
derpin cognitive processes [11, 25]. Additionally, it is possible to use this technique
both outside a living organism (“in vitro”) and by directly recording from a living or-
ganism (“in vivo”). Furthermore, since recordings can be made without interfering
with neural function accurate results from such recording devices have the potential
to provide insight into the workings of intact neural circuits in awake animals [12].
These advantages, when combined, provide a powerful basis for understanding the
brain mechanisms underlying animal behaviour.

Developments in extracellular recording technology motivate the need to develop a
common reference framework to quickly assess the performance of algorithms which
process this kind of data [19]. Nonetheless, data processing techniques and evaluation
remain a subject of debate [6, 14, 15].
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Initially, in vivo recordings were done using only single electrodes at a time. The frus-
tration with this method is that single electrode recording devices record the activity
of very few neurons, and do not have the capacity to record from multiple locations
in the brain. Recordings of this kind therefore struggle to support claims about the
interaction between networks of neurons [[11} [18]]. Later recording devices therefore
focused on recording larger populations of neurons simultaneously. In particular, the
development of the tetrode (a four-electrode recording device) satiated the need to
record from many neurons, detected from many locations at once. This device re-
mains a popular recording device and has undergone significant validation, often by
use of procedures that record intracellularly and extracellularly simultaneously (so-
called “paired recordings”, further discussed in section[2.3.1)) [11},125,[13]]. Overall, the
accuracy and explanatory power of tetrode recordings motivates the need for methods
which can reliably process the data produced.

Further developments in recording technology have since emerged and continue to
develop at a greater pace than their accompanying processing technologies can cope
with. Of particular interest is the high density micro-electrode array (HDMEA), which
is capable of recording approximately 1000 sites (often referred to as “channels”) at
once (one such probe is the NeuroPixel probe) [17]. HDMEAs provide a substantial
amount of data, therefore it is essential that automated methods are capable of process-
ing this data reliably and at scale. Without trusted methods for extracting information
from these recordings, it is impossible to use these devices to their full potential.

In some sense, tetrodes provide a “middle ground” between the limited single elec-
trode and the HDMEA. Tetrodes, unlike single electrode devices, provide the capacity
to record from multiple locations. They therefore produce data that face similar chal-
lenges in analysis compared with more recent recording devices, albeit at a smaller
scale. 'When compared with MEAs however, the number of neurons identified in
a recording is generally much lower. This makes it possible to visually inspect the
recorded data and facilitates the comparisons made in this project.

This project discusses results from tetrode recordings for this reason. Whilst the diffi-
culties faced in using tetrode data are comparable to the difficulties faced by HDMEAs
these challenges do not simply “scale up” when applied in HDMEAs. In some sense,
HDMEAs provide more information as more electrodes can report activity from the
same neuron. Nonetheless, with more channels (ergo more data) the computational
challenge of processing such data increases. That is, the results presented here can-
not necessarily easily extend to these new devices, and these challenges to scaling are
presented in detail in Hennig’s paper “Scaling Spike Detection and Sorting for Next
Generation Electrophysiology” [12]. The hope is that the analysis performed in this
project can offer a starting point for analyses which can extend to these more complex
recording devices.

2.2 Spike sorting - methods and challenges

In electrode recording devices, one channel may detect signals which originate from
multiple neurons. Additionally, signals from one neuron may be picked up by many
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channels. Therefore, a process is required to infer the location of the neurons which
are firing given the multiple points in space and time from which channels may detect
the consequent signal. This process is referred to as “spike sorting”.

One way to conceptualise the problem of spike sorting is the analogy of a cocktail
party: given the conversations occurring at the party, the task is to isolate each of the
speakers [[12]]. For tetrode data, consider the same task, but with several microphones
detecting the sound at a much larger party. For HDMEAs, consider the task again but
with more microphones situated around a football stadium of speakers.

In essence, this is a clustering problem, and various methods utilise different machine
learning techniques in order to infer which clusters are present and to further infer
which neuron is producing each spike train. The term “unit” in this context is used to
differentiate the inferred location and behaviour of a neuron based on spike sorting,
and the underlying behaviour of the neuron in question [19, [14]. That is, a unit is a
model of a neuron. The measure of success, then, is whether each unit identified by
a sorter actually corresponds to a neuron firing in the brain. Established methods to
evaluate sorting are discussed in section [2.3]

For the purposes of this project, the terms “pre-processing” and “post-processing” are
used to differentiate between the analysis steps to process raw data into spike sorted
data, and the subsequent process of analysing and interpreting neuron interactions.
The process of spike sorting typically occurs among several related steps in the pre-
processing stage of analysing recordings.

In Hill’s 2011 paper “Quality Metrics to Accompany Spike Sorting of Extracellular
Signals”, the process of spike sorting is broken down into two steps: Extraction of
spike waveforms and clustering of waveforms into groups that represent the activity of
single neurons [14]. This can be further broken down as follows:

* Filtering: Raw data from extracellular recording devices contain signals from
noise as well as signals from local field potentials (LFPs), which both need to
be filtered out [19]. Generally speaking, very high frequency signals are at-
tributable to noise, whilst very low frequency signals are associated with LFPs.
To eliminate these signals, a bandpass filter is often used, usually in the range
300-3000Hz. The signal that remains provides the activity from a few neurons
close to the electrode plus background activity from neurons far from the tip of
the electrode, leaving signals which are most useful for spike sorting [[19].

 Spike detection: Spikes are identified based on the signals that remain. Usually,
this is done by setting some amplitude threshold (often automatically and dy-
namically based on the signal-to-noise ratio observed in the data) and detecting
spikes with amplitudes that exceed that threshold [19].

Specific strategies for spike detection vary between sorting algorithms, and con-
stitute one source of differing results among spike sorters. As a simple example,
a low amplitude threshold leads to more spikes being detected, which may then
lead to a larger number of units identified compared to a sorter which uses a
higher threshold. Choice of threshold mechanism is therefore a trade-off be-
tween false positives (units identified which do not correspond to neuron activ-
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ity) and false negatives (neuron activity which is not identified) [[14].

* Feature extraction and clustering: This step involves attempting to differenti-
ate spikes which were caused by different neurons. This is a nontrivial problem
since signals from multiple neurons may have the same amplitude and occur
nearby to each other in time and space. Neuron firing events do, however, have
a “signature” - certain features (for example, amplitude and shape) specific to
the neuron that produces them, which can be used in this process [19, 12]. By
extracting features (often by principal component analysis) this signature can be
used to differentiate spikes caused by different neurons [19, [14]. The feature
space established in the previous step can then be used to cluster detected spikes
into groups (“spike trains”) and associate each cluster with a single unit.

Approaches to assigning spikes to particular units can be split into two cate-
gories: density-based approaches and template-based approaches. In density-
based approaches, dimensionality reduction is used alongside clustering tech-
niques to first estimate the source of the signal and then cluster the signals to-
gether. By contrast, template matching approaches either extract or learn tem-
plate spike shapes based on the spatio-temporal footprints of individual events.
These templates are then used, alongside distance metrics, to assign the detected
waveforms to the relevant unit [[19}[12]. Figure[2.1| provides an overview of each
of these processes.

In this project, 5 common sorting algorithms are evaluated: IronClust [[17]], Kilosort2
[1]], Klusta[20], MountainSort4 [8] and WaveClus [[7]. The most notable difference
between these sorters is in their approaches to the “feature extraction and clustering”
step described above. IronClust, Klusta and MountainSort4 use density-based cluster-
ing methods whereas Kilosort2 and WaveClus take a template matching approach.

Sorting algorithms are often designed with specific types of recording device in mind.
It is worth noting that whilst some sorters are designed with a particular type of use
case in mind, little work has been done on establishing criteria for the most accurate
sorter in any given set of experimental conditions (for example the probe used, brain
region recorded or experiment type) [16].

One analyses which does address the comparison of spike sorters is the meta-analysis
performed by Magland et al. in their study “SpikeForest, reproducible web-facing
ground-truth validation of automated neural spike sorters”. Magland et al’s study
benchmarked 10 automated spike sorting algorithms by using a range of recordings
combined with simulated ground truth data [[16]. Whilst this project does not have ac-
cess to ground truth data, a number of their findings relate to this analysis. Specifically,
Klusta was identified as being less accurate than other sorters in most cases [16l]. Ad-
ditionally, MountainSort4 was found to be among the top performing sorters (in terms
of accuracy to ground truth data) for low-channel-count datasets such as the tetrode
data used here [16]].

The data used in this project was originally sorted using Mountainsort3 [2,/10]. Moun-
tainSort4 is the updated version of this sorter [8]]. Therefore, it is expected that the
results from this sorter will echo those of the original analysis.
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Figure 2.1: Spike sorting techniques. After detection and feature extraction, either
template matching or density based methods are used to identify spike trains which
may then be manually curated. Figure by Hennig et al. [12].

2.3 Evaluating sorting methods

Analysis of spikes can provide powerful results and evidence for studies in neuro-
science, therefore the accuracy of this process is vital to ensuring reliability of in-
ferences made [12]. In studies regarding neural mechanisms underlying organism
behaviour, electrode data may be used to establish whether a neuron is firing in re-
sponse to something in particular [19]. Interpretations based on inadequate spike sort-
ing can therefore lead to erroneous claims about the neural coding behind behaviour
(14, 24]. Establishing valid interpretations about the relationship between neuron fir-
ing behaviour and cognitive processes therefore hinges on the accuracy of spike sorting
methods.

To complicate this issue, use of multiple sorters is time-consuming and complex, there-
fore many labs choose to perform analyses based on the outputs of only one sorting
algorithm. [1] [6, [16].

Additionally, different sorting algorithms produce wildly varying results and algo-

! Although recently there have been attempts to streamline the process of using multiple sorters, most
notably the Spikelnterface project described in section[2.3.4]
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rithms often yield many false positives [[6]. Therefore, it is imperative that units which
are likely to be false positives can be identified and eliminated from analysis. Without
reliable methods by which to remove false positives many analyses will erroneously
interpret units as real neuron activity in the brain, obscuring invaluable data from real
neurons. Therefore, much of the task of evaluating sorting outputs centres around the
task of identifying false positives.

Despite the obvious importance of this issue, there are still no clear standards for how
spike sorting should be performed and evaluated [6} (14, 5]. Without established and
tested evaluation methods, the reproducibility of results gathered in this way is chal-
lenged [6]].

Various approaches for evaluation are possible. These include ground truth compari-
son, manual curation of results, performance metrics and agreement. The rest of this
section addresses each of these methods and their limitations.

2.3.1 Ground truth data

Ground truth data provides the gold standard for evaluation for spike sorting results.
In this context, ground truth data takes the form of “paired recordings”. These are
recordings in which intracellular recordings and extracellular recordings are performed
simultaneously to validate the firing behaviour observed [25]. Such recordings are
difficult to attain and are limited in the number of neurons which can be confirmed
[19]. In most lab experiments, ground truth data is not regularly available since it is
expensive and time consuming to produce. Therefore other methods must be relied
upon to evaluate spike sorted results.

Evaluating results from spike sorters without ground truth data is therefore an ill-posed
problem. In the absence of confirmation for unit correspondence with neurons, it is
impossible to make a claim about the neurons’ behaviour with certainty. Therefore
there is a need to develop reliable methods to determine the accuracy of sorting outputs
in the absence of ground truth data.

2.3.2 Manual curation

Manual curation relies on experts evaluating units in order to determine whether they
reflect real neurons. This was a common component of the spike sorting process until
recently, although there has been demand for fully automated processes since at least
2000 [11]]. Manual intervention is still sometimes included as a final stage of spike
sorting (for example Klusta, which is included in this analysis) [20]. Other sorting
algorithms are intended to be fully automatic [8].

Fully automated spike sorting algorithms were developed to remove the requirement
for time-consuming manual curation. Demand for full automation increases as bet-
ter recording technology is developed and the amount of data produced by a single
recording grows [16, 6]].

Aside from saving time, the motivation for efficient automatic spike sorting algo-
rithms also derives from the reliability of the sorting outputs themselves, since manual
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curation is subject to inherent operator bias and is therefore difficult to standardise
(6, 26, 20].

Manual curation is sometimes used as a benchmark for comparison with automated
spike sorter performance [6]. Clearly, manual curation does not provide a consistent
measure of performance. Hence, this technique cannot be solely relied upon for the
evaluation of spike sorter outputs.

2.3.3 Metrics

Metrics are intended to give some quantification of the likelihood that a given unit
corresponds to a real neuron in the brain. Finding useful metrics in the absence of
ground truth data has proven challenging, and many such measures exist [[14} 8, 5.
Most metrics attempt to describe one of the following:

* Isolation: These are measures relating to the quality of the clusters associated
with firing events ascribed to a particular neuron [3]].

 Physiological factors: The metrics use knowledge of the underlying physiolog-
ical processes to detect errors in results. For example, neurons have “refractory
periods”; periods of time after a firing event in which further spikes should not
be present. Spikes detected during this time period may indicate a false positive
unit.

A selection of these metrics have been included in this analysis (see section for
details).

Metrics are, in general, a common method for evaluating and curating results in the
absence of ground truth [5,6]]. This project demonstrates that whilst some metrics may
indeed indicate accurate units, others do not seem to hold much explanatory power.

2.3.4 Agreement

When multiple sorting algorithms are used on the same data, the overlap in their results
can highlight the true positive units found. Use of agreement between sorting outputs
as a tool for evaluation and curation is a relatively new proposal suggested by Buccino
et al.. In their paper “Spikelnterface, a unified framework for spike sorting”, six sort-
ing algorithms were analysed and their outputs evaluated [6]. Their results indicated
that different sorting algorithms identified wildly different numbers of units, with lit-
tle consensus as to which units were present in the recording. Kilosort2 in particular
was highlighted as producing many false positives, a result which was also found by
this project (see section {.T)). Further, by using ground truth data and comparison with
manually curated results, they were able to demonstrate that units which were found
by multiple sorters were generally true positives and that units which were not found
by multiple sorters (“low agreement units”) were likely false positives.

These results together lead to the “consensus based method” for evaluating spike sorted
outputs. This is the idea that agreement across sorters gives a reasonable indication of
which units in a sorting are true positives [6]. This project relies on these results by
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considering agreement to be a reasonable substitute for ground truth data. By combin-
ing the quantitative approach of metrics with the consensus based method this project
aims to build on the above results.

Motivated by their results, as well as the fact that many labs use only one spike sorting
algorithm, Spikelnterface was developed as a framework for sorting which provides
various libraries to streamline spike sorting analysis pipelines [6,/16} 3]. SpikeInterface
was used in this project because it allowed convenient use and comparison of multiple
sorters. Additionally, the framework provided a number of additional benefits such
as the capability to compute metrics for units and calculate agreement among sorters.
Specific use of this resource is detailed in section

2.4 Data

The data used in this project originated from the experiments conducted by Gerlei et al.
in their paper “Grid cells are modulated by local head direction” [10]. The experiment
involved recording from the medial entorhinal cortex region in the brains of mice as
they roamed freely around a 12 open field arena. Recordings were taken from a total
of 16 mice, with data from 8 mice ultimately being reported in the study. This data
was appealing in part because the recordings were extensive, with an average duration
of 25.1 minutes each (43.8 sd) [10].

There were two reasons why this data was chosen for the project. Firstly, the data
was recorded using tetrodes, which was appropriate for the purposes of this analysis
(a discussion of this can be found in section [2.1)). Secondly, a total of 208 recordings
were available for analysis. The analysis presented in this project makes use of a small
subset of these recordings, with the aim of extending it to the full data set next year. By
using more samples, conclusions drawn will be more reliable by virtue of being tested
on more data.

The key challenge presented by this particular dataset was that no ground truth data was
available. Comparison with ground truth data would provide confirmation of claims
made about which spikes relate to real neurons. Without this data conclusions about
sorting results cannot be confirmed, as explained in section [2.3.1] In this way, the data
used here is fairly typical of studies using extracellular recordings but with the benefit
of comprising a large number of samples which can be used for analysis.



Chapter 3

Methods

3.1 Recordings used here

Data for this analysis consists of four recordings, which are taken as representative of
the full dataset (described in section[2.4). Recordings from the original data set are as
follows:

* Recording 0: M0_2017-11-14_16-54-12_of
* Recording 1: M10_2018-03-12_17-08-23 _of
* Recording 2: M0_2017-11-08_15-21-09 _of
* Recording 3: M10-2018-03-15_13-59-05 _of

The full recording names given above correspond to the names as per the original data.
The data from each recording consists of raw tetrode recordings from each of the 16
channels (four per tetrode), as well as a text file containing identifiers for the dead
channels (discussed in section [3.3).

3.2 Adaptation of original pipeline

The original pipeline was used as a starting point for analysis. This pipeline was de-
signed for use on a specific machine. Therefore, the initial stage of this project involved
adapting the pipeline for use on another machine. Additionally, with a view to gener-
alise the pipeline for use with many modern sorters using Spikelnterface, the pipeline
needed to be adapted to incorporate this more general mechanism for sorting raw data.

Essentially, the goal was to sort the data using Spikelnterface and provide the output of
each sorter as input to the original post-processing pipeline. This necessitated adapt-
ing the pipeline needed to be neatly split between pre-processing and post-processing
of results such that sorting outputs could be provided as input to the post-processing
portion of the original analysis code. At first glance, it would seem sufficient to simply
replace the snippet of the code in which the sorting is performed.

11
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This approach would have been time consuming and error prone since sorters vary
wildly in usage and are therefore difficult to automate [6]. Without experience in using
each of the sorters it would have been difficult to diagnose errors or establish reason-
able parameter values for each individual method. Spikelnterface (described in section
provided an ideal solution to this problem, by streamlining the sorting process
to a few lines of code which could easily be generalised over multiple sorters using
inbuilt default settings. The pre-processing steps were successfully replicated using
SpikeInterface (implementation details are given in section [3.3). Given a recording
folder spike sorted outputs could be produced for all five sorters.

Whilst the SpikeInterface framework provided a more tested and streamlined way to
incorporate many sorters, incorporating the output into the original pipeline proved dif-
ficult. The original pipeline used the MountainSort3 sorting algorithm [2]. This sorter
can produce outputs to complement the main “firings.mda” output file. These supple-
mentary output files were relied upon in later stages of the post-processing pipeline.
The sorters used in this project have no similar mechanism for producing these files, so
the options were to either replicate them manually or exclude them from the analysis.

In some cases, it was possible to replicate the steps taken in the original pipeline.
For example, dead channels were removed by the same mechanism as in the original
pipeline by using a dedicated dead channel file to identify and remove malfunctioning
or very noisy channels.

The geometric location of the electrodes relative to each other was not directly avail-
able from the data and therefore needed to be inferred or excluded from the analysis.
As sorting algorithms use the geometric location of electrodes when assigning events
to specific units, excluding this information would render the sorting results meaning-
less. This information was therefore inferred on the basis of parameter files in the
original data set as well as designs of the recording device used.

Additionally, a “filt. mda” file was expected by the post-processing pipeline. This file
is an output produced by MountainSort3, which includes a representation of the data
after the filtering stage of pre-processing. Whilst some detail on filtering was available
in the original paper, it was insufficient to replicate the “filt.mda” file using updated
sorting packages [[10]. As a compromise between similarity to the original pipeline and
generality for multiple sorters, the filtered data used was bandpass filtered (see section
[3.3| for details). The post-sorting portion of the pipeline will be incorporated into this
project next year, therefore the effect of these substitutions is not yet well known.

3.3 Data pre-processing and sorting

The pre-processing stage involved a series of steps: convert data to MDA format; group
channels by tetrode; set tetrode locations and remove dead channels.

As per the original pipeline, raw Openephys data was converted to MDA format [23,8]].
This was done by making use of the SpikeInterface function

OpenEphysRecordingExtractor () which reads the recording from Openephys for-
mat, then writes the resultant recordingExtractor object to MDA format by use of the
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folllowing function: MdaRecordingExtractor.write_recording (). In the original
pipeline, this was done for compatibility with the MountainSort3 sorter. When us-
ing Spikelnterface, converting the data to MDA format before sorting was found to
produce faster run times than sorting data directly from Openephys format.

Channels were then grouped by tetrode (represented by colour in Figure[3.1). This was
done by use of the spikeextractor module from Spikelnterface, specifically the function
set_channel_groups (). This step is also in agreement with the original pipeline and
is necessary for sorting algorithms to properly interpret data.

Channel locations were set using set_channel_locations () from the same module,
which provided the sorting algorithms with information regarding the arrangement of
tetrodes relative to each other.

Dead channels were then removed from the recording, as per those identified in the
original analysis. This was done using toolkit from SpikeInterface with the
remove_bad_channels () function. In Figure [3.1] the uppermost channel is a dead
channel, and has been removed.

-

-
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Figure 3.1: Left: raw data snippet. Center: data snippet after application of a bandpass
filter. Right: Filtered data with dead channels removed.

A representative 0.2s snippet of the raw data can be seen in Figure 3.1 On the left
is a snippet from the raw data. The image in the centre shows the effect of bandpass
filtering the data (using the bandpass_filter () from spiketoolkit). On the right, the
snippet is displayed after the dead channel has been removed and the filter has been
applied. The filtering stage was included in this image to demonstrate the transfor-
mation that occurs at the filtering stage of sorting, described in section[2.2] As sorting
algorithms, in practice, perform filtering themselves, this step is not actually performed
prior to calling a sorting algorithm, and is included in Figure [3.1] for illustrative pur-
poses.

It is worth noting that ground truth comparisons are used extensively in sorting algo-
rithm development as well as evaluation (this was a major focal point for SpikeForest
project) [16]]. For this reason, spike sorters used in this project make use of these
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well validated default parameters, which were readily available through Spikelnter-
face when calling sorting algorithms. Recordings were each sorted by all five sort-
ing algorithms and the results stored. Sorting algorithms were called by use of the
run_sorter () function from the spikesorters module of Spikelnterface. Given the
name of a sorting algorithm and a recording extractor, this resulted in a “firings.mda”
file, which contained information on units identified by the sorter.

The result of these steps were a set of sorting outputs (“firings.mda” files), one for each
sorter. This process was repeated for all four recordings.

3.4 Metrics

Eleven performance metrics were tested in this project: firing rate, presence ratio, inter-
spike-interval (ISI) violations, amplitude cutoff, sinal-to-noise ratio (SNR), silhouette
score, isolation distance, L-ratio, NN hit rate, NN miss rate and D-prime.

* Firing rate is the average firing rate of the detected unit.
* Presence ratio refers to the fraction of time in which spikes are present.

* Neurons have a refractory period after a spiking event during which they cannot
spike again. Inter-spike-interval violations refers to the rate of refractory pe-
riod violations. Since refractory period violations in a unit can indicate errors,
this metric is commonly used to detect false positives [14].

* Amplitude cutoff provides an estimate of the miss rate which is based on the
observed amplitudes.

* Signal-to-noise ratio (SNR) is expected to be higher in units for which spikes
are not heavily obscured by noise. This is a common metric, and Buccino et al.
concluded that SNR corresponds to agreement among sorters [[6].

* Silhouette score is the ratio of cohesiveness of a cluster and separation from
other clusters. The cohesiveness of a cluster is measured using the distance
between member spikes, and separation from other clusters is measured as the
distance to non-member spikes [6]]. A cohesive and well separated cluster will
therefore have a low silhouette score.

* Isolation distance measures the smallest ellipsoid which contains all spikes
from a given cluster as well as an equal number of spikes from other clusters,
where the ellipsoid is centred round the given cluster [6]. This value should be
higher in more reasonable units as this represents a more isolated cluster.

* L-ratio is another metric which relates to cluster quality. A low L-ratio value
indicates a cluster that is well separated from other spikes on that tetrode [22, 21].
Therefore it is expected that L-ratio will be lower in “good” units.

* NN hit rate and NN miss rate refer to the nearest neighbours method, which
in this context considers the class of nearby points as an indication of cluster
quality [28]. Both metrics provide a non-parametric measure to estimate unit
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contamination [6, 8]]. In essence, this is another separation based metric aiming
to describe something similar to isolation distance

* Finally, D-prime uses linear discriminant analysis to estimate the classification
accuracy between two units.[6]. As a measure of accuracy, this metric is ex-
pected to be higher in true positive units.

Given each recording and its corresponding sorting outputs, Spikelnterface was used
to calculate metrics associated with each unit.

First, recordingExtractor objects were created for each recording, along with sortingEx-
tractor objects for each sorted output. This was done by making use of the extrac-
tor module of Spikelnterface. Specifically, recording extractors were loaded from
“raw.mda” files using MdaRecordingExtractor (). SortingExtractor objects were
then loaded from the “firings.mda” files using MdaSortingExtractor ().

These Extractor objects allowed for convenient access of information about the record-
ings and sortings.

The spiketoolkits module from Spikelnterface was then used to calculate metrics using
validation.compute_quality_metrics (). The function returned a dataframe con-
taining values for all the metrics for each unit produced by a particular sorting output.
In practice, these dataframes were combined for all recordings and all sorters.

3.5 Agreement calculations

To identify a match between two spike trains (spiking activity associated with a unit)
an agreement score is calculated as follows: first a number of “matches” between the
two spike trains is calculated by identifying the number of pairs of spikes from the first
and second train which occur within a similar time frame. Again, the default value was
used, which here is 0.4ms. An agreement score, s, is then calculated:

s=—Tm 3.1)

ny+ny—ny

where n,, is the number of matched spikes between the two spike trains and n; and nj
is the number of spikes identified in the first and second spike trains respectively. For
the purposes of this project, “matched units” is used to refer to units which were found
by two or more sorters while “unmatched units” is used to refer to units which were
found by only one sorter.

Agreement is therefore not explicitly linked to any metric listed here and can be con-
sidered a separate measure of spike sorter performance. In this project, based on the
results found by Buccino et al., unit agreement is assumed to be an indicator of a true
positive unit [6]. Specifically, if a unit is found by more than one sorter it is assumed
to be a true positive unit (as explained in section [2.3.4)).

lindeed Chung et al. used these measures as a representation of isolation in their paper presenting
the MountainSort4 method [8]]
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Agreement between units from different sorters was calculated using the Spikelnter-
face framework. For each recording, all sorting outputs were converted from “fir-
ings.mda” files to sortingExtractor objects using

MdaSortingExtractor (). All five SortingExtractor objects were stored in a list and
a MultiSortingComparison object was produced by using
compare_multiple_sorters (). This MultiSortingComparison object was then used
to identify each matched unit, given the agreement criteria described above.

This information was incorporated into the dataframe described in section [3.4]such that
matched units could be identified and associated with that unit’s metrics.
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Results and analysis

4.1 Sorting methods disagree on the number of units
present

After sorting using all five sorting methods, the number of units identified in each
recording was counted and can be seen in Figure 4.1]

Kilosort2 identified the largest number of units in all recordings with a mean value 66.5
(sd = 1.67). Klusta produced an average of 45.75 units, and had the largest variance
in number of units identified (sd = 13.79). MountainSort4 and WaveClus performed
similarly with means 17.75 (sd = 1.48) and 13.25 (sd = 2.28) respectively. IronClust
identified the fewest units of all sorters, with an average of only 11 (sd =2.12).

Number of units detected by each sorter

Il Recording 0
I Recording 1
60 I Recording 2
I Recording 3

»
o
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Figure 4.1: Bar chart displaying the number of units identified in each recording by each
sorter.
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Since each recording consists of data taken from only 4 tetrodes, the quantity of units
identified by Kilosort2 and Klusta seem particularly unreasonable. Each tetrode can
be expected to record from approximately 3 neurons, so no more than 12 units are
expected. Klusta showed little consistency with other sorters in terms of the relation-
ship between the number of units identified between recordings. However, since this
sorter identified more units in each recording than any of IronClust, MountainSort4, or
WaveClus, it is possible that all units identified in the other sorters were also identified
by Klusta. This would be reflected in a high agreement between Klusta and the three
sorters with the lowest numbers of identified units. Klusta can be somewhat excused
for producing so many units, as the method is intended to include a manual curation
step.

Kilosort2, MountainSort4 and WaveClus showed agreement in the number of units in
each recording relative to the others. Across the three sorters, Recordings 0 and 3 were
both identified as having the fewest units, with recording 1 producing a few more,
and recording 2 producing the most. The pattern seen among these three sorters calls
into question whether these sorters share this behaviour as a result of high agreement
- perhaps this pattern arises because similar units were identified. One may consider
the possibility that different sorters have different sensitivity, leading to this outcome.
This seems unlikely to be the cause in this case, given the implausible number of units
that were detected by some sorters. The more likely explanation for this is that a large
number of units are false positives. This result is further addressed in the following
section.

Of the two sorters that overlap between this project and the analysis used in Buccino
et al.’s analysis, a similar relationship between sorters was observed [6]]. Specifically,
in that analysis, Kilosort2 found 446 units, whilst IronClust identified only 233. That
analysis identified a far larger number of units due to the specific recording device
used, but the relationship between Kilosort2 and IronClust is seen here nonetheless.

Results seen here agree with those reported by Buccino et al.. Specifically, there was
high variation in the number of units identified by different sorters, and Kilosort2 pro-
duced a large number of units (suggesting many false positives).

4.2 Unit agreement varies by sorter

Spikelnterface was used to compare sorter outputs and find matching units in each
recording. In total, 8 units were found by at least two sorters (“matched units”).

4.2.1 Sorting outputs demonstrate low agreement

In recording 0, no matched units were identified (that is, sorters completely disagree
on which units are present). Three units from recording 1 were identified by multi-
ple sorters: units 2, 7 and 38. Unit 2 was identified by three sorters, unit 7 by all 5
sorters and unit 38 by 3 sorters. The waveforms from unit 7 in each sorting output are
displayed in Figure 4.2
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Figure 4.2: Waveforms for one unit found by all sorters in recording 1.

In recording 2, three units were identified by multiple sorters: units 1 (4 sorters), 8 (2
sorters) and 18 (2 sorters).

In recording 3, 2 units were identified by multiple sorters: unit 9 (4 sorters) and unit
11 (4 sorters). In both cases the unit was picked up by all sorters except for WaveClus.
The waveforms for unit 9 are given in Figure [4.3]

Kilosort2 MountainSort4 IronClust Klusta
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Figure 4.3: Waveforms for one unit found by four sorters in recording 3.

Visually, the matched units’ waveforms look similar across each of the sorters which
identified them. All matched units follow expected forms - that is, they are plausibly
reflective of actual spiking behaviour from a neuron.

There were many units which were only found by one sorter. Some of these units may
plausibly be reflective of real neurons, but many are clearly false positives. A handful
of unmatched units are shown in Figure d.4] In some cases it is clear that a unit is not
to be trusted. But visually inspecting each unit is time consuming and does not always
provide a clear picture about whether the unit corresponds to a neuron.

This raises the question of how to determine, given a limited (possibly only 1) sort-
ing, which units are likely to be true positives. The rest of this section examines the
relationship between sorter algorithm used and unit agreement.
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Figure 4.4: Selection of unmatched units from each sorter. Units were selected at
random from the pool of unmatched units, and do not correspond to the same neuron.

For each recording, the set of units found was split into two subsets: matched and un-
matched units. The “matched” subset contained units (from all sorting outputs) which
were found by at least two sorting algorithms. The “unmatched” subset contained units
which were found by only one sorting algorithm.

Figure [4.3] (left) shows the total number of matched and unmatched units across all
sorters for each recording. Matched units are shown in red, whilst all other units are

displayed in blue.
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Figure 4.5: Left: bar chart demonstrating the total number of units identified in each
recording, matched units are represented in red. Right: bar chart demonstrating the
total number of units identified by each sorter, again matched units are represented in
red.

Across all sorters, 142 units were found in recording 0, of which all were unmatched.



Chapter 4. Results and analysis 21

166 units were found in recording 1, of which 11 matched (6.63%). 141 units were
identified in recording 2, of which 8 units matched (5.67%). 8 matched units were
found in recording 3, of a total of 168 units (4.76%).

There is a “double counting” issue when agreement is compared in this way. Since
matched units are seen over a number of sorters, they each produce multiple entries
in the matched category for that recording. One may instead choose to count matched
units only once - in which case agreement is reduced to only 3 matched units in record-
ings 1 and 3, and only 2 matched units in recording 3. However, the “duplicate” counts
of units still differ in their metrics, and constitute multiple estimates of a neuron (albeit
the same neuron) therefore all entries for a matched unit are included in the analysis.

Results here provide a discouraging indication that the initial hypothesis .1} that Kilo-
sort2, MountainSort4 and WaveClus find many of the same units, was false. Addition-
ally, the completely distinct results produced between sorters for recording O further
emphasise the need for unified evaluation methods among sorters.

In Buccino et al’s study, agreement between sorters was examined on a dataset pro-
duced with high density recording devices. Their analysis included HerdingSpikes2,
SpyKINGCircus, Tridesclous, and HDSort which are not included in this analysis.
Their analysis did also include Kilosort2 and IronClust, which are used in this anal-
ysis. Whilst the data and specific sorting algorithms used in that paper differed from
this project, a similar general result of low agreement between sorters was found [6]].

Given that Buccino et al.’s analysis was dealing with a far larger number of electrodes
per recording, it is expected that there are far more units in general identified. 2031
units were identified across their 6 sorters, in which only 263 units are agreed by two
or more sorters. Agreement criteria was the same as that used in this project (50%
spike train match). Overall 12.95% of units were agreed by 2 or more sorters; only
slightly more than that of this analysis of only 5 sorters.

By comparison, in this analysis, across the 4 recordings, there were on average 4.27%
matched units. Even with 5 sorting algorithms, only a small number of matched units
are identified. This echoes the results presented by Buccino et al. insofar as both
analyses saw very low agreement across sorters.

In the scenario in which only one sorting algorithm can be executed, which one should
be used? The next section addresses the hypothesis that sorters do not contribute to the
set of matched units equally. In doing this, one sorter is identified as producing more
reliable results.

4.2.2 MountainSort4 identifies all matched units

To examine the question of which sorters tend to produce more matched units, the
data was next split based on sorting algorithm used rather than recording. Figure [4.5]
(right) shows matched and unmatched units as counted across all recordings split by
sorter. The “double counting” problem mentioned above does not apply when look-
ing at agreement by sorter - there are 8 agreed upon units across all recordings, and
agreement is measured in terms of the number of these units contributed to by each
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sorter. Thus, if a unit is seen by other sorters, it is nonetheless counted only once for
that sorter. The body of matched units for a given sorter is therefore a representation
of that sorter’s contribution to the total set of matched units.

MountainSort4 shows the highest number of units in agreement with other sorters, with
all of the 8 matched units being found by this sorter. MountainSort4 identified 71 units
in total, meaning 11.27% of the units identified by this method were matched units.

IronClust achieved a higher ratio of matched units than all other sorting methods
(11.36% of the 44 units identified were matched units). This high ratio, comes at
the cost of lower recall, as only 5 of the 8 matched units were found by IronClust.

Kilosort2 showed promising results on first glance, as 7 of the 8 matched units were
found by this sorter. Having said that, Kilosort2 did identify a large number of units
overall (266) meaning the ratio of matched units was only 2.63%. Klusta identified 183
units of which 6 were matched, giving a ratio of only 3.28%. Klusta showed similar
behaviour to Kilosort2 in the sense that both found a reasonable number of matched
units relative to others, but did so at the cost of generating a high number of false
positive units.

WaveClus produced disappointing results, with only one unit in agreement with any
other sorter (of a total of 53 units, 1.89% of units agree). Given that IronClust managed
to identify 5 matched units from fewer units overall, it is disappointing to see that
WaveClus demonstrated such low agreement with other sorters in terms of both ratio
and count of matched units. The one matched unit that was identified by WaveClus is
the one unit across all recordings which was found by all sorters.

In answer to the question of which sorter could be considered most trustworthy, Moun-
tainSort4 seems the best candidate based on these results. Not only was this the only
sorter to identify all 8 units, the ratio of matched to unmatched units was among the
best seen in terms of ratio of matched units. This echoes the results found by Magland
et al., mentioned in section [2.2] [16].

Looking forward to future work, it would be useful to examine whether this finding
generalises to the full dataset. If MountainSort4 is able to consistently find all matched
units, this sorter may prove the best choice in the scenario that only one sorter can
be used. Given suitable curation methods, for example that described in section @
this would allow for the identification of all matched units on the basis of only one
sorting; effectively allowing the consensus method to be used without the overhead of
executing multiple sorters.

4.3 Metrics relate to unit agreement

This leads to the main hypothesis of this project: Unit quality metrics provide infor-
mation which can be used to differentiate matched units from unmatched units.

To address this hypothesis, the Mann-Whitney U test was used to establish whether
there is a statistically significant difference in metrics between matched and unmatched
units. This test determines whether the probability of a matched sample having a “bet-
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ter” metric than an unmatched sample is higher than the probability of an unmatched
sample having a better metric than a matched sample [9]. Whether a higher or lower
value is considered “better”” depends on the metric in question, as laid out in the section

B4

There are two reasons why this test is appropriate for providing initial insight into the
relevance of metrics to agreement. Firstly, as can be seen in Figure [4.6] distributions
for each metric cannot reasonably be described as approximately Gaussian. Secondly,
as demonstrated in the section [4.2] there was very low agreement across sorters. This
led to a small sample size for the matched unit population, therefore a non-parametric
test is most suitable.
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Figure 4.6: Histograms displaying the distribution for individual metrics.
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Matched and non-matched unit groups are here considered to be independent groups
with independent observations in each group. That is, no (recording, sorter, unit) tu-
ple is represented more than once in the dataset. A significance level of 5% is used
throughout. For brevity, individual hypotheses will not be formally stated for each
metric, as all follow the same general form:

* Hyp: The distributions for the matched and unmatched populations are equal (in
terms of central tendency).

* H;: The distributions for the matched and unmatched populations are not equal.

4.3.1 Mann-Whitney U test on pooled data

As shown in table at a 5% significance level there are only two metrics which are
not do not produce significant results: nearest neighbour hit rate and D-prime. Box
plots for each of the significant metrics are displayed in Figure

Mann-Whitney U test score

Metric Pooled recordings

Firing rate P<0.001, (U= 2344.0)
Presence ratio P<0.001, (U=4968.0)
ISI violations P<0.001, (U=2432.5)

Amplitude cutoff | P=0.002, (U= 5356.0)
Silhouette score P<0.001, (U= 4517.0)
Isolation distance | P<0.001, (U= 4166.0)

L-ratio P<0.001, (U= 2270.0)
NN miss rate P<0.001, (U= 3102.0)
NN hit rate P=0.208, (U= 7228.0)
SNR P=0.001, (U= 5250.0)
D-prime P=0.192, (U=7177.0)

Table 4.1: Mann-Whitney U test P values and test scores for pooled recordings. Signif-
icant results are displayed in bold font.

These results seem generally in agreement with expectations. Presence ratio is gen-
erally 1 in matched units, with lower values predominantly seen in the unmatched
population. ISI violations are less common in the matched population. Isolation dis-
tance is higher in the matched population. This seems reasonable given that such units
should be easier to identify, because they present well separated clusters. L-ratio sits
lower in the matched population, again indicating that matched units score “better”.

Silhouette scores for matched units sit very close to 0, whilst unmatched units take on
a wide array of values. As an estimate of the miss rate, it is unsurprising that matched
units generally take on a lower amplitude cutoff value. Finally, nearest neighbour miss
rate does produce a significant P-value, but the distributions are quite similar visually,
giving a mixed indication of the relevance of this metric to unit agreement.
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Figure 4.7: Box plots showing distributions for each metric. Data is here pooled across
sortings and recordings.

Here several metrics have been highlighted as relevant to the agreement outcome of
a unit. The remainder of this section examines these results in more detail in order
to gain more insight into the relationship between individual metrics and agreement
outcomes, and establish whether this relationship applies to different data and different
sorting algorithms.

4.3.2 Mann-Whitney U test on individual recordings

Ideally, the relationship between metric and agreement outcome should generalise well
over different recordings. With a small sample set such as this, it is difficult to “hold



Chapter 4. Results and analysis 26

out” data to test conclusions. In the absence of additional samples to test conclusions,
this paper aims to maximise robustness of general claims by examining influences
on metrics in more detail. To that end, the same test was performed on each test
individually. Results from this test are summarised in table and

Mann-Whitney U test score Results
Recording I Recording 2 Recording 3
Firing rate P<0.001 P<0.001 P<0.001
Presence ratio P=0.017 P=0.005 P=0.006
ISI violations P<0.001 P=0.004 P<0.001
Amplitude cutoff | P=0.004 P=0.093 P=0.241
Silhouette score P=0.003 P=0.032 P=0.053
Isolation distance | P=0.001 P=0.005 P=0.022

Metric

L-ratio P<0.001 P<0.001 P=0.001
NN miss rate P=0.001 P<0.001 P=0.022
NN hit rate P=0.222 P<0.001 P=0.189
SNR P=0.069 P=0.030 P=0.051
D-prime P=0.129 P=0.356 P=0.097

Table 4.2: Mann-Whitney U test P-values for individual recordings. Significant results
are displayed in bold font.

Mann-Whitney U test score values

Metric Recording 1 Recording 2 Recording 3
Firing rate U=308.0 U=161.0 U=167.0
Presence ratio U=59%4.0 U=264.0 U=332.0
ISI violations U=305.0 U=230.5 U=131.0

Amplitude cutoff | U=447.0 U=383.0 U=545.0
Silhouette score U=429.0 U=324.0 U=422.0
Isolation distance | U=357.0 U=243.0 U=370.0

L-ratio U=213.0 U=109.0 U=239.0
NN miss rate U=378.5 U=119.5 U=370.0
NN hit rate U=734.0 U=157.0 U=521.0
SNR U=623.0 U=320.0 U=420.0
D-prime U=678.0 U=490.0 U=465.0

Table 4.3: Mann-Whitney U test scores for individual recordings. Significant results are
displayed in bold font.

Firing rate, presence ratio, ISI violations, isolation distance, L-ratio and nearest neigh-
bour miss rate produced significant results in all three recordings in addition to the
pooled data. Despite showing significance when using pooled data, SNR, silhouette
score and amplitude cutoff did not produce a significant result in at least one of the
three recordings. Results from individual recordings echoed those of the pooled data
insofar as both tests failed to produce a significant results for either nearest neighbour
hit rate or D-prime.
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The firing rate is significant in all three recordings at a 5% significance level (and
indeed at a 1% significance level). As can be seen in Figure [4.8] the firing rate is
generally higher in units which are matched. This is in agreement with the relationship
seen in the pooled data.

Presence ratio showed consistency with results from the pooled data, with matched
units taking values close to 1 in matched units, but with more variation in values for
unmatched units.

The isolation distance metric also showed consistent results across the three recordings
individually and pooled, with matched units typically displaying higher values (better
isolation).

As can be seen in Figure4.8] matched units tend to have ISI violation values at or close
to 0, whereas unmatched units generally show ISI violations in the range [0,20]. This
is in alignment with previous results as well as expectations.

L-ratio is consistently lower in units that did have matches, as can be seen in Figure
4.8 This is expected. A low L-ratio value indicates a well separated cluster, therefore
it seems plausible that such units are easier for sorting algorithms to identify.

Nearest neighbour miss rate was a particularly interesting example. Despite producing
significant results in all tests, closer inspection of the recording specific data reveals
that there is no consistent relationship between the metric values and the agreement
score. As can be seen in Figure 4.8] the relationship between the means in each pop-
ulation differed across recordings. In recordings 1 and 3, nearest neighbour miss rate
was lower in the unmatched population. In recording 2 mean nearest neighbour miss
rate was lower in the matched population. Visually, the distributions show significant
overlap in all three recordings. This gives a mixed picture of the relevance of nearest
neighbour miss rate as an indicator of likely unit agreement. A similar metric, nearest
neighbour hit rate, was only found to be significant in recording 2.

Of all the metrics tested in this project, D-prime was the only metric that failed to
produce significant results in any recording. It is surprising that SNR was not found
to be significant in this data, as this is a widely used metric across sorting methods
(14, [19]. In Buccino et. al’s study, a positive correspondence between SNR and high
agreement units was identified [6]. Results found here are therefore counterintuitive
- high SNR units should be easier to detect and therefore more consistently found by
sorters.

Results presented here are encouraging in that some of the metrics used in this project
may be useful in determining whether a unit will be found by many sorters. In particu-
lar firing rate, presence ratio, ISI violations, isolation distance and L-ratio demonstrate
clear results. Metrics which showed significant and consistent relationships with unit
agreement across both pooled and individual recordings suggest that these metrics not
only relate to unit agreement, but do so in a way that applies to individual recordings
as well as generalising over recordings.
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Figure 4.8: Box plots showing distributions for each significant metric. Data is here
pooled across sortings but split by recording.

4.3.3 Welch’s t-test on individual recordings

Welch’s t-test with unequal variance is recommended for reliability of results when a
Mann-Whitney U test produces significant results [9]. Therefore, using only the met-
rics highlighted above, a single tailed Welch’s t-test was performed for each recording
using a 5% significance level.

Where the Mann-Whitney U test addresses the hypothesis that one distribution is
greater than the other, Welch’s t-test addresses the hypothesis that the mean of each
the matched and unmatched populations differ. Results are displayed in tables 4.4 and
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t-test score - P-values

Recording 1 Recording 2 Recording 3
Firing rate P=0.022 P=0.033 P<0.001
Presence ratio P<0.001 P<0.001 P<0.001
ISI violations P=0.114 P=0.156 P=0.045
Isolation distance | P=0.286 P=0.172 P=0.088
L-ratio P<0.001 P<0.001 P=0.001

Metric

Table 4.4: Welch’s t-test P values for individual recordings. Significant results are dis-
played in bold font.

t-test score - t-values

Recording 1 Recording 2 Recording 3
Firing rate t=2.703 t=2.503 t=5.519
Presence ratio t=3.705 t=6.394 t=6.483

ISI violations t=-1.588 t=-1.426 t=-2.024
Isolation distance | t=-1.070 t=-1.372 t=-1.714
L-ratio t=-7.121 t=-6.618 t=-4.702

Metric

Table 4.5: Welch’s t-test test scores for individual recordings. Significant results are
displayed in bold font.

Under this test, firing rate, presence ratio and L-ratio were all found to be significant
in all three recordings, indicating that the mean values for these populations differ
significantly. This further supports the claim that these three metrics are relevant to
unit agreement.

Inter-spike-interval violations were only found to be significant in recording 3. Isola-
tion distance was not found to be significant in any of the recordings. As can be seen in
Figure [4.6] both ISI violations and isolation distances can not reasonably be described
as Gaussian, which may be the cause of this failure to produce significant outcomes.

4.3.4 Mann-Whitney U test on individual sorting methods

The SpikeForest project conducted similar work to use quality metrics as predictors
of accuracy [16]. Their analysis, which focused on SNR, mean firing rate and ISI
violations, showed that the relationship between metrics and accuracy was itself highly
dependent on the sorter used. Specifically, SNR and ISI violations were both found to
be predictive of accuracy when using IronClust (firing rate was not predictive). When
using Kilosort2 and MountainSort4 however, firing rate is the only predictive metric of
the three. In their study, a linear predictor using the three metrics was found to produce
the best prediction of accuracy.

To investigate the relationship between sorters, metrics and accuracy, the Mann-Whitney
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U test was again used to establish whether metrics differed between matched and un-
matched populations.

Metrics which had failed to produce significant results in previous tests were excluded
from this stage of the analysis since generality across recordings is essential to the
purposes of this project. Additionally, since WaveClus only produced one agreed unit,
it was excluded from this test.
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Figure 4.9: Box plots showing distributions for each significant metric. Data is here
pooled across recordings but split by sorting algorithm used.
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Of the five metrics tested, only ISI violations and L-ratio proved statistically significant
across all sorters. ISI violations were found to be significant for IronClust (P=0.005,
U=27.0), Kilosort2 (P<0.001, U=217.0), Klusta (P<0.001, U=104.0) and Mountain-
Sort4 (P<0.001, U=104.0). Lower values were consistently seen in the matched pop-
ulation compared to the unmatched population. L-ratio was found to be significant
for IronClust (P=0.006, U=29.0), Kilosort2 (P=0.001, U=277.0), Klusta (P<0.001,
U=106.0) and MountainSort4 (P<0.001, U=66.0). Again, lower values were seen con-
sistently in the matched population compared with the unmatched population.

Firing rate was found to be significant for both Kilosort2 (P<0.001, U=82.0) and
Klusta (P<0.001, U=65.0). In both cases, matched units tended to have higher fir-
ing rates than unmatched units. Firing rate was not found to be significant in [ronClust
or MountainSort4. Despite the lack of significance in the latter two sorters, it is inter-
esting that matched units seem to generally take lower values than unmatched units.
Nonetheless, given the lack of significance here it is difficult to draw any conclusions
on the basis of visual inspection alone.

Presence ratio was found to be significant for Kilosort2 (P=0.019, U=539.0) and Klusta
(P=0.009, U=243.0). This was due to substantial numbers of unmatched units display-
ing values well below 1 (see Figure d.9) - more so than any of the other sorters. This
metric was not found to be significant in IronClust or MountainSort4.

Isolation distance was found to be significant for [ronClust (P=0.021, U=42.0), Klusta
(P=0.020, U=268.0) and MountainSort4 (P=0.020, U=138.0). Matched units tended to
have larger values for this metric. Isolation distance was not found to be significant for
Kilosort2.

SNR was also tested on IronClust, Kilosort2 and Klusta out of interest in Magland
et al.’s results. It was found to be significant for IronClust (P=0.016, U=39.0) and
Kilosort2 (P=0.005, U=389.0) but not Klusta. Pleasingly, the results of this test for
IronClust echo those found by Magland et al.. ISI and SNR differentiate populations
well, whilst firing rate does not produce significant results [16]]. Kilosort2 and Klusta
also showed significance in firing rate, but additionally SNR was significant for Kilo-
sort2, and both Kilosort2 and Klusta produced significant results for ISI violations.

Overall, ISI violations and L-ratio were the only metrics which produced significant
results across all tests. By testing on each recording, each sorter, and using pooled
results, these metrics have demonstrated consistent relationships between matched and
unmatched populations. With this in mind, these metrics are here considered to be the
most useful in determining metric agreement.

4.4 Metrics predict unit agreement

Up to this point, metrics have been addressed individually, but there is scope for com-
bining metrics to give a more comprehensive description of units. Ideally, metrics
should be used to classify points based as either likely to be matched, or unlikely to be
matched. Given this, metrics used in such a model should have a consistent relation-
ship with agreement outcome. For this reason, ISI violations and L-ratio were used to
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produce a baseline model. Development of such a predictor would allow for elimina-
tion of at least some false positives, in the absence of multiple sortings or ground truth
data. The rest of this section describes one possible baseline approach which produces
promising results.

In the later stage of this project, it was possible to attain a larger body of spike sorted
data. Nine recordings were used, producing a total of 1583 units, of which 73 were
matched units. Since both ISI violations and L-ratio appeared to be approximately log-
normal distributed, values for both variables were log-transformed to produce more
plausibly Gaussian distributed data (see Figure 4.10). After removing invalid inputs
and outliers, this left 1401 units for classification, of which 59 were matched units.
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Figure 4.10: Histograms for metric values before and after log-transformation. Upper
left: 1SI violations. Upper right: log-transformed ISI violations. Lower left: L-ratio. Lower
right: log-transformed L-ratio.

A Gaussian Bayes model was used. This type of model has the benefit of providing a
probability that a given unit will be assigned to each class, in addition to a prediction
[4]. This is particularly useful in cases such as these where the value of false positives
and false negatives is particular to the model user’s purposes. For example, if results
from a sorting output need to be curated, but some false positives are acceptable, the
user can access the probability of each unit being assigned to the “matched” class and
elect to keep all units which have a probability of being matched equal to 0.3 or more.
By contrast, in settings where false positives are unacceptable, one may choose to keep
units which have a higher probability of being matched.
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Another reason why unequal priors are a suitable choice in this case are that recall is
here prioritised over precision. After curation (that is, keeping all data which was clas-
sified as likely to be matched) a few remaining false positives are not as problematic as
elimination of true positive units. This is because a unit which is a true positive, but is
classified as unmatched would reduce the already small sample size of true units. By
contrast, a false positive which remains after curation is undesirable, but not so catas-
trophic. Unless all units are falsely classified as matched units, the number of false
positives in the curated data will still be lower than that of the data before curation.

To train the model, data was shuffled randomly and split to train and test sets using a
ratio of 80:20. Gaussians were then fit to the training set, one for the matched data and
one for the unmatched data. The respective probability distributions were then used to
calculate the probability of some test point belonging to each distribution according to
Bayes rule.

To predict, the probability of each test point belonging to each classifier was calculated
and the higher of the two was used to assign the test point to a class. By comparing
results directly, the model uses equal prior probabilities for each class. The choice to
use equal priors will be examined in more detail in work conducted next year. For a
baseline model, this choice was made to provide initial insight into the viability of this
kind of predictor.

Figure displays the results of fitting such Gaussians. On the left, the model is
fitted using the naive Bayes assumption, which asserts that features are independent.
On the right, the model is fitted without such an assumption. That is, in the second
model, covariance between features is included.
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Figure 4.11: Left: Contour plot showing Gaussians fit to both unmatched and matched
training populations under the naive Bayes assumption. Right: Contours shown for
Gaussians fit to training data without the naive Bayes assumption. Test data are
coloured based on predicted value. Contour plots are coloured blue for the unmatched
population Gaussian and pink for the matched population Gaussian.
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Even in the naive case, the model performs with an accuracy of 77.9% on the test set,
correctly identifying 10 of the 11 matched units. Model 2 performs with an accuracy
of 84.0% on the test set, correctly identifying all of the matched units in the test set.
Figure [4.12]shows heat maps for the classification of units in each model.
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Figure 4.12: Left: Heat map for classifications made by Gaussian Naive Bayes model.
Right: Heat map for classifications made by Gaussian Bayes model. Values represent
the number of units in each category, as predicted by the two models.

This predictor presents one way to reduce a large number of units, many of which are
inevitably false positives, to a more manageable number of units without discarding
invaluable true positive unit samples.
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Conclusions

This project has examined the relationship between choice of spike sorting algorithm
and accuracy of units identified. This analysis corroborated several results from pre-
vious studies. Firstly, little agreement was found between sorting outputs. Secondly,
Kilosort2 was found to produce many false positive units. Kilosort2 and Klusta pro-
duced many more units than could be biologically plausibly reflective of real neuron
activity detected by a tetrode. Thirdly, MountainSort4 was identified as the most reli-
able sorter, having contributed to all matched units across recordings without produc-
ing an implausible number of units overall.

The relationship between individual metrics and agreement was then evaluated. Met-
rics differed significantly between matched and unmatched unit populations. Whilst
many metrics were generally better in the matched population, some metrics produced
surprising results. Notably SNR was not consistently found to be significant, and D-
prime produced no significant results. Some metrics were found to have significant
differences between matched and unmatched populations over all sorters and record-
ings, demonstrating that some metrics may be useful even when the result is gener-
alised over recordings. Additionally, this suggests that these metrics may be useful
when generalising over a greater number of sorting algorithms.

Choice of sorting algorithm proved to influence the importance of metrics, echoing
results found in previous studies. Finally, a baseline prediction model was presented
using ISI violations and L-ratio. As good results have been obtained from this small
dataset, containing just nine recordings, it is expected that further improvements can
be made to this model next year. This model is able to predict unit accuracy based on
metrics alone and does not require multiple sortings or ground truth data. The impact
of such a model presents an easy-to-use method that proves more effective and less
expensive than previous evaluation tools.

35
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Future work

Firing rate map Firing rate map Firing rate map
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L

Figure 6.1: Firing rate maps for one neuron from three different sorters. Colour repre-
sents firing activity at a given point on the mouse’s trajectory. Red is used to represent
high firing rate, whereas blue is used to indicate low firing rate. Left: Mountainsort4.
Centre: Kilosort2. Right: SpyKINGCircus [27].

The focus of next year will be to use the tools and results presented here to conduct
analysis on the full dataset. Specifically, the predictor model presented here will be
developed in order to allow identification of true positive units on the basis of only
one sorting. This will involve extending the model to make use of the full dataset, and
conduct further testing and model improvements. Successful development of such a
model will allow for false positive units to be extracted without relying on the use of
multiple sorters or ground truth data.

In particular, having identified MountainSort4 as the most reliable sorter in this analy-
sis, the model presented here will be used to extract true positive units from the full set
of recordings based on only this sorting algorithm. Using these units, spatial proper-
ties of the neurons will be computed and compared. Using the original post-processing
pipeline, full analysis will be performed on these neurons. This will provide an inter-
pretation of these units, similar to those used in the original analysis presented by
Gerlei et al. [10].

36
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Figure demonstrates the final output of the full analysis pipeline for one matched
unit, using three different sorters: MountainSort4, KiloSort2 and SpyKINGCircu
[27]].

The overall goal of future work will therefore be to examine the overall impact that
sorting algorithm choice has on final interpretation of results from extracellular record-
ings.

'SpyKINGCircus was not included in this year’s analysis, but can be used within the analysis
pipeline.
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