Combining Objective Measures
of Playlist Quality to Evaluate
Automatically Generated Playlists

Jennifer Logan

4th Year Project Report
Computer Science
School of Informatics
University of Edinburgh

2021



Abstract

As digital music consumption increases, so does the importance of well-performing
music recommender systems. A particular area of this, Automatic Playlist Generation,
uses collections of songs known as playlists as a recommendation item. Music, gen-
erally, as a recommendation item is extremely subjective and user enjoyment depends
on their music tastes, the feelings certain music evokes in them, and their mood. As a
result, the success of music recommender systems is hard to evaluate. This is particu-
larly true for playlist generation, as the content a user will want the playlist to include
is entirely dependent on their purpose in creating it. Current evaluation techniques
are either human based but very limited, or use rigid information retrieval metrics to
evaluate approaches to playlist generation based on pre-existing datasets. This project
proposes a new evaluation metric that aims to optimise playlist quality based on user
preference, bridging the gap between human and machine evaluation. An overview of
the field and its current evaluation techniques and metrics is given, and then the new
metric is proposed and discussed. The metric achieves promising results on a small
user study, and indicates the metric is a good starting point for further work in the
creation of a playlist quality measure.
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Chapter 1

Introduction

Due to the popularity of digital streaming platforms as a means of music consumption,
and particularly the use and creation of playlists, an area in music recommender sys-
tems research of Automatic Playlist Generation and a sub-problem Automatic Playlist
Continuation, has emerged. Multiple studies [[13} 18, [14] found playlists were a main
way that users consumed music, and platforms such as Spotify continually make per-
sonalised playlists for its users [[16]. Automatic Playlist Generation (APG) has a main
application for these streaming platforms as an automated approach to this. APG takes
some starting information about a song or a user and creates (generates) a playlist of
a certain length to match some criteria. Automatic Playlist Continuation (APC) has a
starting point of an already completed or partially completed playlist, and its goal is to
suggest songs for the user to continue their playlist with.

A key issue in both of these areas is evaluation. Human evaluation is best for music
recommendation problems due to the differing ways in which machines and humans
describe music (the ‘Semantic Gap’ [27]). However, due to the current scale of the
music industry, and streaming platforms, a user study large enough to evaluate the re-
quired volume of data would be extremely costly and time consuming. There is no
standard procedure or measure for evaluating approaches to these problems [S0], and
as such, it is hard to truly compare methods or to see how much progress is being
made in the field. Currently, a variety of accuracy metrics are used across the literature
in the area. However, a comparison of different algorithms and metrics against each
other and also against an industry model finds that the metrics cannot accurately cap-
ture what users like [41]]. Most current approaches to evaluation [29, 40, 45, |61] are
treated as document retrieval problems, and measure how well algorithms can predict
songs that are used in ground truth, or pre-existing, playlists. Some other approaches
use limited user studies [30, 43], listening log analysis [30, 26]], or their own combi-
nation of the above [52]]. They do not, however, tend to explicitly take playlist quality,
user preference, or playlist purpose into account. Some proposed methods for evalu-
ation that come closest to this [50} 36, 52] focus only on a singular measure of user
enjoyment or playlist quality, such as diversity [36], or similarity [52], and are not
necessarily applicable to general settings outside of their research [52]]. This project is
based on the belief that multiple measures and a more general approach to evaluating
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playlist quality can be proposed, to help bridge the gap between mathematical and user
evaluation.

To propose an idea for this metric, I will examine the current state of the APG and
APC field, specifically how seminal, influential, and modern approaches to both prob-
lems are evaluated, and also collect information from previous preference elicitation
research on playlist creation and consumption, to identify measures of playlist qual-
ity and user enjoyment. I will then choose, with justification, some key measures to
formulate and combine to form the basis of the new metric. The metric will then be
evaluated on a small user study, in order to understand whether the measures could
reasonably capture user enjoyment and playlist quality.

In Chapter Two, a brief outline of the field of APG and APC are given. Chapter Three
then focuses more specifically on how APG and APC are being evaluated, details a va-
riety of metrics used frequently across the literature, and analyses the issues with these
techniques. Chapter Four details the proposed new playlist quality metric, explaining
what measures have been chosen and why, as well as their formulations. The metric is
evaluated in Chapter Five, via a small user study, which is detailed and results reported.
Finally, Chapters Six discusses limitations of the project, suggestions for future work
in the area, and conclusions are drawn about the project and the proposed metric.

1.1 Contributions

The main contributions of this project are as follows:

1. A comprehensive overview of evaluation techniques and metrics used across aca-
demic approaches to Automatic Playlist Generation and Continuation, including
how, and where they are used, and discussion of why they are not ideal for eval-
uation of these problems.

2. A proposed new evaluation metric for recommended playlists that takes into ac-
count different ‘objective measures’ of playlist quality, to more accurately meet
user preferences.

3. A user study undertaken on the new proposed metric, which shows a good start-
ing point for future work on better playlist evaluation, as well as solidifying
some ideas in previous research about user playlist curation habits, and intro-
ducing some more attitudes on the topic.



Chapter 2

Background

This chapter explores in more detail the problem of recommending playlists, specif-
ically the defined problems Automatic Playlist Generation and its sub-problem Au-
tomatic Playlist Continuation. It outlines the motivation behind using playlists as a
recommendation item, defines the specific recommendation problem being looked at,
and explores some of the main approaches to this problem, as well as touching on how
they are evaluated.

2.1 Digital Music Consumption & Playlist Usage

In the digital age, streaming services are one of the main ways people consume mu-
sic, with Spotify for example amassing 299 million users [19]. One of the main sell-
ing points of these services is the personalised approach. Spotify creates two weekly
playlists and six ‘daily mixes’ for each of its users, as well as regular one-off playlists
[16]. The platform hosts over four billion playlists [19], and studies have identified that
playlist consumption and creation are an important way users interact with music in the
modern era. The Music Business Association identified in 2016 as part of an insights
program that in the USA, 31% of users listening time was spent on playlists, more so
than albums [14]. MIDiA conducted a study that found that 55% of streaming service
subscribers created playlists [[18]. Nielsen in 2017 identified that in the USA, 58% of
users created their own playlists and 32% shared them with others [[13]]. It is clear from
these studies that users of music streaming services are growing and their consumption
of playlists, as a result, is too. Since the conception of digital music platforms, thought
has been given to the idea of Automatic Playlist Generation (APG), with researchers
such as Platt [54], Patchet [51) 23], Tewfik [20} 21], and Logan [46] proposing early
solutions to the problem. Schedl et al. [S7]] identify APG and the related issue of Au-
tomatic Playlist Continuation (APC) as one of the major developments and challenges
in music recommendation in recent years, due to the benefits it has for these streaming
companies. Having the ability to extend or create playlists keeps users using streaming
services for longer sessions, and adds to the personalisation of the service, which if
increasing customer happiness, will potentially keep the user with their platform for
longer [S7].
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2.2 Playlists

Songs as recommendation items differ to other typical recommendation items such
as books or movies, due to the different way they are consumed by users. Songs
are typically far shorter than movies and books, for example. They are also mainly
consumed in a session, back-to-back, rather than one at a time [62]. It is useful, then,
to use playlists as a recommendation item, instead of single songs.

A playlist, simply, is a collection of songs created by a user, varying in length, and ful-
filling some purpose or theme, depending on factors such as the user, the target listener,
or the environment to be consumed in. For example, Cunningham and Bainbridge [33]],
in their user study on playlists and mixes, find that playlists tend to fall into different
categories such as musical style, event/activity, or mood. More simply, a playlist is a
collection of songs designed to be listened to together. Early in the APG field, Tewfik
et al. [21] specifically define a playlist as:

A sequence S = vy,Vvy,...,v, where variables v; are songs taken from a collection or
database.

2.3 Automatic Playlist Generation

Automatic Playlist Generation was first proposed and implemented by Patchet et al.,
and Tewfik et al. [S1)20] in the early 2000s as a means of ‘Electronic Music Distri-
bution’. As digital music consumption was increasing in popularity, researchers were
trying to propose ways to best recommend music to users. Tewfik et al. [20] identified
that playlists are a useful way to recommend music to users as there can be issues with
buying whole albums - when the listener may only want one or two songs. The task
of Automatic Playlist Generation (APG) is generally the task of taking one or more
seed songs and creating an entire playlist based on them. Bonnin et al. define in a
2014 survey on playlist generation techniques [25] the challenge of automatic playlist
generation as follows:

Given (i) a pool of tracks, (ii) a background knowledge database and (iii) some target
characteristics of the playlist, create a sequence of tracks fulfilling the target
characteristics in the best possible way.

Which is a broad definition covering both automatic playlist generation as well as the
more specific sub-task of Automatic Playlist Continuation, covered in the next section.
The definition of APG defined above is the one we will be referring to for the rest of
the project.

Tewfik et al.’s seminal works on APG [20, [21] are based on a network flow model.
They take a start and end song, and using similarity measures, find a path of user-
defined length from the start to end songs. It minimises the difference in the songs
based on attributes given for each, such as genre, tempo, or length. In [21] they im-
prove their initial approach to add additional generation cases - having only the start
song, only the end song, or neither. However, the model was criticised at the time
by Aucouterier et al. [23]], for not scaling up to deal with massive databases, which
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is even more relevant in the current context of digital music. Acouterier et al. [23]]
instead focuses on an adaptive search method based on song metadata, such as tempo
and genre. Their approach aims to find a playlist as a path satisfying some constraints,
the example given being a playlist of songs with increasing tempo, with half of the
songs belonging to the Folk genre, and half belonging to Rock.

Other influential works in APG approaches include that of Logan [46], who took a
similar approach to Tewfik et al., mapping a song library to a graph, and attempting
to find the shortest path from a seed song to create a playlist. The distance measure
between songs, however, is based on audio content instead of metadata. Logan’s ap-
proach is evaluated on a count of relevant songs retrieved at various points across the
playlist, which is also known as R-Precision (Section 3.5.2).

Some more recent approaches to APG include that of Ben Fields [35]], who proposes a
novel similarity measure for songs and then uses path-finding to create playlists based
on this similarity measure; Liebman et al. [45] who use reinforcement learning tech-
niques based on user song and song transition preferences - an approach also used by
Chi et al. [30] in 2010 where they base their model on emotions; Irene et al. [40] who
base their playlist recommendation model on a mix of Recurrent Neural Networks (to
model sequences based on pre-existing playlists) and Convolutional Neural Networks
(to learn audio descriptors of songs); Pichl et al. [53] who combine metadata such as
playlist names and user-specific information to cluster playlists, then perform collab-
orative filtering on the clusters to classify and generate new playlists; and Chen et al.
[28]] who construct user-song-playlist graphs (that is, the relations between a user, their
music library, and their playlists) and then use path-finding algorithms to recommend
a playlist to a user.

These approaches, excepting Liebman et al. [45] and Chi et al. [30], are all evaluated
using an Information Retrieval (IR) style technique, where the systems are trained and
tested on existing datasets of playlists, and their success is based on their ability to
recommend missing songs correctly, i.e., retrieve the ‘relevant’ documents. Liebman
et al. and Chi et al. instead utilise a more user-centric evaluation technique, with
Liebman et al. simulating 1000 users based on clustering existing playlist data, and
predict their enjoyment of generated playlists. Chi et al. do this on a smaller scale,
simulating two different types of user, as well as evaluating on a user study.

2.4 Automatic Playlist Continuation

Automatic Playlist Continuation has gained traction in recent years as a sub challenge
of playlist generation [S7] and was the focus of the ACM RecSys challenge in 2018
[29], supported by Spotify. Many of the papers proposing and implementing methods
for APC come from entries to this competition, so they will be discussed here. APC is
referred to as a sub problem of APG [37], where instead of generating a full playlist, the
system should recommend tracks to add to the end of an already created or partially-
created playlist.
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2.4.1 ACM RecSys Challenge 2018

In the RecSys challenge 2018, the contestants were provided with a Spotify dataset
with a million playlists that they could train their models on. They were to then predict
for a playlist the 500 top tracks (ranked in order of most likely to least likely) that
should be added next to the playlist [29].

The team placing first in the competition proposed and implemented a two stage model
[64] for APC recommendation. In the first stage, a combination of collaborative filter-
ing, Convolutional Neural Networks, item-item and user-user models are used to recall
a large volume of next-song recommendations. The results from this are then fed into
the second stage, which re-ranks the songs. They performed the best out of the en-
tries to the competition based on the Information Retrieval (IR) based withheld tracks
procedure, where the algorithms are evaluated on their ability to recommend missing
tracks from the playlists in the dataset. The metrics chosen by the organisers for this
evaluation were R-Precision, Normalised Discounted Cumulative Gain (NDCG), and
‘Clicks’.

Other approaches to APC in the competition used similar multi-stage models, com-
bining different machine learning techniques to build their systems. Matrix Factorisa-
tion Collaborative Filtering was also employed extensively by contestants, as well as
neighbourhood-based systems, all achieving good results according to the organisers.
[66]

2.4.2 Other Approaches

Other approaches to APC outwith the scope of the RecSys Competition include that of
Vall et al. [62]], Gatzioura et al. [36]] and Tran et al. [61]].

Both Tran et al. [61] and Vall et al. [62] propose systems based on the typical col-
laborative filtering approach to playlist recommendation, modeling the relationship
between users-playlists, and playlists-songs. Tran et al. [61] then add a feature for
song-song similarity, but their main idea in this approach is that their similarity mea-
sure is based on the Mahalanobis distance, rather than a dot-product vector similarity.
Vall et al. adapt their approach for ‘out-of-set songs’, that is, songs that don’t exist in
the playlists used in their training sets, by learning the probability of an out-of-set song
being added to each playlist. Both approaches evaluate using the IR technique, with
metrics Hit Rate / Recall, and Tran et al. also use NDCG.

Gatzioura et al. [36] suggest a hybrid recommender system for APC, focusing on rec-
ommending ‘similar concepts’ for playlist continuation, rather than necessarily similar
specific items or users. They combine techniques more commonly applied to natu-
ral language processing problems such as Latent Dirichlet Allocation (a topic mod-
elling technique), as well as case-based reasoning. In this approach, the authors treat a
playlist as a session, and focus more on human reasoning than typical recommendation
approaches, due to the ‘semantic gap’ idea in music recommendation [27]].
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2.4.21 The Semantic Gap

The Semantic Gap, referred to occasionally throughout the rest of this project, is the
idea that there is an inherent difference between the way computers and humans de-
scribe things [58]. This is particularly relevant in the area of music recommendation,
and is highlighted as a key issue by Gatzioura et al. [36] in many approaches to mu-
sic recommendation. They discuss how humans and recommender systems tend to
represent and describe music very differently, with humans more focused on moods,
feelings evoked, and styles, whereas machines can only go so far using concrete pieces
of information like artist, tempo, or song length, for example.

2.5 Session-Based Recommendation

Another area of research that can be applied to APC is that of session-based recommen-
dation. These types of recommendations are increasingly used in commercial settings
to predict a user’s next action, or click on an item, depending on their previous actions
in the current ’session’, or use of the commercial service [39]. First proposed in 2015
by Hidasi et al. [39], they thought to apply deep learning techniques to recommenda-
tion settings after Neural Networks had proven successful in other areas.

Vall et al., for example, in [63] evaluated four different models on playlist recommen-
dation, including an RNN. They found that the RNN clearly outperformed the other,
simpler models they used as baselines. RNNs also partially form the basis of the ap-
proach of Irene et al. [40], who combine the sequence based modelling of RNNs with
Convolutional Neural Networks to also learn audio descriptors of songs.

2.6 Evaluation Techniques

What all of these approaches, of course, have in common is that they all need to be
evaluated in some way. Due to issues such as the Semantic Gap, detailed above, cap-
turing user enjoyment in recommender systems is a key problem in the field [25].

Human evaluation, via techniques such as user study, is the best way to evaluate any
type of recommendation on real target users of the system. However, this is extremely
time consuming and costly [235], especially in an area such as music where so many
songs, consumers, and various digital platforms exist. Instead, most of the approaches
seen in the literature so far rely on accuracy measures like those used in other machine
learning and information retrieval problems. There are also some other creative tech-
niques such as user listening log analysis that have been used sparsely across the field
[26, 30]. The next chapter contains an analysis of the current field of APG and APC
evaluation techniques and metrics, where these ideas are discussed in more detail.



Chapter 3

Evaluation of Playlist
Recommendation

3.1 Recommender Systems Evaluation

Recommender Systems are typically hard to properly evaluate, because of the human
element of recommendations. The best, and most preferred way of evaluating a rec-
ommender system would be by human evaluation [25], but sourcing a wide enough
range of people to make any evaluation concrete is difficult. This becomes even harder
on a larger scale project, such as some modern music recommendation systems which
use datasets of hundreds of thousands of playlists or songs to train their approaches.
This leads to academics using a variety of evaluation metrics or procedures to try and
gauge the success of their approaches to these problems. However, this causes a lack of
consistency across different academic approaches to these recommendation problems,
and cannot always accurately capture human preference [S0].

3.2 APG & APC Evaluation

McFee and Lanckriet [50] identify that specifically in the field of playlist recommen-
dation, there is not currently a standard evaluation procedure for testing playlist gen-
eration approaches. This makes it hard to accurately compare approaches or to see
how the area is progressing over the years. Since there isn’t a specific way to eval-
uate playlist recommendations, two seemingly well performing approaches that have
been trained or evaluated using different techniques, when both compared on one spe-
cific evaluation technique, may actually perform very differently, and perhaps be out-
performed by another approach that does well with this other chosen measure. When
newly proposed approaches are also perhaps evaluated differently to older approaches,
there isn’t a clear way to see if real improvements are being made.

Bonnin et al. [23], in their survey of playlist generation, identify that this evaluation of
automatically generated playlists falls into four main categories: user study - human
evaluation, where participants are asked for their opinions on the generated playlists;
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listening log analysis - where human participants are recommended playlists and their
listening habits are monitored after the fact to see if the recommendations changed
what they were listening to; objective measures, which are measures of playlist quality,
for example, how enjoyable the songs in a playlist are when all listened to together
(cohesion); and comparison to hand curated playlists, which uses pre-existing datasets
and Information Retrieval (IR) evaluation metrics to analyse how well algorithms can
recommend ground-truth songs. Each of these evaluation techniques have benefits and
drawbacks. The four main categories are described below in more detail, as well as
citing some approaches in the literature that use these techniques. A fifth approach
of user simulation, which has been emerging in recent years, has also been added, as
well as specific details of two proposed techniques for evaluating playlists - McFee
and Lanckriet’s natural language based model [50] and Pauws et al.’s PATS [52].

3.2.1 User Studies

User studies, as discussed above, are the ideal way to evaluate any type of recommen-
dation system, as they allow us to assess the real perceived quality of recommenda-
tions. However they are time consuming and costly, and as Bonnin et al. [25]] identify
the study size is often very limited, especially in the field of APG as it currently stands.
Knees et al. [43]], for example, evaluate their proposed method for generation over a
user study of only 10 participants.

These user studies typically involve presenting participants with a generated playlist,
either specifically created for them [52], chosen by them from a set of available playlists
[44]], or randomly generated [S0]. The participants are then interviewed or asked about
the playlists, and may be asked to rate them [43, 52]]. Knees et al., for example, pro-
vide the same 10 playlists to each of their 10 participants, and the average rating across
the participants for each playlist is found. A more specific type of user study involves
analysing the participants’ listening activity after recommendation, which is discussed
more in Section 3.2.2.

User studies in the literature are currently mainly used for preference elicitation. Stud-
ies such as that by kamalzadeh [42], Lee [44], Andric and Haus [22]], and Cunningham
[33] all explore playlist creation from a user perspective, and discuss what their partic-
ipants look for in playlists.

3.2.2 Listening Log Analysis

Listening Log Analysis is a specific form of user testing. Instead of directly asking
users for their opinion, they are given recommendations generated by an automated
system, and their listening behaviour is then monitored for a period of time after the
recommendation has taken place. The perceived success of the recommendation is
then measured by how much it has affected the user’s listening behaviour.

Bosteels, Pampalk, and Kerre used this approach in their paper [26], stating as their
motivation a disagreement with the use of Information Retrieval and Machine Learning
techniques for evaluation of ‘dynamic playlist generation’, their defined problem at
the time. It is also more recently used by Chi et al. in their reinforcement learning
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approach, where they monitor user behaviour and feedback such as skips, replays, and
likes [30].

3.2.3 Objective Measures

Objective measures, as identified by Bonnin et al. [25], describe specific criterion
for playlist quality, such as homogeneity - how cohesive a playlist is and how similar
its contained songs are; variety/diversity - how much of a mix the playlist contains,
whether of artist, genre, time period, or some other chosen characteristic; freshness or
how ‘new’ the tracks are; or smoothness of track transitions.

Papers such as [36] utilise the objective measure approach to aid in evaluating playlist
quality. However, usually only one criterion is focused on in specialised research,
such as by Slaney and White [59], who focus entirely on diversity, specifically in this
approach the mix of genres in playlists, or Lee’s user study [44] which aims to find
out about similarity, or Ward et al.’s research into the effect of song familiarity [65].
Bonnin et al. [23], and Fields [35] identify that combining multiple of these mea-
sures is something that needs further explored in the area, and working out how to
balance for different criteria - “Therefore, more comprehensive evaluation approaches
are required that use multiple measures at the same time” [25]]. This idea is what the
proposed metric of this project is based on.

3.2.4 Comparison with hand-curated playlists

In the literature currently, the most popular evaluation technique is comparison with
hand-curated playlists. This involves a system being trained to generate or continue
playlists that already exist. They can then be evaluated on how well they recommend
or predict the songs that the real playlists contain. This technique uses a variety of
evaluation metrics commonly used in Information Retrieval (IR) problems, such as
Normalised Discounted Cumulative Gain (NDCG), or Precision, to evaluate how well
the recommender systems retrieve the missing songs.

This approach is used as the standard evaluation technique in the 2018 ACM Rec-
Sys competition on Automatic Playlist Continuation [29] with the metrics NDCG, R-
Precision, and a defined measure known as ‘Clicks’, as well as in other approaches to
APC, for example Precision and F-Score in [36], and NDCG and Recall in [61]. It is
also used widely across approaches to Automatic Playlist Generation: Precision and
Recall in [41]]; Error Metrics (Mean Absolute Error, Root Mean Squared Error, and
R? Error) in [40]; Precision in [28]; R-Precision in [46]; Precision and a ‘Coverage’
measure defined by the authors in [52]; and Precision and F-Score in [53]].

These metrics are identified by some authors in the literature as too rigid to capture true
user enjoyment 36} 26]. They can only capture playlist quality in terms of ground-truth
playlists, but do not consider that there may be other recommendations that different
users may prefer. The metrics are discussed in more detail in Section 3.5, as well as
their issues in Section 3.6.
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3.2.5 User Simulation

Outside of the four main areas identified by Bonnin et al., [25]] there is also an emerging
technique of using user simulation for playlist recommendation evaluation.

The idea is utilised by Chi et al. [30]] as well as Liebman et al. [45], where they create
simulations of users and attempt to recreate how they would react to their proposed
systems. In [30] they create two simulated users to fine-tune their algorithm on, each
with different described behaviours and preferences. In [45] they generate 1000 simu-
lated listeners based on clustering of playlists from a dataset, then take samples from
them and feed their expected behaviour into the training model.

This approach is an interesting way to recreate human preference on a wider scale than
would be possible with real users, however may be computationally costly, and more
research would certainly need to be done into how accurately the simulated users can
represent real human opinion.

3.2.6 McFee and Lanckriet’s Natural Language of Playlists

McFee and Lanckriet’s proposal for a novel playlist evaluation technique [50] focuses
more on ideas in natural language processing, instead of information retrieval. They
model playlists as collections of words (songs) belonging to an unknown language,
and then use different similarity measures and learning procedures such as clustering
and Markov chains, to learn the probability of a generated playlist occurring naturally,
based on existing datasets.

They conclude that their technique is effective at evaluating playlists, and they run it
over two different academic approaches. However, what isn’t explored in the paper
is whether the proposed technique accurately captures user enjoyment, just that it can
predict naturally occurring playlists.

3.2.7 Pauws and Eggen’s PATS: Realization and User Evaluation
of an Automatic Playlist Generator

In Pauws and Eggen’s proposal for APG [52], they perform an intricate evaluation
technique with a combination of IR metrics and user study. Their system, PATS, is
based on a user-specific value of coherence vs diversity, where the user is asked ques-
tions about what they like in a playlist for different contexts, these ideas are mapped
to a similarity measure, and songs are clustered together, then recommended appropri-
ately to the user. The system outperforms their baseline, and indicates that this type of
quality measure reflects user enjoyment.

However, the study focuses entirely on the genre of Jazz, and so it is not necessarily
the case that their findings can be generalised across more music. In addition, despite
the perceived success of their evaluation technique, they used novel software and a
specific study environment, which means the evaluation is not reproducible elsewhere
in the field [52, 25].
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3.3 ‘Good’ Playlists

In recent years, research has been done via user study and data analysis into what users
want from playlists, in other words, what makes a playlist good or bad. Understanding
this is key in evaluating automatically recommended playlists and managing to capture
what increases user enjoyment.

Some of the studies referenced extensively throughout the rest of this project include
Kamalazedah [42], Lee [44], Cunningham and Bainbridge [33], Hagen [37], Andric
and Haus [22] , Sarroff and Casey [56], Hansen and Golbeck [38]] and Ward [65].

The main findings from the studies include that familiarity of songs to users has a
strong impact on their perception of playlists [42] 44, |65]; that many users like a
playlist that is cohesive and similar in sound while also valuing a good mix of artists
and diversity so that they don’t get bored [42, 22, 44]; that smoother transitions be-
tween songs makes for a more enjoyable listening experience [S6, [33]]; that choice of
start and end song can be important to users 38, [33]]; and that the chosen purpose of a
playlist is the most important indicator of its content [33]].

In Cunningham and Bainbridge’s influential study on playlist curation behaviours [33]]
conducted on six in-person interviews, seven online interviews, 24 posts, and 115
threads on the Art of the Mix playlist discussion forum, they find that a playlist’s pur-
pose is a key indicator of what content it should include. These purposes, defined by
them, roughly fall into six main categories: artist, genre, musical style, event/activity,
semantics (e.g. ‘Romance’), and mood. For the participants in the study, these dif-
fering purposes greatly changed what they valued in the playlist. If a user creates a
playlist based around a genre, Jazz, for instance, and then is recommended a Rock
song, they are likely to be dissatisfied with the recommendation. However, if both
songs were love songs and were recommended for a playlist based around romance,
they could be seen as good recommendations.

The purpose of a playlist is thus key to understanding which recommendations are
good and which are bad. This comes in to play in an evaluation style based on pre-
existing playlists. As Lee [44] points out, since users perceive music in different ways
a playlist being good is very subjective to a specific user. While some may deem songs
similar (and thus want to include them in the same playlist) because of lyrical content,
for example, others perhaps look for similar instrumentation. So while a generated
playlist may match some pre-existing playlists containing the seed song or songs, the
user being recommended for might have had an entirely different purpose in mind.

Because of this highly subjective perception of music and playlist purpose, in a more
comprehensive measure of playlist quality, features such as familiarity, cohesion, vari-
ety, or track transitions must be taken into account. Further than that, the desired level
or balance of these measures should be personalised for each user to account for their
preferences and purpose in creating playlists.

The next sections discuss the use of information retrieval metrics commonly found
across the literature on APG and APC, as well as issues these metrics face when used
for evaluation.
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3.4 Withheld Tracks Procedure

In most of the applications of the metrics discussed below, they are used within the
technique of withheld tracks. For context, this procedure involves the use of some
playlist or song dataset, where songs or playlists are deliberately withheld by the re-
searchers. The algorithms’ effectiveness are then based on their ability to recommend
the ground truth missing tracks. This evaluation can be done using a variety of differ-
ent Information Retrieval (IR) metrics. These metrics, as used by approaches to APG
and APC across the literature, are explored below.

3.5 Evaluation Metrics

3.5.1 Normalised Discounted Cumulative Gain

Normalised Discounted Cumulative Gain (NDCGQG) is a successor to Discounted Cu-
mulative Gain (DCG) and Cumulative Gain (CG). It is a measure of ‘ranking quality’
for a recommendation set from an IR system, based on the assumption that the more
relevant a document is, the more useful it is to the user [12]. This metric is used in ap-
proaches to APC [29, 61! 166], where the recommendation set is the song suggestions
made to the user to add to their playlist.

Each item in a recommendation set is given some relevance score, and CG is simply a
sum of these scores. The higher the CG, the more relevant the recommendation set is
in terms of this relevance. It is calculated as follows [4]:

CG =X} relevance;

DCQG, as a succession of CG, also accounts for ranking position, giving a higher weight
to more relevant documents being ranked first, and can be calculated one of two ways:

2relevancel~ -1

_yn relevance; _yn

Where DCG, more heavily penalises cases where highly relevant documents are ranked
lower. NDCG then takes either of the calculations for DCG and adds a final consid-
eration, that recommendation sets can vary in size across users and recommendations.
NDCG normalises DCG for these sets to a range [0,1] so that all recommendation sets
can be compared. It takes the DCG of a set over the ideal DCG (iDCG), that is, one
where the ranking decreases as relevance decreases.

DCG

NDCG = ;566

3.5.2 R-Precision

R-precision is another metric also used in IR problems, and is applied to APG & APC
in [29]46]]. R-precision is a measure of how many relevant documents are retrieved by
a system at a specific number of retrievals R. That is:

R — Precision =

>~
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where r = documents that are relevant and retrieved and R is all documents that are
known to be relevant until a certain level [31]]. In the missing tracks evaluation tech-
nique, the ‘relevant documents’ are the withheld songs.

3.5.3 Precision

Precision is utilised by some playlist recommendation approaches like 36,141,153} 28],
usually in combination with another metric such as Hit Rate/Recall, or within the F-
Score, both discussed in the next sections. It calculates the proportion of retrieved
documents that are relevant, which in the case of APG and APC, are the tracks that are
withheld. It follows the formula:
RelevantDocsNRetrievedDocs
RetrievedDocs

The key issue with precision and recall (Section 3.5.4) is that they are dependent, and
increasing one tends to decrease the other [15]. Since precision only accounts for the
rate of relevancy over all documents retrieved documents, it does not care for how
many of those documents were actually retrieved, i.e. a system that retrieves only
three documents, that were all relevant, would perform extremely well on precision,
but those three documents may be from a pool of say 100 documents that should be
retrieved. In APC or APG systems that use the missing tracks evaluation procedure, the
system would be performing well on precision by correctly suggesting a small number
of the hidden tracks, but may be missing many others.

3.5.4 Hit Rate / Recall

Recall, alongside precision, is a classic accuracy measure used in information retrieval
and machine learning problems. In the APG and APC literature, it is also often referred
to as hit-rate, as it is calculating a proportion of tracks predicted correctly, i.e. how
many the algorithm ‘hits’. Hit-Rate is used in approaches such as [41} 36, 61, 62].
Recall, conversely to precision, calculates how many of all retrieved documents are
relevant. It is formulated as [[15]]:

RelevantDocsNRetrievedDocs
RelevantDocs
In practice, recall has issues in the same way that precision does, with the fact that
the two measures depend on each other, and an increased recall score means reduced
precision. Specifically, when using recall, the volume of retrieved documents is not
taken into account. This means that a system that just recommended all existing songs
would perform very well on recall, but this is clearly not practical.

3.5.5 F-Score

The F-Score or F-Measure, is a common way of combining and balancing precision
and recall in evaluation metrics. The F-Score is an unweighted harmonic mean of both
precision and recall, calculated as [6]]:

2.Precision.Recall
Precision+Recall
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F-Score is used in some APG and APC applications instead of relying on either preci-
sion or recall, such as [36, 53]. In Gatzioura et al.’s approach, they adapt the F-Score
to be the harmonic mean of precision and playlist diversity, instead of precision and
recall.

The F-Score occasionally faces criticism, for example for the fact that it gives precision
and recall equal rates, whereas in practice, one is likely to be more important than the
other, or that it doesn’t take true negatives (TN) into account, which may be important
for some applications [S5]].

3.5.6 Spotify Recommended Song Refresh Clicks

Clicks is a measure specifically applied to APC within the 2018 RecSys competition
[29] and is based on a Spotify-specific feature, so a clear issue with this as a metric is
the fact that it doesn’t widely or generally apply to evaluation of this problem.

Spotify’s ‘recommended songs’ feature appears at the bottom of user-created playlists
[16], and displays 5 or 10 songs that the user may wish to add to the playlist. The songs
can be added or ignored, and the list can be refreshed by the user to see new recom-
mendations. Clicks, in the context of the RecSys competition, is the average number
of times a user would need to refresh the recommended songs using the contestants
approach until the first time a withheld song is recommended.

A similar idea to clicks is used in Chi et al.’s reinforcement learning approach to APG
[30], who perform listening log analysis and monitor various user inputs. One of these
is the ‘Miss-to-Hit Ratio’, which calculates that from a recommended playlist, how
many times the user has to skip recommended tracks to find one they like or want to
listen to.

3.5.7 Other Measures

There are some other evaluation metrics utilised by papers mentioned in this report
that are not necessarily common across the rest of the literature. A brief description of
some of these is given here.

3.5.7.1 Error Scores

Error measures are utilised in Irene et al.’s [40] approach to APG to measure how
closely their hybrid approach can predict real-life playlists. The playlists are repre-
sented as vectors with their features being songs, and the error is measured as the
difference between the generated output and the ground truth playlist. They use the R?
Error, Root Mean Squared Error RMSE, and Mean Absolute Error MAE .

3.5.7.2 Coverage & Ratings Score

Coverage is a measure defined specifically by Pauws and Eggen in their PATS evalua-
tion [52]. It is calculated as the cumulative number of preferred songs in each succes-
sive recommended playlist that were not present in previous playlists. In their defined



Chapter 3. Evaluation of Playlist Recommendation 16

ideal scenario, this would approach the number of songs in all user playlists, indicating
full coverage of a users preferred material via playlist recommendation.

Pauws and Eggen also use a human-defined metric which they term ‘ratings score’
[S2]. The score is simply what a user rated a playlist generated for them, on a scale
from 0 = ‘extremely bad’ to 10 = ‘excellent’.

3.6 Criticism of Current Evaluation

With the existing evaluation techniques, specifically with the use of IR metrics as de-
tailed above, there are key issues in how well they can capture user preference.

In some of the more recent approaches to playlist recommendation such as [36, 26, 30]],
there is a distinct move away from the use of IR metrics, with both [36, 26]]’s authors
citing their reasoning that they are too strict to capture user enjoyment. This idea is
expanded on by both Gatzioura et al. [36] and Bonnin et al. [25], who identify that the
IR technique can only evaluate how well a system recommends specific relevant songs
based on the pre-existing playlists, whereas these may not be the only good recom-
mendations, or even the best. In Gatzioura et al.’s paper [36] they choose to combine
their use of IR metrics such as precision, with quality-based criterion of coherence
and diversity, as well as a distance measure between recommended and ground-truth
playlists. Their choice to explore so many different evaluation techniques could indi-
cate demand for a new, more general approach to the evaluation of generated playlists.

Alongside this, these metrics only measure how closely the systems can recommend
based on the ground truth, but the playlists being generated by the algorithms aren’t
tested for enjoyment in their own right. Quality, in any form, is not explicitly being
taken into consideration, but instead the evaluation relies on the assumption that the
metrics implicitly take into account objective measures from historical playlist data.

In fact, in a comparison between academic approaches to APG and an industry stan-
dard, Jannach et al. [41] find a clear gap. They evaluated different academic ap-
proaches like K-Nearest Neighbours, Content-Based machine learning, and ‘Collo-
cated Artists Greatest Hits’ (which recommends popular songs by similar artists as the
seed artists) against The Echo Nest (TEN) [3] on the same metrics to compare across
approaches. The Echo Nest was acquired by Spotify in 2014, and its approach to song
recommendation has been fine-tuned through years of A/B user testing. The study
found that academic approaches followed a similar mix in their generated playlists of
measures such as popularity and diversity, all with a heavy skew towards popular artists
and songs compared to the industry standard, as seen in Figure 3.1. They also found
that the academic approaches tended towards increased track diversity compared to
TEN. Since TEN’s approach was evaluated and improved based on user testing, there
is a strong indication that academic approaches do not reflect real user preference.

This heavy skew towards popular tracks and artists in academic approaches could be
down to the choice of evaluation. Specifically, when using IR metrics such as those
detailed in Section 3.5, the performance of the algorithm is based on a measure of
relevance. In IR problems, where the system may be fetching documents, relevance
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Figure 3.1: popularity across approaches to playlist generation [41]

is easier to capture through analysis of key-words and themes. This is far harder to
model for an area as diverse and subjective as music. When the measure of ‘relevant
documents’ is based on pre-existing playlists, the algorithm will reflect choices that
apply to a generalised view of users. If the algorithm is trained to recommend songs
that appear in historical playlists, there will be a natural skew towards the songs and
artists that appear more often.

Additionally, as McFee and Lanckriet [S0] identify, there is a lack of consistency in
evaluation approaches across the APG and APC field. Since there isn’t a dedicated
metric or technique for specifically evaluating playlists, authors are free to choose
from a wide variety of metrics when analysing their results. This hinders progress
in the area, as approaches cannot always be directly compared without some further
analysis, and it makes potential improvements through the years hard to track. There
is also potential for a biased choice of metric by academics, as a metric or technique
that reflects best upon their proposed approach may be chosen because of a lack of
standard practice.

Other approaches to playlist evaluation outside of IR metrics are commonly limited by
time and resource. User studies, including Listening Log Analysis, cannot be relied
upon to evaluate large-scale Recommender Systems, even though they are most accu-
rate at capturing human interest. Basing the success of an entire system on a small
number of users does not allow results to be generalised across hundreds of thousands
of songs, users, and playlists. Current evaluation techniques that do take into account
objective measures do not account for the various different ways playlist quality can be
measured, instead usually focusing on one quality measure such as similarity [52} 36].
Other, more novel approaches, like the probability-based evaluation used by McFee
and Lanckriet [S0], similarly to IR metrics, are entirely based on pre-existing playlists,
and do not allow for the possibility that there may be other, better recommendations
than what has already been created. I believe it is possible to create an evaluation
metric that instead accounts for isolated playlist quality, based on a combination of
objective measures explored previously in the field, and user preference.



Chapter 4

Proposed Metric

In this chapter, I propose a new metric to be used for evaluation of automatically gen-
erated playlists. The metric is a combination of three main objective measures, chosen
for their importance based on previous research into playlist creation and consumption.
I outline the motivation for choosing each of these measures, the representations for
each, and their combination and ideal use in practice.

4.1 Aims

The proposed new metric is designed to be a measure of isolated playlist quality, and
more accurately capture user-specific preferences than the strict Information Retrieval
(IR) metrics currently most popularly used for algorithmic evaluation, which have is-
sues as described in Section 3.6. It does this through calculating key objective mea-
sures that indicate specific playlist quality criterion.

4.2 Chosen Objective Measures

In their 2014 survey of Automatic Playlist Generation, Bonnin et al. [25] identify ‘ob-
jective measures’ as one of the key ways algorithmically generated playlists can be
evaluated. This idea has been explored in a variety of ways across the literature, for
example by Fields [35] who explores song similarity, by Slaney and White [S9], and
kamalzadeh [42] who explore playlist diversity, and by Ward et al. [65] who explore
the effect user familiarity has on listening behaviour and recommendation. However,
rarely are these measures used in combination with one another for evaluation pur-
poses. Gatzioura et al. [36] use song similarity, diversity, and IR metrics such as
precision to evaluate their proposed approach for APC, however do not take into ac-
count, for example, user familiarity. Pauws and Eggen [52] use a similarity measure
in their proposed evaluation technique PATS, and discuss it as being the opposite of
diversity, thus combining the two but not taking variety or other objective measures
explicitly into account. Further research into the combination of the criterion is men-
tioned by Bonnin et al. [25] as a necessity in the field, as well as an idea described by
Fields [35].

18
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My proposed metric for playlist evaluation takes into account three main objective
measures: user familiarity, playlist cohesion, and artist / genre variety. Hereafter, the
three are referred to simply as familiarity, cohesion, and variety. These objective mea-
sures have been chosen to combine and create a metric for playlist quality due to their
frequent mention in existing literature on playlist consumption as something that users
take into account in their own playlists [44, 33} 142, [37], or as something that affects
users listening choices [65)]. Their definitions and formulations are discussed in the
next sections, alongside a more detailed look at the motivation for why they have been
chosen to represent playlist quality.

4.2.1 Familiarity

Familiarity is simply a measure of how much of a generated playlist a user already
knows. This familiarity of songs to users has been shown to affect their opinion of a
playlist in studies such as by Lee [44], kamalzadeh [42], and Ward [65]]. For example,
in [44], having one song that a user had a pre-defined opinion of had a strong cor-
relation to their enjoyment of the playlist as a whole. Lee even goes on to state that
participants’ “evaluation of playlists tended to be quite subjective as they were highly
affected by personal preference and familiarity with the music on the list”.

In a larger user study ran by kamalzadeh [42] on 222 participants, which was a study
into listening habits as well as curation behaviour, almost 100% said that they preferred
familiar songs to listen to over new songs. This is a strong argument for the importance
of including familiar songs in generated playlists. Of course, since the purpose of a
playlist may be discovery, it doesn’t necessarily follow that these same participants
would never listen to new songs or include them in their playlists. What is important is
finding the balance for each user. Ward et al. [65] also explicitly explore the power of
familiarity on user listening behaviour, based on user music tastes and choice of radio
station. They find that predicting a user’s familiarity with certain music styles greatly
increases the chance of predicting what radio station they will choose to listen to, and
conclude that familiarity can be more of a solid indicator for user listening habits and
enjoyment than even their own stated liking of music.

Having songs, or at least some artists, that the user is already pre-disposed to like can
increase their satisfaction with a playlist, as well as give them a framework to explore
new music within. Such is the opinion of a participant in Lee’s study [44]], for exam-
ple, who says “A mix of things is good, cause I would like to discover new artists, it’s
always a good way to (be) introduced through [...] artists you already like”. The base
idea, of course, that taking user preferences into account when making recommen-
dations is not novel, being the basis for Collaborative Filtering based Recommender
Systems [1]. In the proposed metric, this idea is expanded instead to a measure of
playlist quality and combined with the other objective measures chosen.

When defining the formula for familiarity across a playlist and a user, inspiration can
easily be taken from some of the IR metrics discussed in previous sections, which rely
on ‘relevant’ documents to be calculated. One of these measures is NDCG, described
in more detail in Section 3.5.1. NDCG can be adapted for use in the familiarity measure
where the relevant documents are the songs and artists that are known (and liked) by
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the user being recommended for. A similar approach is used in the ACM RecSys Com-
petition 2018 [29]], where submitted algorithms are evaluated on their ability to predict
ground-truth songs or artists. As discussed in Section 3.6, using this for evaluation has
its own issues, but the metrics do work for their typical purpose of document retrieval,
so the general idea can be altered appropriately to calculate familiarity instead.

Firstly, since familiarity is more binary than relevance, i.e. a song is either known to
a user or not, the familiarity measure does not need to take order into account in the
way that NDCG does. We want to calculate the overall familiarity of a playlist as a
whole, and thus having familiar tracks near the start of the playlist does not make a
difference. Andric and Haus [22] found that when songs are familiar to users, their
overall order doesn’t tend to matter. Therefore, for my familiarity calculation, I have
chosen not to apply the ‘discounted’ aspect of NDCG. The Cumulative Gain (CG),
then, of familiarity is the sum of the familiarity score of each song in the playlist.
The score does need normalised, however, so that familiarity can be compared across
playlists of different length. If the score is simply a count of the familiar songs and
artists across a list, longer playlists would perform better by virtue of just containing
more songs, and therefore likely more familiar ones.

In the RecSys Competition [29]], a correctly recommended song has a relevance score
of 1. If the song is not exact, but its artist is correct, this receives a relevance score
of 0.25. This is a fair choice when the generation is being evaluated on its ability
to predict exact missing tracks. However, this value can be adapted slightly in the
case of familiarity, as if a user is familiar with a specific song by an artist, they will
likely recognise the artist themselves. However, artists may explore a wide range of
musical styles across their discography, and so a user liking a particular song does not
necessarily translate into them liking everything by that artist. To balance these two
ideas, in my proposed calculation of familiarity, a song with a familiar artist receives
a familiarity score of 0.5, a slight increase to the ACM Competition approach. Thus,
each song in a playlist can have a familiarity score of: 1, if the song itself is known to
the user; 0.5, if the artist is known to the user (but not the specific song); or O if neither
the song nor artist are known to the user. This more accurately reflects a measure of
familiarity, while still maintaining the possibility that it isn’t a given that a user will
enjoy everything an artist makes. The final familiarity calculation then for one playlist,
is given by:

’SPﬂSf|+O'5‘A(Sp—Sf)mAf|
[Spl

Where Sp is the set of songs in the playlist, Sf is the set of songs familiar to a user,
A(s,—sy) 1s the set of artists of the non-familiar songs in the playlist, and Af is the set
of artists familiar to a user. The artist familiarity is only evaluated in the case that the
specific song is not familiar, since the song already holds a stronger weighting. The
final measure has an output within the range [0,1] with 1 representing a playlist that
is entirely familiar to the user, and O representing a playlist that is entirely new to the
user.

Familiarity(F) =

The final decision to be made for this calculation is how the sets of familiar songs
and artists are to be determined. One approach to this could be to analyse listening
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history, which is the idea used for evaluation by [26] as well as in [30]. However, the
downside to this approach is that the user may have listened to a track and disliked
it. Familiarity could also be calculated on explicit user feedback (such as ratings, or
whether a user has ‘loved’ or ‘saved’ a song). The issue with this approach is that
such data is not readily available. Last.fm [8] for example, does track this information,
but it is only accessible for one specific user at a time. For this project, I have chosen
to base the set of familiar songs and artists off of users’ playlists. This makes the
ability to perform a user study evaluation of this measure easier, as participants can
simply provide playlists to represent their music library. It is also reasonable to assume
users would tend towards adding songs they like to their playlists. This assumption,
as mentioned above, cannot necessarily be applied to listening history. Since we are
trying to optimise a level of familiarity which will increase user satisfaction, we want
the inclusion of ‘familiar’ songs to benefit the enjoyment of the playlist.

4.2.2 Cohesion

Cohesion, as it applies to playlists, is a measure of how similar the songs contained
within a playlist are to each other, and how cohesive the playlist is as a whole. It is
referred to in the literature as ‘similarity’, ‘cohesion’, and ‘homogeneity’, which will
be used interchangeably here. The idea of playlist cohesion is frequently referred to
by participants in user studies as something that affects their opinion of a playlist, and
is identified as a key objective measure by Bonnin et al. [25]. Lee’s study [44], for
example, gave participants 3 playlists based on genres, and asked them to explore why
they liked or disliked each. Many of the participants referred to the idea of similarity
as part of what formed their opinion on the playlists (“In fact, a number of participants
(P1, P2, P4, P5, P6) reacted positively to the playlists that had coherent set of songs™).
Cunningham et al.’s influential study on playlist creation [33]] also references similarity
as a desired element for playlist creation, drawing from hundreds of posts and some
users of the ‘Art of the Mix’ playlist discussion forum. The idea of similarity or co-
hesion also forms the basis of some seminal approaches to APG [46] 20, 21]], as well
as Fields’ [35] comprehensive analysis and subsequent proposal of a novel APG tech-
nique. If we refer back to the definition of a playlist from Section 2.2, that a playlist is
a collection of songs intended to be listened to together, it is natural that playlists must
have some level of cohesion.

Another objective measure that is mentioned by Bonnin et al. [25] and is specifically
researched by Sarroff and Casey in [56] is the idea of smooth track transitions between
songs in a playlist. Sarroff and Casey use Gaussian Mixture Models to learn how
transitions between songs are created in albums, since they are carefully crafted, and
then apply this learned meaning to playlists. They achieve good results, their model
outperforming their chosen baseline, indicating that the smoothness of transitions does
impact playlist quality. A playlist could, of course, have a variety of sounds within it
while still being cohesive, and one of the ways it may do this is through these smooth
transitions. Hagen [37]] concludes as one of the key purposes of playlist creation that
a user can curate playlists to have control over how their music is consumed, and
one of the ways they do this is through creating an ideal narrative for their listening
experience. This smoothness can be accounted for within a cohesion measure, using
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pairwise song similarity to calculate how cohesive a playlist is as a whole. A closely
related similarity measure is used by Gatzioura et al. which also looks at pairwise song
similarity [36] and is used partially in their evaluation.

Cunha, Culdera, and Fujii [32] highlight that there are two main ways song similar-
ity can be calculated: subjectively and objectively. The subjective approach is done
by defining similarity based on human descriptions of songs, whereas the objective
approach focuses instead on similarity in audio features. In their paper, they use the
subjective approach, utilising Last.fm’s tagging feature [8]. Last.fm tags are user-
defined descriptors for songs, artists, or albums, and are easily accessible via Last.fm’s
API [9]. Cunha et al. [32] use techniques such as inverse term frequency to define
vector similarity between songs based on their user tags. The authors choose to use
these tags precisely because they are user-defined, and thus can more accurately cap-
ture how humans describe songs. However, in reality, most tags are very closely related
to genre descriptions. For example, Gillian Welch’s ‘Look at Miss Ohio’ has the five
top tags ‘alt-country’, ‘folk’, ‘singer-songwriter’, ‘americana’, and ‘country’ [8]. On
the occasion that a song’s top tags are not genre descriptors, they do not always give
useful information about the song. For example, Bon Iver’s ‘Rosyln’ (from the “Twi-
light’ film soundtrack) has the top tag “Twilight’, which doesn’t necessarily describe
the song. Furthermore, the use of genre in playlist research is more frequently referred
to in terms of diversity, not similarity, such as by Slaney and White [59]], or participants
in Lee’s user study [44]. In fact, the variety of genres as a quality measure is in part
how the variation of a playlist is measured in this proposed metric, which is detailed
more in the next section.

Instead, my proposed cohesion measure follows the objective approach, utilising a
similarity calculation based on seven audio descriptors taken from Spotify’s API [2].
The features include information such as a song’s loudness, energy, and danceability.
Genre diversity and audio similarity are distinct in my proposed metric, as they are both
things that impact the enjoyment of a playlist, and are not necessarily opposites. Songs
can both be energetic or danceable, for example, while belonging to different genres or
styles, and having these separate measures allows for a playlist to sound cohesive while
also maintaining some variety. In addition, in Barrington et al.’s [24] user study on
differently generated playlists, 82% of their 185 participants cited similarity between
songs’ sounds as a key influence on their enjoyment of the given playlists, and was the
most cited reason for their opinions. They also find that the participants preferred audio
analysis techniques for playlist generation to an approach using tags for similarity.

To calculate the pairwise similarity of two objects, there are different distance mea-
sures that can be used. The Cosine Similarity, for example, measures the cosine angle
between two vectors to compare how closely related they are. For this metric, the Co-
sine Similarity measure initially seemed ideal as it outputs in the range [0,1]. However,
when tested on playlists, there was not enough variation in the results to allow com-
parison between different playlists. Two other distance measures used commonly in
Machine Learning problems are the Euclidean Distance and the Manhattan Distance.
They both take the square root of the sum of differences between each feature in two
vectors, however, Euclidean Distance squares this difference, and the Manhattan Dis-
tance simply takes its absolute value. Euclidean Distance penalises heavily for large
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differences due to the squares and therefore is inappropriate for high dimensions where
data may be sparser, which is where Manhattan Distance is more useful. Since in this
application only seven dimensions are being used, Euclidean distance is applicable.
The strong penalisation of large differences also provides greater variation in the cohe-
sion measure, allowing playlists to be more readily compared. In addition, Euclidean
Distance is used by some previous approaches to APG such as [43]52]].

Similarity is, naturally, the opposite of distance. To measure the similarity, we take the
distance away from its maximum possible value. Here this would be if all audio values
of one vector were 1 and the other were all 0, i.e., the square root of 7. The score is
then also normalised by this maximum, mapping the output to the range [0,1]. The
similarity between two songs x and y, in this proposal, is then calculated as follows:

Sim(x,y) = V= (dx—dy>2+(ex—ey)2+[---]+(lx—ly)2+(vx—vy)2

Where the vector representations of x and y are made up of elements d = danceability,
e = energy, [s = speechiness, a = acousticness, 1 = instrumentalness], 1 = liveness, and
v = valence, as taken from Spotify’s API [2]. The final cohesion metric then takes the
pairwise similarity between songs in a playlist, and averages across the length of the
playlist minus one. It is calculated on a playlist of length n as follows:

=1 Sim(i,i+1)
n—1

Cohesion(C) =

The value produced, in line with the other measures, exists within the range [0,1], O
being a playlist that is not cohesive at all, and 1 being a playlist made up of songs with
entirely the same measures on all acoustic features.

4.2.3 Variety

Variety, also referred to in the literature as diversity or variance, is a measure of how
well a playlist contains a mix of songs, which could be based on artist, genre, time
period, tempo, or other musical descriptors. Despite being referred to frequently in
the discussion about playlist preferences, diversity as a specific measure has not been
explored in much detail outwith a few choice papers. A key approach in the area is that
of Slaney and White, who sought to calculate the overall diversity of a playlist [S9].
They base their measure of diversity on the idea of genre, and create a ‘genre space’,
which playlists can then be mapped to as ellipsoids, and the perceived diversity of
the playlist is the volume of the ellipsoid. They explore the diversity of 887 playlists,
and in their conclusions “[they] take [their research] as evidence for users’ interest in
diverse music.”

Diversity is also a key component in Kamalzadeh’s user study [42]] of 222 participants.
They examine how participants’ listening environment impacts their preferences, so
the results are reported depending on the level of focus required by the users’ in each
context. The vast majority (70%) of participants for ‘non-attention’ activities preferred
a mix of ’various moods’ throughout their listening session. Even for the ‘attention’
activities, still 40% preferred variety in their listening, which surprised the authors.
In Andric and Haus’s user study of 26 participants [22]], diversity was also frequently
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mentioned as something that affected their enjoyment of playlists, for example “A
good playlist for me is one that contains a lot of diversity”, and “my playlists usually
contain most diverse songs, just in order not to tire the ear”.

Variety, especially across genre and artist are mentioned by participants in Lee’s study
[44], in fact, variance is mentioned as a key indicator of enjoyment by all eight partic-
ipants. Particularly, for some participants, it was the lack of variety, that made them
view playlists negatively, e.g. “It’s kind of monotonous. [...] there’s no variety.”, and
“three songs by the same artist on the same playlist is kind of, out of five, is a little bit,
I think, extreme.” Also in Lee’s study, he noted that despite the participants enjoying
playlists that they perceived as cohesive, songs that were foo similar, or playlists with
a low variety of artists were viewed negatively. This specifically highlights the need
for the balancing of objective measures for user enjoyment.

To calculate the variety of a playlist in my proposed metric, I am using a simple count
across songs of unique artists and genres. As discussed in Section 4.2.2 where I lay out
the cohesion measure, I have deliberately chosen to keep variety and cohesion distinct
from each other, rather than being two sides of the same scale. Artist and genre are
specifically chosen for the basis of variety as they are the basis of previous successful
work in playlist diversity [59]], and referred to by participants in previous user studies
on playlist preference and listening habits [42, 44, 22]. Some other options that could
be explored for variety would be something like tempo, or time period. However, in
Sarroff and Casey’s work on song transitions [56], they specifically concluded that
tempo didn’t have much of an effect on the effectiveness of recommendation, as tempo
can be extremely hard to measure accurately, and the datasets with this information are
hard to rely on. In terms of time period, Dias et al. [34] identify that in research on
‘freshness’, release date tended to be uniform across a playlist and that users mostly
preferred recent tracks. Thus, using either of these to form a measure of variety would
not necessarily be based on user enjoyment.

In my variety measure, genres are obtained using Spotify’s API [2] by searching each
song’s artist. The number of genres returned by the API varies between artists, so a
maximum of three top genres are chosen and returned for each artist, and their count
stored for normalisation. The simple variety metric is calculated as:

; 1/1A G
Variety(V) = i(ﬁ + \Glj|)

Which is the arithmetic mean of the artist and genre counts. Ay is the set of unique
artists across a playlist P, and Ap is the set of all artists across P. Gy is the set of
unique genres across the playlist P and G, is the set of retrieved genres across the
playlist, capped at a maximum of three per artist. Like the above two measures, the
function outputs a number in the range [0,1]

4.2.4 Final Metric
4.2.4.1 User-Specific Ideal Values

As discussed previously, perception of playlist quality and measures like similarity
are subjective and depend on how users themselves understand music [33]]. Having a
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generalised calculation for quality measures is naturally at odds with this subjectivity.
Defining similarity, for example, to be based on audio features, only truly represents
similarity if a user themselves defines it to be about the way music sounds. However,
creating a new measure for each user would be computationally expensive, and also
hard to find concrete data for without explicit feedback. What instead seems a rea-
sonable response to this issue is defining user-specific ideal values for each measure.
This idea has been loosely applied previously, for example by Pauws and Eggen [52],
who take user data to try and understand a user’s preferred balance of coherence and
diversity and achieve promising results. For example, if a user does perceive similarity
differently than based on audio content, an audio-based similarity measure might have
a low score on their playlists, and this can then be accounted for in recommendations.

This also applies to specific user behaviours, e.g. regarding familiarity. Maybe some
users only wish to create entirely unique playlists, which have no cross-over with the
rest of their collection. This clearly differs in behaviour from a user who may create
many playlists all utilising a similar overarching set of songs. Generalising ideal famil-
iarity values, in this case, would cause either one of these types of users to be unhappy
with the generated playlist. Due to this, the proposed metric relies on user-specific
ideal values for each objective measure. These can be calculated based on their exist-
ing playlists, and future recommendations are evaluated on how closely they can meet
these preferences. For example, the first type of user described above would have a
low ideal familiarity value.

4.2.4.2 Combination of Objective Measures

Once a representation is found for the chosen objective measures, the key issue is
their combination. The balancing of these measures has been suggested as future work
within a number of key papers in the literature, including [25, [35]] but is yet to be ex-
tensively worked upon. To combine the three chosen objective measures, my proposed
metric utilises the Mean Absolute Error (MAE) measure [[10]].

The optimum way to combine these measures would be to weight their importance
based on the extent they impact user enjoyment. These weights could be learned using,
for example, linear regression. However, linear regression requires something to be
optimised for - which in this case would be user enjoyment. Since there is no publicly
available datatset of, e.g., playlist ratings, without human input, these weights could
not be accurately learned. Any combination in this project could only be based on
estimation. Instead, I have chosen to use an error function that gives each measure
equal weighting, but is designed to give a general, overarching impression of how
similar two values are: the Mean Absolute Error.

The Mean Absolute Error (MAE) and Mean Squared Error (MSE) are two variations
of an error measure commonly used as loss functions in Machine Learning prob-
lems. They both average the differences between features in two vectors, but the MSE
squares these differences, whereas the MAE takes their absolute value. In MSE, one
large error would be penalised more than many small errors, because of the squaring
of differences, making it more sensitive to outliers. MAE, instead, gives the same im-
portance to many small errors as it does to one large error. I have chosen to use the
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MAE since we cannot necessarily know which objective measures are most important
to users, so having differences in all of the measures would be as bad as a large differ-
ence in one measure, allowing for a more general calculation of the final metric. The
MAE is calculated as follows for a prediction y and a true value x, over n data points:

MAE = Z?:1|yi—x,'|

4.2.4.3 Final Metric

Based on the formulations of the three chosen objective measures: familiarity, cohe-
sion, and variety, and the combination technique of the Mean Absolute Error (MAE),
I propose the new evaluation metric for playlist quality, the Balanced Objective Mea-
sures metric, or BOM. For a playlist P, recommended to a user U, the BOM score is
calculated as:

BOM = L(|Fp — Fy| +|Cp — Cu| + Vo — V|

Where Fy is the ideal familiarity value for user U, and Fp is the actual familiarity
value for playlist P, and so on and so forth for Cohesion C and Variety V. These ideal
values (e.g. Fy) are calculated as the arithmetic mean for each measure applied to
a user’s playlists, and the playlist value is measured just once on the generated list.
Each measure, as described in more detail in section 4.2, is calculated as follows on a
playlist P, with size n:

|SpﬂSf|+0.5|A(SP_Sf)ﬂAf|

Familiarity(F) = S|
=1 Sim(i,i+1
Cohesion(C) = —=1 ( )
n—1
Where:
VT—/(de—dy)?+(ex—ey)2+ [ ]+ (L—1y) 2+ (ve—vy )2
Sim(x,y) 77
And finally:

. A G
Variety(V) = 2(|’AU‘| + ‘GU|)

Since BOM is a measure of how closely generated playlists can match user patterns
and preferences across the objective measures, a well-performing approach would aim
to minimise its score on BOM. The output is in the range [0,1], with O being a playlist
that perfectly matches the user’s ideal values.

4.3 Implementation

This section briefly outlines how the final metric was calculated using Python scripts
and Spotify’s API [2].
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4.3.1 Spotify API

The Spotify API for Developers [2] can be used to find in-depth audio analysis for any
song hosted on Spotify, as well as information about artists’ genres. For the cohesion
measure, audio features are extracted about pairwise songs in playlists to form a simi-
larity measure. In the variety measure, a maximum of three genres is returned for each
unique artist in the playlist to form part of a measure of diversity across the list. For the
user study evaluation, participants provided a set of playlists to be used for the metric
calculation. These playlists were migrated to my own Spotify account, and the tool
Exportify [S] was used to export the playlists into .csv files, which uses the Spotify ID
identifiers for the track, artist, and album titles. These work seamlessly with the API
as they can be used to directly retrieve information about tracks or artists.

4.3.2 Implementation

To calculate the metric on each user study participant, Python scripts were written,
utilising the ‘Spotipy’ [[17] wrapper for the Spotify API [2]. For the ideal values, each
playlist .csv for the participant was loaded into the Python script and the Spotify IDs
for each track and its artist were stored as a dictionary. The idealised values were then
calculated by looping through each of their playlists and finding the familiarity, cohe-
sion, and variety scores for each. The implementation for the measures was simply the
coded version of the formulations presented in Chapter 4. For the generated playlists,
the final metric BOM was calculated by finding each of the measures for that playlist,
and then using the Mean Absolute Error between the ideal user values and the real
generated playlist values.

4.4 Use in Practice

Currently, as discussed, the popular method to evaluate APG and APC systems is
to compare the recommendations to hand-crafted playlists that already exist within
datasets, leaving tracks out and then using Information Retrieval evaluation metrics
to measure how well the proposed approaches suggest the missing tracks. The issues
with these metrics are discussed in 3.6 in greater detail, but the key problem is that they
do not explicitly account for playlist quality. The proposed metric in this research can
be used to evaluate any playlist and is aimed at being a deliberate measure of playlist
quality and user enjoyment.

In practice, the proposed metric could be used in combination with an existing IR met-
ric. They can still be used to evaluate an algorithm’s ability to recommend ground-truth
playlists, using training and testing sets as is typical in machine learning problems.
However, BOM would be used in addition to ensure the quality of the recommended
playlist, and to account for recommendations that do not necessarily coincide with the
ground-truth playlists. A weighted combination of an IR metric and BOM could even
be found, to understand what balance optimises for user enjoyment. Future APG and
APC approaches could then be trained using this new metric.
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User Study Evaluation

To evaluate whether the proposed metric can reasonably capture user enjoyment of
playlists, the following user study was designed and undertaken. The study is based on
three hypotheses, and has been designed with them in mind. In the following section,
the hypotheses, study design decisions, participant information, study protocol, and
results are detailed.

5.1 Hypotheses

There are three main hypotheses being tested going into the study, and they have been
used in the design decisions for the study itself. These hypotheses are as follows:

1. The majority (>50%) of participants will prefer the playlist that performs best
on the proposed metric BOM.

2. The proposed metric captures user interest more than the benchmark measures
of similarity and variety.

3. Participants have more than one objective measure that they take into account
when evaluating playlists.

5.2 Benchmarks

To evaluate whether the proposed metric BOM can more accurately capture user prefer-
ence than what currently exists, I have chosen to evaluate it against two chosen bench-
mark measures.

Ideally, the metric would be benchmarked against one of the IR metrics discussed in
Section 3.5. However, since these metrics rely on a set of known relevant documents,
1.e. songs in pre-existing playlists, they cannot be used for this user study which rec-
ommends entirely new playlists to the participants. Instead, since BOM is a measure
of playlist quality and user enjoyment, it can be evaluated against other measures of
playlist quality that exist in the literature.

28
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To this end, the chosen benchmarks are objective measures proposed in other literature
in the APG and APC field. The first of these is the song similarity measure used by
Gatzioura et al. [36] in their approach to APC which focuses more specifically on
dealing with the semantic gap and better modelling user preference. Since this is a
key aim of BOM, evaluating against their chosen similarity measure is appropriate. In
Pauws and Eggen’s influential approach to APG [52], they design their own evaluation
technique which also makes use of similarity (and, by their definition, its opposite -
diversity). Their research isn’t reproducible outwith the environment performed in, as
it uses specially created software, but using similarity to evaluate can be done with
Gatzioura et al.’s definition in place. The measure is calculated using user-defined
tags, and in this project, Last.fm tags [8] are used. The pairwise similarity for each two
consecutive songs is computed and then the playlist similarity is the average across the
pairs. It is calculated as follows:

=1 Sim(ii+1)
n—1

Similarity =

Where:

la—b|+|b—al| )

Sim(a,b) = 1—1logr(1+ [alb|

With a and b representing a list of tags associated with each given song. |a — b| then,
is the number of tags associated with a and not b, and vice versa for |b —al. |aUb| is
the number of tags associated with either a or b.

This similarity measure is used by Gatzioura et al. [36] alongside IR metrics such
as precision and recall, as well as also using a diversity measure. Thus, the other
benchmark measure is my own variety measure, as defined in Section 4.2.3. Variety,
as mentioned previously, is also referred to in both [36] and [52]], which both specifi-
cally take objective measures into account. Thus, I have chosen to benchmark against
both similarity and variety in order to see if BOM is capable of outperforming eval-
uation techniques previously proposed that are close to my own. Since a key aim of
the proposed metric BOM is specifically to account for multiple objective measures,
the benchmarks will also allow us to see if the combination of these measures can
more accurately account for user preference than just one on its own. The results for
my proposed metric, as well as the two benchmarks, for each playlist given to each
participant, is reported in 7able 5.1 in Section 5.8.

5.3 Study Design

The study is targeted at participants who have an interest in music and regularly cre-
ate and consume playlists so that they can confidently articulate their opinion on the
generated playlists, as well as their normal playlist preferences. Participants provide
between 10 and 15 of their own or favourite playlists ahead of the study that they feel
represent good playlists and have a mix of their musical preferences, which are used to
calculate their ideal objective measure values, as well as the familiarity measure for the
recommended playlists. They also shared 3 songs that they would like to see a playlist
made from. This is done for the participants individually instead of generalised across
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participants so that they can talk about an area of music they know well, a technique
seen in Lee’s study [44]] where the participants were able to choose from a selection
of genres. Only one of the provided songs is used as a seed song for the study, but
due to occasional error with the generation platforms, the others provide alternatives if
needed.

Ahead of the study, two different playlists are created based on one of the provided
seed songs. One is created using Spotify’s ‘song radio’ feature [16], which creates a
playlist based on one song. The other is created using Last.fm’s ‘create similar tracks
playlist” feature [8], which does the same. Only songs that exist on both platforms
are chosen, so that the pool of songs is comparable, and the first 15 songs are chosen
so that the length of the playlist doesn’t affect the participants’ opinion. Additionally,
the playlists are migrated to the same platform and named ‘Testl’ and ‘Test2’, so
that there aren’t any external influences on the participants’ opinion. The participants
are asked to listen to the playlists before the session, making sure to consume them
independently from each other. The participants are not informed of the difference
between the playlists, their scores on the metric, or that a metric has been used to
evaluate each. They are simply told they will be interviewed about their enjoyment
of the playlists. This ensures impartiality on the participants’ side, so any preferences
they voice will be based on genuine experience, rather than subconsciously affected
by attempting to guess what the playlists are being evaluated on. This approach is
also adopted by Pauws and Eggen [52], who choose only to inform participants the
study is focusing on features of playlist quality rather than a comparison of differently
generated playlists.

During the session, the participants are interviewed in a semi-structured style about the
generated playlists and their playlist preferences, as well as on any follow-up points
that may arise. After the interview has concluded, the participants are asked to fill in a
questionnaire that is more concrete, asking them to directly compare the playlists, and
specify what preferences affected their enjoyment. This study design, combining an
interview and questionnaire, provides both quantitative and qualitative data. It allows
easy comparison of the participants’ enjoyment of the provided playlists, which can
give a simple conclusion about the success of the proposed metric, but also gives con-
text into why they may like one playlist over the other, and how the proposed metric
may have failed to capture their interest.

5.4 Methodology

For the user study, one-to-one, semi-structured interviews combined with post-interview
questionnaires were chosen. Having the sessions personalised allows the playlists to be
made for each individual, giving them a better knowledge-base to voice their thoughts
about the generated playlists. This also allows time for an in-depth exploration of their
personal attitudes towards the playlists and what they believe elicits a ‘good’ playlist.
These interviews result in qualitative data of recordings and transcripts, which can be
open-coded to find themes and overarching attitudes across the participants.

The post-interview questionnaire provides more quantitative data, which allows for
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direct comparison between the playlists for each participant, and gives the ability to
statistically analyse the results of the study. The questions are a mix of multiple choice,
rating, and opinion-based Likert scales. Asking participants to rate their generated
playlists is typical in user studies of this area, such as in [43}52]], and provides a clear
and easy measurement of user enjoyment.

5.5 Participants

The participants were chosen because they had an interest in music and regularly con-
sume or create playlists. This is key so that they can confidently express their opinions
about the provided playlists. The participants are a mix of people known to the re-
search team and also those who were previously unknown to the research team. The
inclusion of the participants known to the research team has the potential to have in-
fluenced the results from their interviews, and this is a limitation of the study, which is
discussed more in Chapter 6.

Participants were found via advertising to the University’s radio station [7/]], student
mailing lists, and through word of mouth of friends of the research team. Factors such
as age and gender did not have an affect on participation selection.

5.6 Protocol

Before the study, participants who agreed to join the study were sent a digital copy
of the participant information sheet (Appendix A) and the participant consent form
(Appendix B) to fill out and return. They were also sent information about how to join
a Microsoft Teams [11]] session for the scheduled time of their interview.

Participants were asked to provide around 10-15 playlists that they felt were good and
represented their music taste, alongside 3 songs that they would like to see playlists
based off of, of which one would be picked. In advance of the study, one of the
provided seed songs was used to create two different playlists, one using Last.fm [§]]
and one using Spotify [16]. The user-provided playlists were extracted to .csv files
and then used to create the participants’ idealised measures for each of familiarity,
cohesion, and variety, which form the basis of the evaluation metric. The two generated
playlists were evaluated on the proposed metric BOM, but this information was not
shared with the participant.

The playlists were then given to the participant around 24 hours before the interview
was scheduled for, so that they could familiarise themselves with the playlists. Prior to
this the playlists were migrated to the same platform and given generic names (‘Test
1’ and ‘Test 2’ respectively) to avoid external influence on the participant’s opinion.
No information about the playlist creation, their performance on the metric, or meta-
data was known to the participant, simply just the songs. The participants were not
instructed to listen to the playlists in a certain way (e.g. on or off shuffle), other than
independently of each other so that they would have opinions on each playlist sepa-
rately. For example, participant P8 provided the seed song ‘Stay Useless’ by Cloud
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Nothings. Their first generated playlist “Test 1’ is as follows:

Stay Useless - Cloud Nothings

Hey Cool Kid - Cloud Nothings

The Only Place - Best Coast

Brains - Lower Dens

The House That Heaven Built - Japandroids
Five Seconds - Twin Shadow

Now Here In - Cloud Nothings

Vomit - Girls

The Rat — The Walkmen|

Get Away - Yuck

Street Joy - White Denim

No Future / No Past - Cloud Nothings

Demon to Lean On - Wavves

Comeback Kid - Sleigh Bells

Heart in Your Heartbreak - The Pains Of Being Pure At Heart

Figure 5.1: P8 ‘Test 1’ Playlist

Which receives the final BOM score of 0.1358, with measure values as follows: Famil-
iarity = 0.1667; Similarity = 0.7118; and Variety = 0.7056. The values of similarity,
familiarity, and variety respectively across P8’s provided playlists can be seen in Figure
5.2.

Similarity Values for P8's Playlists Familiarity Values for P8's Playlists Variety Values for P8's Playlists
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Figure 5.2: P8 Playlist Values

At the start of the interview, participants were reminded of the content of the PIS and
Consent Form, and asked to confirm that they were consenting to the session being
recorded. The interview then began, and the questions in Section 5.6.1 below were
asked in a semi-structured manner, following up with relevant questions based on par-
ticipant responses. Once the interview concluded, the questionnaire was sent to the
participant via Teams chat, and they were given time to complete and send it back.
The participant was then asked if they had any questions before the end of the study,
which were answered appropriately. The recording was then stopped, the participant
thanked for their time, and the session ended.

5.6.1 Interview Questions
1. To start with, do you have any overarching thoughts about the playlists?

2. Did you prefer one playlist over the other? If so, which?



Chapter 5. User Study Evaluation 33

3. If yes, can you articulate why that was?

4. What do you normally look for in a ‘good’ playlist, whether that is one being
made by yourself, or one made by someone/something else?

5. Do you think these playlists, or one of these playlists captured that?

5.6.2 Post-Interview Questionnaire
1. Out of “Test 1’ and ‘Test 2°, which did you prefer? (Multiple Choice Question)

2. On a scale of 1-10 where 1 is ‘not at all’ and 10 is ‘a lot’, how much did you
enjoy playlist 1? (Rating scale from 1-10)

3. On ascale of 1-10, how much did you enjoy playlist 2? (as above)

4. My enjoyment of the playlists was affected by prior knowledge of the songs
and/or artists (Likert scale with 7 points ranging from ‘Strongly Disagree’ to
‘Strongly Agree’)

5. My enjoyment of the playlists was affected by the similarity of the songs to each
other and to my chosen seed song (as above)

6. My enjoyment of the playlists was affected by the mix of different artists and
genres (as above)

7. My enjoyment of the playlists was affected by something other than the three
options above (as above)

8. If you answered positively (mostly agree, agree, or strongly agree) to the above
question, please let us know what else affected your enjoyment of the playlists
(Long-text answer box)

5.7 Study Data

In total, nine people participated in the study, in the age range 20-25, made up of five
females and four males. The interviews lasted around 10-15 minutes each, totalling
135 minutes of interview footage, and nine questionnaire responses.

5.8 Study Results

In this section, the results of the user study are reported. The results are split into
interview and questionnaire. The interview results are based on open-coding analysis,
which involves finding common themes across the interview transcripts. These themes,
with quotes, are discussed below. The questionnaire data, being more quantitative, has
been cross-tabulated. The results in this section are simply reported without much
discussion of the findings. This will instead be done in Section 5.8.4.
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5.8.1 Metric Results

The scores received on the proposed metric BOM, the benchmark similarity calcula-
tion, and the benchmark variety calculation for each participant’s playlists are shown
here, with the better value for each, and the participant’s preferred playlist shown in
bold:

PARTICIPANT PLAYLIST BOM SIMILARITY  VARIETY

P1 1 0.1733 0.6186 0.6167
Pl 2 0.2052 0.8005 0.7167
P2 1 0.1732 0.5949 0.5780
P2 2 0.1817 0.6721 0.6495
P3 1 0.1992 0.7570 0.7275
P3 2 0.1768 0.7823 0.6833
P4 1 0.2053 0.8167 0.8062
P4 2 0.2184 0.652 0.8482
P5 1 0.1314 0.8734 0.6714
P5 2 0.1129 0.8862 0.6225
P6 1 0.1275 0.8615 0.6684
P6 2 0.1964 0.8329 0.7774
P7 1 0.1317 0.838 0.6

P7 2 0.1406 0.7243 0.6333
P8 1 0.1358 0.7210 0.7056
P8 2 0.1748 0.7034 0.7471
P9 1 0.1568 0.7189 0.7962
P9 2 0.1634 0.7310 0.7493

Table 5.1: Playlist ratings as given by user study participants

5.8.2 Interview Results

The first three interview questions were specifically related to the provided generated
playlists, and the comparison between the two. The final two questions explored what
the participants’ valued in playlists and whether they felt the generated playlists cap-
tured that. All of the participants indicated a preference for one of the two playlists.

While only five of nine participants preferred the playlist that performed better on
BOM, a common theme across these participants was a stronger preference than there
seemed to be in the other four. Participants P1, P3, P6 and P9 all felt positively toward
the better performing playlist and negatively toward the worse performing one. P1,
for instance, said “most of the tracks that were in the second playlist, I hadn’t listened
to before, but I didn’t necessarily enjoy them.” P3 also disliked the worse-performing
playlist, explicitly referencing a single song - “I think that’s actually probably why
I didn’t like the playlist cause I really didn’t like that song”. Whereas, participants
P2, P4, P5, and P8 who preferred the worse-performing playlist had positive feelings
towards both playlists, just with a particular reason for preferring the other. P2, for
example, said “I like the second playlists more, but they were both like, good.” In addi-
tion, P5 indicated they really enjoyed both playlists, “it’s really like slight differences
[...] in the second one, there was more songs that I loved. But the first one, like, be-
cause the flow was better 1, I really immersed myselfin it”, and P4 explicitly stated “/
would say that I liked both of them”.

For their reasonings behind preferring one playlist over the other, participants com-
monly referred to: their familiarity with the songs or the artists (P1, P2, P3, P5, P6, P7,
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P9), for example P3 saying “test two just had more familiar songs and artists”; and the
overall feeling and similarity of the playlists (P2, P4, P5, P6, P9), such as P6 saying “I
found the first one to be a more kind of relaxing, ambient kind of vibe.” Something that
was also common among the participants (P1, P2, P3, P4, P7) was that they enjoyed a
mix of familiar and unfamiliar songs, referring to the desire to find new music or new
artists by being introduced to them in tandem with things they already enjoyed. For
example, from P2: “I'd sort of want like a bit of a mix of like, things I know. But then
like, interspersed with like, new songs that are similar to the ones that I know already”
and P1 “you sort of find a playlist similar to the stuff that you’re currently listening to
and then chances are there’ll be new tracks on there that you haven’t heard before”.
In addition, both P1 and P6 referenced track transitions in their preferred playlists. P6
stated “there wasn’t any, like, aggressive jumps in like, you know, I didn’t even real-
ize when one song ended, because it was just like this, like, one long thing.”, and P1
similarly said “it didn’t feel necessarily like it was so jarring when you switch between
songs”.

Some participants had specific curation habits, for example, P8 said they desired “deep
cuts” in a playlist. For them, this meant they either wanted niche artists they hadn’t
heard of or less known tracks by familiar artists. Playlist 2, in this participants case,
fulfilled these criteria more. Additionally, P5 referenced nostalgia, saying “sometimes
I would put a playlist together that has songs that remind me of a certain time in my
life.”. Their preferred playlist, they said, “had a couple of songs that were what I was
listening to a couple of years ago. [...] And it brought me back those memories”

For participants that preferred the playlist that did not perform best on BOM (P2, P4,
P5, P8), the most commonly cited reason was that their preferred playlist contained
songs that all evoked the same feeling or mood, which was how they organised their
own libraries. P5, for example felt that for their preferred playlist “most of [the songs],
with some exceptions |[...] were like, sad pop songs, which really, like matched the vibe
of ‘Ghost of You’”. P4 also said “I think more of it is to do with mood, like what kind of
mood it puts me in or what kind of feeling the music gives you”. Another reason given
by P8 specifically was that their preferred playlist was more obscure and diverse, “it’s
not necessarily very similar, but catches, in a way, the same vibe. So you just need to
be in a mood for this, but it’s much less obvious and much more interesting.”

5.8.3 AQuestionnaire Results
5.8.3.1 Questions 1-3

The first three questions deal with the participants thoughts towards the two playlists,
and comparison between them. Here, instead of referring to playlists as ‘Test 1’ or
“Test 2°, as they were known to the participants, they will be referred to as either
the better-performing and worse-performing playlists, referring to which playlist min-
imised the score of BOM, or as the preferred and non-preferred playlists, referring to
whether the playlist was preferred by their respective user. The scores reported across
each participant are as follows:

Of the nine participants, five preferred the playlist that performed better on the pro-
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Playlist P1 P2 P3 P4 P5 P6 P7 P8 P9 Mean Average
Better-Peforming 9 6 8 8 6 9 8 6 10 7.78
Worse-Peforming 4 8 5 10 9 5 6 8 5§ 6.67

Table 5.2: Playlist ratings as given by user study participants

posed metric BOM. Of these five participants, the average score given to their pre-
ferred playlist out of 10 was 8.8, and the average score given to their non-preferred
playlist was 5.0. For the four participants that preferred the worse performing playlist,
the average score given to their preferred playlist was 8.75, and the average score given
to their non-preferred playlist was 6.5.

5.8.3.2 Questions 4-9

Questions four to nine are more subjective questions, asking the participants to indicate
what affected their enjoyment of the provided playlists. Seven of nine participants (all
except P4 and PS8) agreed that their enjoyment of the playlists was affected by their
prior knowledge of the songs or artists contained, three participants (P1, P2, and P6)
strongly agreeing. Seven of nine participants (except P3 and P8) also agreed that their
enjoyment of the playlists was affected by the similarity of the songs to each other and
to their chosen seed song, four participants (P2, P4, PS5, P6) strongly agreeing. All
participants except P2 agreed that their enjoyment of the playlists was affected by the
mix of artists and genres, two (P1, P8) strongly agreeing.

Enjoyment of playlist was affected by: Agreement Neutral Disagreement

Familiarity of songs / artists 78% 11% 11%
Similarity of songs 78% 11% 11%
Mix of artists / genres 89% 11% 0%
Something else 33% 56% 11%

Table 5.3: Agreement levels among participants for each statement

In addition, three participants (P3, PS5, P8) indicated that something else affected their
enjoyment of the playlists that was not covered by questions 4-8, and explained further
in question 9. P3 detailed “Second playlist was more upbeat, happier vibes. Overall
better, liked most songs as opposed to a few bad songs ruining my opinion of the first
playlist”. P5 said “the mood associated with listening to these songs”, and similarly
P8 indicated “Mood or overall feeling of songs. Something that is hard to put into any
objective measures” .

5.8.4 Results Discussion

From the study results, hypothesis 1) has proved to be true, however not by a large
margin, and not enough to be statistically significant. The majority of participants
did prefer the playlist that performed better on BOM, but this majority was very slim
at only 55%. Hypothesis 2) has not been proven, with song similarity and variety,
on a quantitative level, each being able to predict enjoyment for the same level of
participants at also 55%. Hypotheses 3) was proved to be true for all participants, as
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they all indicated through interview and questionnaire responses that there were at least
two objective measures they considered when thinking about playlist quality.

The results indicate that while not perfect in its current form, BOM does seem to be
a reasonable starting point for the creation of a metric like this in the future. 100%
of participants indicated more than one objective measure affected their enjoyment of
the playlists, which is important to consider in future work in this area and solidifies
Bonnin et al. [25], and Fields’ [35] attitudes that their combination is key for future
research. Also, a majority (78%) of participants indicated that their familiarity with
the playlists impacted their opinion. Familiarity is looked at least across previous
responses to playlist evaluation, for example, novel evaluation techniques used in [36,
52] focus on song similarity and some kind of representation of diversity. Neither
consider familiarity, yet the results of this study indicate that it is important to listeners,
at least across these participants.

Also interesting is the level of preference the participants tended to have when looking
at the playlists that performed well on BOM. None of the participants gave a better-
performing playlist a score of less than six, and all indicated mostly positive attitudes
towards these playlists, usually just having a specific reason that the other playlist was
better. The playlists, across all participants, that performed better on BOM, were on
average rated higher, with a mean score of 7.78, compared to the worse-performing
playlists average rating of 6.67. While not a very large margin, this could at least
indicate that playlists performing well on BOM are generally enjoyed, and with future
work into weighting or further personalisation of the metric for each user, it could be
a good predictor of user enjoyment.

The benchmark measures also indicate where issues with BOM may lie and how it
could be improved in future research. As mentioned previously, and discussed further
in the next chapter, BOM does not weight different objective measures, instead giving
them all the same importance. However, we can see from the benchmark scores that
participants tended to prefer the playlist with either higher similarity or higher vari-
ety. If BOM gave more weight to whichever of these the participant preferred, it may
even better indicate user enjoyment. The benchmarks themselves also were unable
to entirely predict user enjoyment, with both also predicting five of nine participants’
preference. While BOM does not outperform these benchmarks, it does indicate that
for all participants, more affected their enjoyment than just one measure of similar-
ity or variety. The basis for BOM is the combination of these objective measures and
understanding how they can impact users’ satisfaction with generated playlists. The
results of this study do show that just one objective measure cannot generally predict
user preference well enough to be used as the basis for an evaluation metric.

Finally, one of the most interesting findings from this user study that should continue to
be considered in research in this area, is that the semantic gap [27,136]] does tend to be
the main issue in being unable to model user preference. As discussed in Section 5.8.2,
in the cases participants preferred the playlist that performed worse on BOM, three of
the four referenced the mood of the songs or the feelings the playlist evoked in them,
which is of course, harder to represent using computation, as we cannot necessarily
understand what feelings are being evoked for a user, or why this is the case.
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Discussion

6.1 Limitations

Since this project was undertaken on a relatively small scale, there are limitations to
the research presented in the chapters above. This mainly falls into two categories:
limitations of the proposed metric itself, and limitations of its evaluation.

6.1.1 Metric Limitations

In terms of the proposed metric itself, there are a few limitations to its creation and
potential use in the future. Firstly, as mentioned in some sections above, each measure
combined into the metric has the same impact on the final score, i.e. they each hold
the same weight. This limits the opportunity for the metric to be truly personalised for
each user. It can be seen clearly in the results of the user study of the metric against the
benchmarks in Table 5.1 that most participants valued one of the benchmark measures
over the other. From the interview and questionnaire results it was also apparent that
the participants had their own specific ideas of what constituted a good playlist, and
while basing the metric on personalised ideal values goes some of the way in capturing
this, it could be one of the reasons the metric didn’t perform as well as expected.

Additionally, the formulations for the measures used in the metric are arguably quite
simplistic. This is especially relevant for the similarity measure, and there have been
a number of influential works on calculating song similarity, e.g. in [60, 48, 49, 47].
These approaches typically perform their own spectral analysis, producing features
they identify as important, rather than using predefined features like in Spotify’s API
[2]], which we have no control over. Using a pre-calculated audio analysis limits what
features we can base the similarity measure on, and those used may not accurately
capture how users truly perceive similarity.

6.1.2 User Study Limitations

The user study also has limitations in terms of how conclusive the results from it can
be. Most importantly, the user study was very limited in terms of its size. With only
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nine participants, findings cannot be generalised across all playlist consumers, and the
results of the study were not enough to be statistically significant. The user study also
contains limitations in that some of the participants knew the research team prior to
the study taking place. While none of the participants knew the real motivation behind
the study or had any knowledge about the contents of this research, there is still the
potential for bias from these known participants.

6.2 Future Work

There is lots of opportunity for future work to expand on the base idea of my proposed
metric. Again, this falls into two main categories: improvements to the metric itself,
and a more expansive evaluation of the metric’s effectiveness.

6.2.1 Metric Future Work

Currently, the calculation of the metric relies on relatively simple formulations for each
objective measure. For the cohesion measure for example, there are other explored
approaches in music recommendation literature on how to calculate similarity between
songs. Conducting more research into which audio features impact user enjoyment and
implementing one of the more computationally complex similarity measures within
BOM could improve its ability to capture user preference. Similarly for the familiarity
measure, more user playlists, their entire song library, or their listening history could
be used as a more accurate representation of songs and artists the user knows. Like
discussed in Section 4.2.1., there are some key issues here such as making sure the user
also likes the songs they’ve previously listened to, but in a more resourceful exploration
of this metric, there may be ways to combat this.

Another key improvement to the metric would be implementing weights in some way
in the final calculation, either using a weighted version of the MAE, or something else
such as a weighted harmonic mean. It may be that more closely meeting variety values
have a greater impact on user enjoyment, for example, than cohesion. In which case,
the metric could more strongly penalise a recommended playlist that was further off the
user’s ideal variety value. Like discussed in Section 4.2.4.2, choosing these weights
is a challenge in itself, since it is hard to optimise for wide-ranging user enjoyment
without readily available playlist ratings, or a very large user study. If in future, those
issues could be combated with the public release of a playlist rating dataset, or with
improvements in user simulation, these weights could make an improvement to BOM.

Finally, a particularly interesting application for the use of a metric such as the one
proposed here would be the use specifically in APC. Since we know from previous
research into playlist preferences [33] that the playlist purpose is the key to under-
standing what it should contain, for APC, we need to understand this purpose in order
to make better recommendations. In an APC scenario, the metric could be specifically
applied to the pre-existing playlist for the ‘ideal’ values, and recommendations should
try and keep the balance of those values as close to the original tracklisting as possible.
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6.2.2 User Study Future Work

As discussed in Section 6.1.2, there are two main limitations to the user study per-
formed here, those being that the study was limited in size, and also that there is the
potential for bias as some of the participants were known to the research team prior
to the study. While the metric proved to be reasonable for this particular group, the
study was not large enough to be statistically significant, and the results cannot be gen-
eralised to all playlist creators. A wider ranging user study would further determine
whether the use of multiple objective measures can capture user interest. Particularly
something that may be useful would be A/B Testing on two groups that receive, dis-
cuss, and rate playlists generated by two different models, one trained using a current
evaluation technique such as missing tracks and IR metrics, and one trained using a
combination of this and the metric proposed here.

6.3 Research Question

Throughout this project, the research question I have aimed to answer is as follows:

Can ‘objective measures’ of playlist quality be combined to create an evaluation
metric that captures user preference for automatic playlist recommendations?

6.4 Conclusions

To conclude, in this project, I have aimed to propose and test a new evaluation metric
to be used in Automatic Playlist Generation and Automatic Playlist Continuation as
a measure of playlist recommendation quality. I have researched and analysed the
current techniques used in APG and APC research, and discussed their issues in terms
of how they reflect user preference, to deepen my understanding of the problem and
find what needs to be changed. The proposed metric, Balanced Objective Measures
(BOM), combines user familiarity, playlist cohesion, and song variety, to reflect user
preferences for playlists as discussed throughout previous literature and aims to solve
the discussed problems with existing evaluation techniques.

When evaluated on a small user study, while not perfect, BOM does show a good
starting point for future work in the creation of a playlist evaluation metric, and indi-
cates that combining objective measures can, on some level, capture user preference
for playlist recommendations. Playlists performing well on BOM had a high average
score across participants when compared to worse-performing playlists, indicating that
it does capture a level of user enjoyment. In addition, participants in the study further
show the need for the combination of multiple objective measures in future playlist
quality metrics, as benchmark values of similarity and variety could also not perfectly
predict user preference, and all participants indicated more than one measure that was
important to them in playlist curation. In the cases that BOM’s performance could
not predict user preference, participants’ responses solidified that music is a subjective
recommendation item that relies heavily on users’ moods and emotions, and further
work on music recommendation must have this at its core.
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Participant Information Sheet

Project title: Evaluation of Automatically Generated Playlists

Principal investigator: Pavlos Andreadis
Researcher collecting data: | Jennifer Logan

Funder (if applicable): N/A

This study was certified according to the Informatics Research Ethics Process, RT number
2019/33469. Please take time to read the following information carefully. You should keep
this page for your records.

Who are the researchers?

The research is being carried out as part of an honours project looking at how we
evaluate playlists that have been generated automatically. Today’s study is run by
Jennifer Logan who is the student undertaking the project, with help from supervisor
Pavlos Andreadis.

What is the purpose of the study?

The purpose of this study is to help understand what makes users like or dislike
playlists and how the idea of a ‘good’ playlist should be defined and evaluated.
Why have | been asked to take part?

We are looking for people who have an interest in music and create their own
playlists. You have been asked to participate because we believe that you have this
type of experience.

Do | have to take part?

No — participation in this study is entirely up to you. You can withdraw from the study at any
time, up until 12th April 2021 without giving a reason. After this point, personal data will be
deleted and anonymised data will be combined such that it is impossible to remove
individual information from the analysis. Your rights will not be affected. If you wish to
withdraw, contact the Pl. We will keep copies of your original consent, and of your

withdrawal request.

What will happen if | decide to take part?

You will be asked to provide us with some of your own playlists and some ‘seed
songs’ which a new playlist can be based on. During the session you will be shown
some automatically generated playlists made specially for you and will be allowed to

listen to a snippet of the songs. If you consent, the session will be recorded so we
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can review it in more detail later. After you have familiarised yourself with the
generated playlists, you will be asked for your opinion on each of them. Our goal is
to understand what makes playlists agreeable to users, so hearing your opinion on
differently generated ones will help us understand what approaches to automatically
generating playlists should take into account. The session should take around 30-45
minutes.

Are there any risks associated with taking part?

There are no significant risks associated with participation.

Are there any benefits associated with taking part?

None other than helping a student with their project and potentially understanding
your own playlist preferences more!

What will happen to the results of this study?

The results of this study may be summarised in published articles, reports and
presentations. Quotes or key findings will be anonymised: We will remove any information
that could, in our assessment, allow anyone to identify you. With your consent, information
can also be used for future research. Your data may be archived for a maximum of 4 years.

All potentially identifiable data will be deleted within this timeframe if it has not already been
deleted as part of anonymization.

Data protection and confidentiality.

Your data will be processed in accordance with Data Protection Law. All information
collected about you will be kept strictly confidential. Your data will be referred to by a
unigue participant number rather than by name. Your data will only be viewed by the
researcher/research team Jennifer Logan and Pavlos Andreadis.

All electronic data will be stored on a password-protected encrypted computer, on
the School of Informatics’ secure file servers, or on the University's secure encrypted
cloud storage services (DataShare, ownCloud, or Sharepoint) and all paper records
will be stored in a locked filing cabinet in the PI's office. Your consent information will
be kept separately from your responses in order to minimise risk.

What are my data protection rights?

The University of Edinburgh is a Data Controller for the information you provide. You have
the right to access information held about you. Your right of access can be exercised in

accordance Data Protection Law. You also have other rights including rights of correction,
erasure and objection. For more details, including the right to lodge a complaint with the
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Information Commissioner’s Office, please visit www.ico.org.uk. Questions, comments and
requests about your personal data can also be sent to the University Data Protection Officer
at dpo@ed.ac.uk.

Who can | contact?

If you have any further questions about the study, please contact the lead
researcher, Jennifer Logan <s1704329@ed.ac.uk>.

If you wish to make a complaint about the study, please contact
inf-ethics@inf.ed.ac.uk. When you contact us, please provide the study title and
detail the nature of your complaint.

Updated information.

If the research project changes in any way, an updated Participant Information Sheet
will be made available on http://web.inf.ed.ac.uk/infweb/research/study-updates.
Alternative formats.

To request this document in an alternative format, such as large print or on coloured
paper, please contact Jennifer Logan <s1704329@ed.ac.uk>.

General information.

For general information about how we use your data, go to: edin.ac/privacy-research
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Participant number:

Participant Consent Form

Project title: Evaluation of Automatically Generated Playlists
Principal investigator (Pl): Pavlos Andreadis
Researcher: Jennifer Logan

PI contact details: pavlos.andreadis@ed.ac.uk

By participating in the study you agree that:

* | have read and understood the Participant Information Sheet for the above study,
that | have had the opportunity to ask questions, and that any questions | had were

answered to my satisfaction.

* My participation is voluntary, and that | can withdraw at any time without giving a

reason. Withdrawing will not affect any of my rights.

* | consent to my anonymised data being used in academic publications and

presentations.

* | understand that my anonymised data will be stored for the duration outlined in the

Participant Information Sheet.

Please tick yes or no for each of these statements.

1. | agree to being audio recorded.
2. | agree to being video recorded.
3. lallow my data to be used in future ethically approved research.

4. | agree to take part in this study.

Name of person giving consent Date Signature

Name of person taking consent Date Signature
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