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Abstract

In present days, clouds store vast amounts of data. Government agencies and large companies have their private clouds to carry out confidential research and to store sensitive data. Recently, a number of covert channels have been discovered that enable the covert communication in the cloud between parties such as two virtual machines on the same host machine. These attacks violate the isolation guarantees which are assumed in the cloud. As a result, covert channels pose a significant threat to the containment and protection of confidential data stored in clouds.

In this work, we present the Bankrupt attack. It is a covert channel which enables the communication between a sender and a receiver in an RDMA-connected cluster. We assume that the sender and the receiver are not allowed to interact with each other over a legitimate communication channel and are located on different physical machines. To establish the covert communication, we create a timing channel in one of the memory banks of a third machine in the cluster that both the sender and the receiver can access via RDMA.

The Bankrupt attack poses a security threat as it can be used to exfiltrate information from a machine in a private cloud which is not connected to the Internet to another machine in the same cluster, which has access to the public Internet. From there, the secret can be transferred into the hands of a malicious entity.

In the report, we elaborate on the design of the covert channel. We provide a procedure to identify a set of virtual memory addresses which map to the same bank in memory. In addition, we give an algorithm to decode the obtained signal. We list a number of mitigation techniques, which aim to enhance existing technology to detect or protect against the Bankrupt channel.

We evaluate the covert channel on a private cluster at the University of Edinburgh and the CloudLab research cluster. We find that on our cluster the channel achieves a throughput of 158.73Kbps and an error rate of 5%. The channel achieves a throughput of 204.5Kbps and an error rate of 3.5% on CloudLab. The channel’s throughput and error rate are not affected by local memory load. The covert channel remains operational in the presence of network load, but has a 30% lower throughput and a higher error rate. The channel remains undetected by existing profiling tools, which strengthens its practicability.
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Chapter 1

Introduction

1.1 Overview

Nowadays, the increased need for computing has caused most major companies to create their own distributed computing infrastructures. These are often called private clouds or private data centers and they consist of thousands of machines. Private clouds are used to operate what have become important services such as email, mapping services, and search engines. Due to the tight performance and quality of service (QoS) requirements of these applications, the servers in the private cloud often use cutting edge hardware and they are connected using high-end networking. Moreover, large companies deal with enormous amounts of sensitive company and customer data, like credit card numbers, search history, personal communications, and more. Hence, it is of utmost importance that their computing infrastructure is highly protected from intrusions.

Governments also have their private data centers. For example, the Pentagon, the headquarters of the United States Department of Defense (USDoD), uses one to carry out military and other research, to run expensive simulations, to store information about arms, confidential documents, and much more data that is unknown to the general public. Leaking a few such facts would likely cause an international uproar and pose a severe threat to national security not only of the US, but of other countries as well. It would also lead to lengthy investigations into the source and culprits of the breach. For these reasons, the Pentagon and similar institutions in other countries are some of the most heavily guarded facilities in the world, both from a physical and a computer security point of view.

Companies and institutions which possess private data centers employ strict policies to ensure the confidentiality and integrity of their data. Some general policies include strong authentication and encryption. Virtual machines are used to ensure process isolation of different services within single machines. The machines which run secret services in private clouds are normally isolated from the public Internet. This is a further policy to ensure that attackers who have acquired some sensitive information cannot leak it online. Intrusion detection systems are also put in place to sense unusual activities which might indicate a data breach.
Recently, the Pentagon has signed a $10bn contract with Microsoft to move all of its data to the Microsoft Cloud [19]. This is an unprecedented case, where some of the most secretive data on the globe will move to the computing infrastructure of a commercial company. Although Microsoft will reap huge profits from these negotiations, it has also taken on a great deal of responsibility. Not only does Microsoft need to protect the data from external illegitimate accesses, but it also needs to guard it against its own employees.

Covert channels are attacks which enable the exchange of information between a sender and a receiver in a setting where the communication between the two parties is prohibited. A covert channel can be used to circumvent crucial isolation guarantees in the cloud. For example, it has been demonstrated that two virtual machines on the same physical node can communicate with each other, although it is assumed that virtual machines guarantee isolation. Because covert channels do not use an explicit communication channel, they can cause a continuous leak of data, which is hard to detect and remove. As a result, they pose a severe security threat to applications in the cloud.

In this work, we present the Bankrupt attack. It is a covert channel which exploits the organization of main memory and the design of the network in private clouds to enable the communication between machines on the same cluster. While most other covert channel attacks rely on the attacker’s capability to collocate their malicious software on the same CPU, the Bankrupt attack we describe allows to extend the collocation requirement to an entire cluster (or even a datacenter-wide) deployment. In order to do this, the Bankrupt attack uses a third non-malicious machine in the cluster that both the sender and the receiver can communicate with.

Looking back at the Pentagon example, if an attacker acquires access to military plans on a machine that does not have Internet access, they can use the Bankrupt channel to transfer the plans to a machine in the same cluster that has access to the Internet. From there, the information can be sent over the Internet to be leaked to the general public or a foreign government. Using a covert channel is crucial in this case, because the machines in the cluster storing the military plans are disconnected from public Internet for security reasons.

Good bandwidth is essential for a covert channel, but covertness is at least as important. As a concrete example, there is usually no real-time requirement to exfiltrate sensitive information from the Pentagon. On the other hand, it is much more desirable for an attacker to remain undetected so that they can leak data for an extended period of time.

We are able to mount the covert channel on our own cluster and a real cloud. Both experimental platforms use recent hardware, which demonstrates Bankrupt’s potential impact on modern cloud infrastructures. The Bankrupt attack achieves a throughput of 204.5Kbps and an error rate of 3.5% on real cloud computing infrastructure. It maintains its performance under load in the system and the cluster, achieves high throughput in the presence of network load as well. In addition, it remains undetectable by commonly monitored profiling metrics.
1.2 Contributions

In this work we make the following contributions:

- We discuss how the combination of some design principles in the organization of main memory and RDMA networks makes it possible to create a covert channel in a private cloud.
- We design and implement the covert channel, which we call Bankrupt.
- We implement a decoder for the signal obtained by the receiver in the covert channel.
- We discuss possible mitigations for the attack.
- We evaluate the channel’s throughput and error rate in isolation and under load.
- We evaluate the channel’s covertness and its ability to remain hidden from monitoring tools.

1.3 Outline

This section outlines the structure of the report.

Chapter 1 is the introduction, where we explain where and how the channel can be used. We also summarize the contributions and the contents of the report.

Chapter 2 presents the background required for the project and the related work. We go over the basics of covert channels, memory organization and RDMA networks. We also place our work into context with respect to other existing covert channels.

Chapter 3 is the methodology, where we describe the assumptions we make for the attack and the tools available to the attacker. We also present the specifications of our experimental platforms.

In Chapter 4, we describe the design decisions in the hardware which make the attack possible. We also give an overview of the attack and the associated challenges and how we solve them. We describe the decoding procedure and list potential mitigations.

In Chapter 5, we evaluate the properties of the channel under different cluster settings. We also examine the covertness of the attack.

In Chapter 6, we give pointers to future work and summarize the results.

1.4 Previous Work Carried Out

I started with the project this year. I changed from my MInf Part 1 project to this project.
Chapter 2

Background and Related Work

The covert channel that we present combines knowledge of covert channels, memory organization and Remote Direct Memory Access (RDMA). This chapter introduces the fundamentals of each one of these concepts required by the attack. The chapter begins with an introduction to covert channels and then describes the memory organization of modern computers, Remote Direct Memory Access (RDMA) as well as the implications that these have for modern systems. We also briefly introduce the notion of tail latency and tail attacks, which is one of the use cases for the Bankrupt attack.

Finally, we place our work in context by comparing it to other existing covert channels, both in local machines and over the network.

2.1 Covert Channels

Covert channels are attacks which enable the exchange of information between two parties where the communication between them is not normally allowed. Some reasons for this prohibition can be process isolation on a local machine, a firewall in a network, or the isolation between virtual machines running on the same host in a cloud. For example, an application may be used for storing confidential healthcare data. In this setting, it has access to sensitive data but (most likely) no access to the Internet. In this case, the application may attempt to find another application (for example, running on the same physical machine) that it can leak the data to by using one of the known covert channels. Hence, covert channels pose a significant security threat, as containing confidential information becomes a challenging problem.

In a covert channel, the information often flows from the sender to the receiver over a channel which is not designed for communication. Covert channels usually exploit the properties of a shared resource in a system or an infrastructure. Routers, caches, the memory bus, core temperature, and network adapters have all been used to launch covert channels on modern systems.

One important type of covert channel is a timing covert channel. In this scenario, the sender modulates the response time of the shared resource (e.g., memory access time) while the receiver probes and records the response time that it sees. High access
times observed by the receiver can be taken to mean that the sender is sending a 1 and low access times can be taken to mean 0 in a binary channel. Timing channels have been the primary attack and research target due to the rife timing differences that modern hardware components expose. Nonetheless, there are also thermal, sound covert channels, etc.

The typical requirements for a robust covert channel include sufficient bandwidth to transmit the secret in a reasonable time, low error rate, and being undetectable by software and hardware monitoring capabilities. A desirable property for a covert channel is resistance to the load caused by other applications. For example, this can be the load that other applications have on the response time of the shared resource in a timing covert channel.

Constructing a channel with all these characteristics in a wide area deployment can pose a severe security threat. Covert channels exploit timing differences in the hardware are fundamentally tied to performance, e.g. hit/miss timing difference in caches. Protecting against them might cause a noticeable degradation in performance. This makes the job of a computer engineer more difficult, as it requires not only to identify potential security vulnerabilities, but to fix them in a way which does not devalue performance.

2.2 Memory Organization

Memory hierarchy and main memory subsystem. In modern computers, main memory is much slower than the processor. For this reason, virtually all contemporary machines implement a memory hierarchy. Normally, caches sit on top of the memory hierarchy, which enable fast access to hot items. Their details are not relevant to the attack. The caches are followed by main memory, which has rich structure in modern computers.

The main memory in modern systems typically has 2-6 channels, which can be accessed in parallel. The organization of a generic memory channel is shown in Figure 2.1. In turn, each channel has multiple Dual Inline Memory Modules (DIMMs), which normally have 2 ranks, corresponding to each side of the DIMM. A rank consists of banks, which can be accessed in parallel and store the memory contents in a matrix-like structure with rows and columns. To sum up, the main memory structure resembles a distributed system where the banks are logically independent servers. The ability to serve requests from all banks in parallel means that the memory bandwidth can scale linearly with the number of banks. Under normal conditions, the memory traffic is spread relatively evenly across all banks, in a way that the banks are often underutilized [11].

Row buffer. Each bank has a row buffer which can be thought of as a cache that can only hold one bank row. A row which is active in the row buffer is called "open". An access to an open row incurs a latency called Column Address Strobe (CAS). Period-
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Figure 2.1: Organization of a single memory channel. The processor and the memory controller is also shown. [34]

ically, the bank performs a refresh operation (PRE), where the open row is closed. In that case, if a request comes in to any row when when no row is currently open, the accessed row needs to be loaded with latency known as Row Address Strobe (RAS). In total, the cost of such accesses is RAS + CAS. In the worst scenario, a row which is not open is accessed while there is a currently open row. In this case, the open row needs to be closed and the accessed row is fetched to the row buffer. This event is called a row conflict and results in the highest latency that can be incurred in a bank – equal to PRE + RAS + CAS.

Mapping from address to bank. The existence of banks implies that the physical memory of the system needs to be distributed in some way among the banks. Modern processors have one or more integrated memory controllers (IMC) on the chip which coordinate the communication between the memory and the other parts of the system. The memory controller is connected to the memory via a bus. The memory controller and the bus are shown in Figure 2.1. The memory controller is responsible for the mapping from physical addresses to banks. Thus, when a request arrives at the memory controller, it is sent to the respective bank queue based on the mapping function.

The possibility to serve requests from different banks in parallel opens up an opportunity for the memory controller to increase the total memory bandwidth. This can be done by organizing the physical address space in banks in a way that parallel accesses to different banks are maximized. Memory controllers employ a hashing function of some combination of the lower bits of the physical address to map the addresses to a bank. The lower bits are preferred over the higher ones due to their higher entropy, but which exact bits are used depends on the processor as well as the memory configuration – the number of channels, DIMMs, ranks and banks.

Some vendors reveal this mapping, while others like Intel keep it proprietary. Nevertheless, there are tools like Drama [25], which have reverse engineered the hashing function on several Intel processors. Drama forms sets of addresses which belong to the same bank but different rows by exploiting the timing difference that arises from
row conflicts. The mapping functions obtained based on these sets for different configurations can be found in [25].

Even though overall memory bandwidth scales with the number of banks, the throughput of a single bank is limited and, in fact, has not increased over the last decade. For reference, if we take relatively new hardware, memory bandwidth per channel is around 20GB/s, while the bandwidth of a single bank assuming 48ns delay [21] for row conflicts is 1.33GB/s. The implications of this are that a bad mapping or unlucky accesses to the same bank can cause the performance of the memory to drop below advertised or acceptable levels.

2.3 Remote Direct Memory Access (RDMA)

RDMA is a technology deployed at the end-points in a computer network which aims to offload the network stack and to provide faster remote memory access than conventional networks. It originates from high-performance computing and it is widely adopted by cloud providers like Microsoft and Oracle. There are two main RDMA architectures – Infiniband and RoCE (RDMA over Converged Ethernet). Infiniband is designed to support RDMA with its own hardware and protocols, while RoCE enables RDMA over an Ethernet network. This means that RoCE can run on existing Ethernet infrastructure.

RDMA implements one-sided read/write transfer operations. They are handled by RDMA network interface cards (RNICs or RDMA NICs). RNICs are specialized hardware components, required to deploy RDMA. RDMA operations are performed asynchronously allowing the sender to continue its operation without waiting for the operation’s completion. RDMA operations bypass the CPU of the receiver which drastically reduces its utilization.

The comparison of RDMA and conventional networks can be seen in Figure 2.2. In conventional TCP/IP networks, the application-level data is wrapped on the CPU of the sender, which involves multiple copy operations. Only then, the data is sent to the NIC and over the network, before it has to be unwrapped by the receiver’s CPU. On the other hand, RDMA transfers data from the virtual memory of the sender application directly to the RNIC and over the network, without intermediate copy operation that take up valuable CPU cycles.

These properties allow RDMA to offer a low latency and a high throughput network as well as to boost the performance of all applications by reducing the CPU overhead of the network.

Before a memory region can be accessed via RDMA, it needs to first be registered with appropriate permissions by the application that owns it. After that, the registered memory cannot be swapped out of the memory to the disk and it can be accessed by a remote application similar to how that application would access its own address space – by including the virtual address and the size of the request in an RDMA packet.

At the destination side, an RDMA read packet is translated into a sequence of memory requests. This commences a DMA read transaction that is processed by the CPU root
complex. The root complex then forwards them to the memory controller which sends them to the corresponding bank’s queue. The memory accessed by RDMA is not cached so the requests always go to the main memory.

The RDMA protocols do not guarantee strong security properties. RDMA implements keys associated with each memory region, which need to be passed when the memory region is accessed. Keys function like a weak authentication measure. Other than that, RDMA does not provide any encryption on its own yet, although there are attempts to do this. Furthermore, by bypassing the destination CPU and the OS, RDMA exposes the details of the low-level memory interfaces such as the memory inter-leaving scheme and the virtual address space in the destination machine.

2.4 Related Work

In the related work for covert channels, we also have to briefly consider side channels. Side channels are attacks where an attacker is able to extract confidential information from a victim without permission. Attackers can obtain the secret through the victim’s usage of a resource that both parties share. One use case for covert channels is to transmit the information retrieved via a side channel. The two types of attacks should be considered together in the related work. For example, the timing difference in a shared resource which allows one type of attack can be used to construct the other one.

There are multiple cache covert and side channels, which exploit the timing difference between cache hits and cache misses. PRIME+PROBE cache attacks have been developed which can target a particular cache set. Hyperthreading \[16\] has been exploited to establish a side as well as a covert channel between processes running on the same physical core \[24\]. Cross-core attacks \[18, 14, 8\] exploit the shared last level cache which allows an eviction from it to result in an eviction in the L1 cache of a target process. This relies on the successful reverse-engineering of the placement function in the last level cache \[17, 36\]. FLUSH+RELOAD cache attacks \[10, 35\] can exactly identify a cache line, but they require shared memory which is normally disabled in a cloud setting.

One reason for the prevalence of cache covert and side channels is that they are the
first level of memory that is accessed for each memory request, which makes it easy to reason about their timing behaviour. What is more, caches are very well-understood, which helps to reverse-engineer any undocumented implementation. Usually, only few accesses to a cache are required to achieve a desired result, such as evicting a particular cache line or set. This, and the short cache access time, are the reasons for the relatively high bandwidth of cache attacks.

Memory has also been a prime target for covert and side channels attacks. Several attacks have exploited memory deduplication \[29, 3, 33\]. This is a technique employed in a virtualized setting to reduce the physical memory used by sharing same-content memory pages. The memory bus has also been used for covert channel communication in a virtualized setting \[32\]. The Drama covert channel \[25\] is very closely related to the Bankrupt attack because it targets memory banks as well. It fully reverse-engineers the processor’s mapping from physical address to bank in memory and uses this information to retrieve addresses which map to the same bank but a different row. It then exploits the timing difference between row hits and row conflicts to establish covert channel communication between parties which share the same memory module.

While most of the mentioned attacks rely on the attacker’s capability to collocate their malicious software on the same CPU, multiple covert and side channels have been discovered that do not require collocation on the same physical machine. NetCAT \[12\] is a side channel which is able to retrieve SSH keystrokes over the network. It effectively uses Intel DDIO \[6\] to mount a cache attack from the RDMA network. Pythia \[30\] is another side channel over the network which allows one RDMA client to find out what addresses another RDMA client has accessed from an RDMA server. To do this, it reverse engineers the memory architecture of the server’s RNIC and exploits it to monitor what memory the victim accesses. Both of these attacks leverage the low-level information exposed by RDMA about the remote virtual memory.

The Bankrupt attack is related to the mentioned attacks in that it enables covert channel communication between machines in the cloud. Similarly to the Drama attack, it uses a timing channel in the memory bank to transfer information. Nevertheless, differently from the local Drama covert channel, Bankrupt is a remote covert channel. To the best of our knowledge, there does not exist a covert channel over an RDMA network which enables the reliable transmission of messages from a sender to a receiver via a timing channel in the memory of a third server that both parties have access to.
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Methodology

In this chapter, we describe the threat model for the Bankrupt attack – we discuss the assumptions we make for the system and the tools at the attacker’s disposal. We also motivate our philosophy for the attack’s design and summarize the specifications of our experimental platforms.

3.1 Threat Model

Our attack assumes that the sender and the receiver programs run on separate machines within an RDMA-connected cluster. They are not allowed to communicate with each other legitimately through the network. We assume that privilege escalation is not possible and the two communicating parties have normal user privileges. As a result, they cannot alter any of the firewall policies that are in place. Any of the communicating parties may run in a virtual machine, and they do not have any means to compromise the job placement algorithm to share the same CPU core or even the same CPU to use one of the known local covert channels. None of the two parties have means to observe network traffic as otherwise the receiver could sniff the network to decode the covert communication.

In this setting, to establish a covert communication channel, the sender and the receiver both need to be able to communicate with a third machine (or set of machines) over RDMA. The intermediary machine can be non-malicious with the sole requirement that the sender and the receiver can access its memory with RDMA read (or write) operations. In order to identify a machine and a bank for the covert channel communication, the sender and the receiver need to issue probes. For example, the sender can send out an agreed preamble message to multiple banks in multiple machines that it can connect to. At the same time, the receiver can issue probes to multiple banks as well in hopes of detecting the preamble message. Once a bank has been found in this way, the transfer of data can begin. Although ideally this bank agreement will happen fast, due to the fact that the channel is undetected, the sender and the receiver are not in a rush to find a bank to send the information.

This is a realistic setting in modern private cloud infrastructures. Services are placed
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<table>
<thead>
<tr>
<th>UoE cluster</th>
<th>CloudLab</th>
</tr>
</thead>
<tbody>
<tr>
<td>CPU</td>
<td>Xeon E5-2630v4 @2.20GHz (Broadwell)</td>
</tr>
<tr>
<td>RAM</td>
<td>4x16GB, DDR4, 2400MHz</td>
</tr>
<tr>
<td>NIC</td>
<td>Mellanox MT27700 FDR CX-4</td>
</tr>
<tr>
<td>Core switches</td>
<td>N/A</td>
</tr>
<tr>
<td>ToR switches</td>
<td>Mellanox SX6012</td>
</tr>
<tr>
<td>OS</td>
<td>Ubuntu 18.04</td>
</tr>
<tr>
<td>Kernel</td>
<td>4.15.0-58-generic</td>
</tr>
<tr>
<td>Nodes</td>
<td>6</td>
</tr>
</tbody>
</table>

Table 3.1: Specifications of demonstration platforms.

on virtual machines in order to ensure better isolation and resource utilization. They rarely have special privileges which allow them to alter firewall settings or network policies in the data center and it is normally not possible to escape the virtual machine sandbox and to acquire root privileges on the host machine.

### 3.2 Experimental Platforms

We develop the covert channel on a private cluster at the University of Edinburgh. Our cluster offers high customization and isolation, which makes reasoning about the channel behaviour easier. It also allows us to modulate the level of congestion in the cluster’s network and the workload on any one machine at any time. This helps us evaluate the functionality and the performance of the channel under different cluster loads.

In order to demonstrate the practical merit of the channel, we also evaluate the channel on CloudLab [1] – an infrastructure for cloud computing research. CloudLab offers high customization as well, but, differently from our private cluster, it has other active users who run various workloads. This is a more realistic representation of the cloud environment which our covert channel attack targets.

The specifications of the two platforms are presented in Table 3.1. The processors on both platforms are currently in use in commercial clouds [2]. Although the Sandy Bridge microarchitecture is comparatively older than Broadwell, it is important to be able to demonstrate the covert channel on different platforms with no changes. This heightens the potential impact of the attack and it can show a fundamental security weakness in multiple generations of Intel processors and various memory technologies as well.

We began the development of the channel with multiple kernel options in place such as 1GB Hugepages, disabling Turbo Boost [4] and Simultaneous Multithreading (SMT) [31]. The aim was to control the environment in which the channel is executed in order to more easily form our expectations and rule out different reasons for the channel’s behaviour which made debugging easier. Gradually, we began dropping these assump-
tions to make sure that the channel does not rely on any of them, which would limit its practical usefulness. The only kernel parameter we leave is 1GB Hugepages. This is a common optimization in RDMA-based systems since even a low miss ratio in the virtual-to-physical mappings cache results in a severe performance degradation [7].
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The Bankrupt Covert Channel

The purpose of this chapter is to present the design and implementation of the Bankrupt covert channel. We begin by describing how the memory organization into banks and the high bandwidth of RDMA networks provide an opportunity for the attacker to construct a covert channel. Then, we present an overview of the channel and explain what the resulting challenges are and how we approach them. Finally, we delve into the decoding process and discuss possible mitigations for the channel.

4.1 Opportunity for the Attacker

If an attacker wanted to use main memory blindly as a shared resource to establish a covert channel, they would normally need a way to create a timing difference in the response time from all banks so that the timing difference will be noticed by any memory request. Because the total memory bandwidth of modern systems is high (~20GB/s per channel), this would require putting an enormous load on the memory, which has significant drawbacks. It can easily be detected and it might not be possible if the attacker has a limited number of cores at their disposal.

However, the attacker can exploit the segmentation of memory into banks to issue requests targeted at a single bank. In this way, a much smaller load can cause an explosion in the latency of accesses to this bank, which can be used to establish a timing channel in that particular bank. Such smaller load is also harder to detect and it is less likely to impact other applications in a way that the global performance of the system degrades so that the presence of the attack can be noticed.

For a general remote covert channel where the sender and the receiver are not on the same physical machine, the sender would need to create a timing channel in a bank from the network. Conventional TCP/IP networks are ill-fitting for this purpose, as they do not reveal information such as the address space to allow the attacker to direct requests to a single bank. Furthermore, TCP/IP has major overheads which makes it a lot harder for the receiver in a covert channel to decide if a delay is being caused by the sender or somewhere along the network stack.

RDMA resolves the problems caused by TCP. It exposes the details of the low-level
memory interfaces such as the memory interleaving scheme in the destination machine, enabling the sender machine to target RDMA accesses to a particular bank on the receiver. What is more, nowadays, private clouds are equipped with 100 Gbps \cite{26} and 200 Gbps RDMA networks \cite{22}. Such bandwidths are approximately 10 times larger than the bandwidth of a single bank (1.33GB/s as noted in §2.1). This allows the attacker to completely overflow the queue of a memory bank remotely. Furthermore, the predictability of RDMA networks \cite{11} increases the correlation between memory congestion in the memory of the destination machine and delay in the RDMA operation as a whole, making it easier for the receiver in a covert channel to decode the signal. Finally, because the receiver’s processor is oblivious to one-sided RDMA operations, a covert channel attack which uses one-sided RDMA operations becomes hard to detect. These are ideal conditions for the establishment of a covert channel.

4.2 Overview

The Bankrupt attack is a covert channel which enables the communication between a sender and a receiver in an RDMA cluster which are prohibited to transfer information between each other over a legitimate channel. Our attack creates a timing channel in one of the memory banks of a third machine in the same cluster that both the sender and the receiver can communicate with.

The covert channel has 3 distinct participants: the sender (S), the receiver (R), and the Intermediary (I). These can be any arbitrary machines in the cluster as long as both the sender and the receiver are connected to the intermediary over RDMA. This makes the attacker’s surface very wide. Figure 4.1 illustrates the role of each of them and operation of the channel.

**The intermediary** runs a service that allows the sender and the receiver to access some of its memory regions via RDMA. The intermediary does not have to be malicious. **The sender** identifies a set of addresses in the memory region that it has access to on the intermediary machine. These addresses map to the same bank in the intermediary. Then, the sender can modulate the latency of the intermediary’s bank for a short time by sending a burst of RDMA reads to the intermediary. It sends a burst to the intermediary to transmit a 1 over the channel, and it does not send anything to transmit a 0. **The receiver** also identifies a set of addresses that map to the same bank in the intermediary. The receiver then sends RDMA reads to the identified addresses at a constant rate and records the round trip times. In this way, it builds a trace of addresses which it can then decode to retrieve the sender’s message.

We present the most challenging setting for the covert channel. In this case, all three participants are located on separate machines in the RDMA cluster. This is also the most dangerous scenario because it allows the covert communication between arbitrary nodes in the cluster. However, the attack can work even if any of the three parties are collocated on the same machine. For example, collocating the sender and the receiver does not impact the attack in any way. Collocating the receiver and the intermediary can actually be beneficial for the attack. The reason for this is that the probes from the receiver to the intermediary will not have to go through the switch in the network.
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Following the high level description of the covert channel, we can identify multiple challenges in the design and implementation. In this section, we explain how the sender and the receiver identify addresses which map to the same bank in the intermediary. We also describe how to minimize the memory footprint of the channel and elaborate on the requirements for the sender’s rate and the receiver’s probe interval.

4.3.1 Finding Addresses that Map to the Same Bank

The first necessary step to construct the covert channel is for the sender and the receiver to identify a set of addresses which map to the same bank in the intermediary’s memory. To start with, the sender and the receiver request a region of memory from the intermediary and they are provided with the starting virtual address and the size of the region. The procedure for identifying a set of addresses is the same for both parties so we show it from the sender’s perspective.

As explained in the Background section, the mapping from physical addresses to banks is a function of some bits in the physical address and Intel does not make this information public. The Drama tool [25] has been used to fully reverse engineer this memory mapping in a number of Intel processors. It alternately accesses pairs of memory locations and leverages the increased latency resulting from row conflicts to construct sets
of addresses which map to the same bank, but different rows. In the next stage, the mapping function is determined based on these sets.

The memory configurations of our experimental platforms are different from the ones presented in Drama so we cannot readily use the information in the paper. This is also undesirable as we would like to make the covert channel generalize to any memory configuration. The sender might not have knowledge of the memory configuration of the intermediary in a real cloud environment. What is more, the Drama approach assumes the host machine is being reverse engineered. Using the same approach to reverse engineer the intermediary’s memory from the sender via RDMA might not work as the row conflict timing differences might not be visible from the network.

Nevertheless, it is important to note that for our purposes we do not need to know the full mapping from addresses to memory banks. It is sufficient to be able to identify a group of addresses which map to the same bank for one bank. We still use the knowledge from Drama that in many Intel microarchitectures the mapping from physical address to the bank is determined by a function of some lower bits.

Because the processor maps physical addresses to banks, we need knowledge of the mapping from virtual to physical addresses. This requires access to the page tables and it is normally not available without any privileges. However, we can utilize 1GB Hugepages so that the 30 least significant bits of the virtual and physical address overlap. In all of the presented configurations in Drama, knowing the 30 least significant bits is sufficient to reverse engineer the bank hash function.

Because we are not able to use the Drama results directly, we take an experimental approach to identifying addresses that map to the same bank. It relies on the realization that if we fix the bits in the virtual address from the least significant bit to the most significant which is used to determine the bank (inclusive), then all addresses where these bits are the same will map to the same bank. This is because the output of the hashing function will be the same. Our approach has two important benefits. First, it removes the need for knowing what exactly the function is, even though it has been shown that it is usually a linear function of some bits (XOR). In addition, it becomes irrelevant which exact bits the function takes as inputs, because we fix all the bits that determine the bank.

Still, fixing all 30 known bits of the physical address has a major drawback. It means that the sender can only find one address per 1GB of memory that it has access to in the intermediary. Because for the attack we need tens of addresses to create a visible timing channel, this would make the memory requirement of the attack tremendous and its practicability limited.

As a result, we begin fixing bits 1 by 1 from the least significant bit to the more significant bits. We design a benchmark to continuously access addresses which share a number of their least significant bits and monitor the memory bandwidth during the execution. As we fix more bits, the overall memory bandwidth decreases, because the load spreads out on fewer and fewer banks. Knowing that the maximum bandwidth per memory bank on our private cluster is around 1.3GB/s, we fix bits until we see the memory bandwidth saturate to this number and stop decreasing even if we fix more
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The bandwidth stops decreasing when we add more bits, because it is already concentrated on a single bank that is getting fully utilized.

On our private cluster, we find that fixing the first 27 bits of the address is enough to direct traffic to a single bank. The configuration can be seen in Figure 4.2. This significantly reduces the memory required by the channel. With this configuration, we can have 8 addresses per 1GB Hugepage, as there are 3 remaining bits of the physical address that we know. Furthermore, the same number of fixed bits works in our Cloud-Lab experiments, which gives us confidence in the generalization of our approach to multiple Intel processors.

![Figure 4.2: Role of virtual address bits in identifying addresses which map to the same bank.](image)

4.3.2 Tuning Sender and Receiver Rate

The sender submits a burst of requests to transmit a 1 to the receiver and does not send anything to transmit a 0. In order to maintain a robust signal, the sender needs to "keep quiet" for the same period that it takes for a burst. For this reason, the sender tunes the quiet interval before it starts communication by measuring how long it takes for a burst to complete. The sender then keeps quiet for that period of time to send a 0. The sender can recompute this interval periodically to take into consideration the changing load in the cluster.

The receiver needs to probe the intermediary’s bank in order to receive the signal. The frequency of probing is important because it directly impacts the receiver’s ability to reconstruct the signal. Not probing frequently enough means that the receiver can miss a burst altogether. Also, the receiver can get unlucky and see low latency while the sender is actually sending a burst. In this case, the receiver will record a 0, whereas it is being sent a 1. Such temporary inconsistencies can happen due to queuing in the NIC or in the bank. These possibilities are shown in Figures 4.3 and 4.4. As a result, we would like the receiver to probe as frequently as possible.

On the other hand, issuing requests too frequently might cause queuing of the receiver’s probes in the intermediary’s bank. This increases the round trip time of the probes and might deceive the receiver into seeing larger latencies. **Empirically, we find that 500ns was a reasonable probing interval to allow the robust reconstruction of the signal without the receiver overwhelming the intermediary.** This frequency is motivated by the fact that in our cluster the round trip time of an RDMA read without
any load in the network is around 2 microseconds, which results in a minimum of 3 probes per round trip time.

4.4 Decoding

Once the receiver has finished probing the intermediary, it has to decode the signal from a trace of recorded latencies. Every bit in the signal is represented by a sequence of consecutive probes in the trace. In order to retrieve the message, the receiver has two tasks:

1. To cut up the list of probes into non-overlapping equal chunks of consecutive probes where each chunk encodes a bit.

2. To identify whether each chunk encodes a 0 or a 1.

These tasks are very closely related. If we know the chunk boundaries (Task 1), we can decode each chunk (Task 2) as follows:

1. The receiver sends a number of consecutive probes to the intermediary, while the sender is not sending anything. In this way, the receiver records many round-trips while the intermediary’s bank is unloaded. This is the round trip that the receiver observes when the sender is not sending a burst, so it is the round trip for a 0.
2. The receiver calculates the 95th percentile of the obtained latencies. This serves as the threshold to determine if each chunk is a 0 or a 1.

3. The receiver compares the 80th percentile of the latencies in each chunk it is decoding with the threshold. If it is smaller than the threshold, then the chunk is a 0. Otherwise, it is 1.

This is an experimental approach that relies on the fact that the latencies in the RDMA network are very predictable and the percentiles have small fluctuations. As a result, the fact that the 80th percentile of a chunk is bigger than the 95th percentile of the round trips for a 0 gives us strong confidence that the chunk is a 1.

Next, we look at how to identify the boundaries of each chunk (Task 1). Task 1 can be divided into two subtasks: finding out the length of each chunk in terms of probes, and putting the chunk boundaries in the signal. We include Figure 4.5 to aid with the understanding of this task. The text and the figure are best read together.

![Figure 4.5: Identifying chunk boundaries in the signal. The figure shows the signal that the receiver has obtained by probing. The black vertical lines show the “true” chunk boundaries in the signal. The green vertical lines show possible boundaries which identify the signal without any errors. The red vertical lines show a split which is very different from the true boundaries. Indeed, we can see that half of one bit and half of another make up each red chunk. The decoder only needs to identify the first two boundaries. These are marked with non-dotted lines. The decoder can then place the other boundaries, plotted as dotted lines, because it knows the length of each chunk.](image)

The receiver knows the burst size used by the sender as it is agreed upon between the sender and the receiver before the covert communication begins. The receiver also knows the time interval between any two consecutive probes – this is the probeInterval that the receiver uses when probing the intermediary (500ns in our experiments, as noted previously). We discuss the probe interval in Section §4.3.2.

At this point, the receiver can issue a burst to the intermediary with the same burst size used by the sender. This tells the receiver how long each burst takes and, consequently, how long each chunk lasts for in the signal in nanoseconds – we call this period. The
receiver can issue multiple such requests and average over them or take the median to be more resistant to outlier latencies.

The receiver can then calculate the length of each chunk in number of probes as follows:

\[
\text{chunkLength}[\text{probes}] = \frac{\text{period}[\text{ns}]}{\text{probeInterval}[\text{ns}]} \tag{4.1}
\]

Once the receiver knows the length of each chunk, it needs to determine where to put the chunk boundaries. Currently, the channel uses a preamble message and we manually determine the first chunk boundary in the preamble so that the preamble is recognized without errors. From then on, the receiver can split the signal into chunks of \text{chunkLength}, decode each chunk, and reconstruct the payload. We use a 32 bit payload of alternating 1’s and 0’s. We find that this preamble length allows us to tune the decoder to minimize the error rate (Chapter 5). What is more, the preamble has the same number of 1’s as 0’s, which puts equal weight on reconstructing both 1 and 0 chunks correctly.

### 4.5 Mitigation

We propose several mitigations which make it more difficult to mount the attack. The Bankrupt covert channel leverages a range of technologies and design decisions which are optimized for performance – RDMA, the memory organization into banks, the memory controller’s mapping function, and 1GB pages. For this reason, it is difficult to mitigate the attack without incurring at least some performance degradation.

The most crude method of mitigating the attack is to disable RDMA or go back to a previous memory technology which does not have banks. This is impossible as tremendous amounts of resources have been invested in these technologies and they have accounted for immense performance gains. The most feasible technique is disabling 1GB pages, but for large scale applications which run in data centers, even Hugepages have become crucial. As a result, we need to consider measures to enhance the existing technology in order to mitigate the Bankrupt attack.

The first mitigation is to introduce strong inconsistent noise into the RDMA network. Strong noise would make the decoding job of the receiver more complicated as the round-trips observed will be caused by the strong noise present in the cluster. Inconsistent noise can also induce large variability in the time it takes for a burst. This makes the sender difficult to tune to keep bit length in the signal constant.

This mitigation is easy to implement because it does not require any changes to the existing technology. However, it makes the network slower and more unpredictable, negatively impacting other non-malicious applications in the cluster. The next set of mitigations we consider require more work to implement but they hinder performance less severely.

One possible mitigation is to alter the memory controller’s mapping from physical addresses to banks so that it includes higher order bits, such as bits from 30 and above.
In this case, even if we use 1GB pages, we can no longer guarantee that bits above 30 will be same in the virtual and the physical address. This makes our approach (Section 4.3.1) of fixing bits to find addresses which map to the same bank unusable. This is because fixing these bits in the virtual address does not mean that they will be the same in the physical address. This makes it possible for two virtual addresses, where the bits which determine the bank are the same, to be in a different bank.

This mitigation has a performance detriment as well. Manufacturers have not used more significant bits to determine the bank, because these bits have a lower entropy. This can lead to a poor spread of the overall memory load to the banks. In this way, some banks get overutilized, while others remain underutilized.

Furthermore, we propose to make RDMA Network Interface Cards (RNICs) aware of the memory controller’s mapping from physical addresses to banks. This allows the RNIC to implement an intrusion detection system (IDS) to flag suspicious network behaviour. Our solution is inspired by software defined networking (SDN), where the notion of a flow is used to group traffic with the same origin and destination, and using the same application. In the same spirit, the IDS on the destination machine can be used to group RDMA requests coming from the same source and going to the same bank, and look for anything suspicious.

For example, one type of unusual behaviour is when an RNIC receives many requests from the same source different addresses which map to the same bank. This is the kind of behaviour that the Bankrupt attack has and it is undoubtedly unusual, because ordinary applications normally generate approximately equal load across all memory banks. The intrusion detection system can raise an alarm to the cloud administrators, block the traffic altogether or stall requests so that they do not cause a burst in the memory bank.

Making the RNICs flow-aware is an attractive mitigation, because it has next to no adverse effect on the performance of non-malicious applications. However, implementing it requires additional logic on the RNIC, which will make these components even more expensive than they already are. For example, a 100 Gbps RNIC can cost close to £1000. Last but not least, IDSs are notorious for being difficult to tune so that the number of false alarms is low, while detecting all intrusions.
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Evaluation

In this chapter we present and discuss the results of the experiments we carry out to evaluate the channel’s performance. We use two experimental platforms – our private cluster as well as the CloudLab Apt cluster. We give their specifications in Table 3.1.

First, we provide a methodology section where we summarize the characteristics common to all of the experiments. Then, we explore the channel’s bandwidth and its robustness in isolation and under load on the two experimental platforms.

5.1 Methodology

We use our cluster to carry out all of the studies concerning the channel’s behaviour in isolation and under load because we can moderate the overall network and memory traffic in the cluster at any given time. Hence, we can show results and reliably reason about the channel’s behaviour under different settings. We use the CloudLab cluster to demonstrate the channel in a realistic cloud setting. The assumption is that other users of the cloud already apply load on the network.

All of the experiments that we carry out share the following characteristics:

- The sender and the receiver use RDMA Read operations to create bursts or probe the intermediary, respectively.

- The size of each RDMA Read is 64 Bytes.

- We batch the sender’s requests in order to make sure that they arrive at the intermediary as a burst, momentarily creating a queue in the memory bank. RDMA limits the batch size to 16. For bursts which are larger than 16, we send multiple back-to-back batches from different QPs, but from the same thread.

- The sender uses at most 32 unique addresses to the same bank to create a burst. For bursts that are larger than 32, the sender reuses the addresses. We find empirically that using more unique addresses does not impact the latencies observed by the receiver. This is likely due to the fact that the memory bank is not able to
reorder more than 32 requests. For bursts which are smaller than 32, all of the requests are to unique addresses.

This reduces the memory requirement for the channel and makes it scale very well with bigger burst sizes. In Section §4.3.1 we show that we can identify 8 addresses that go to the same bank per 1GB page. This means that the sender requires at most 4GB from the intermediary, regardless of the burst size that it is planning to use.

- The message exchanged between the sender and the receiver is a repeating sequence of ”11001010”. In Section §4.2, we mention that the sender issues bursts to transmit a 1, and it remains quiet to send a 0. Our message format contains two consecutive 1s, two consecutive 0s, a 1 followed by a 0, and a 0 followed by a 1. Consequently, it allows us to observe the channel’s performance for various burst/quiet time combinations: two bursts in a row, two quiet periods in a row, a burst after a quiet period, and a quiet period after a burst.

- We perform the decoding using the procedure described in Section §4.4 and calculate the error rate as the fraction of misdecoded bits among the first 200 bits of the payload following the preamble.

5.2 Performance in Isolation

The first experiments that we carry out aim to quantify the throughput and the robustness of the Bankrupt covert channel in an isolated environment. The burst size used by the sender impacts both the bandwidth and the robustness of the channel. What is more, there is a trade-off between the two. Bigger bursts take longer which increases the time it takes to transmit a bit and reduces the throughput of the channel. However, bigger burst also create a longer queue in the intermediary’s bank. This allows the receiver to reconstruct the signal with fewer error. In this section, we show and discuss the performance of the channel for different burst sizes.

We execute our experiments in an isolated environment on our private cluster. We stop all the other processes in the cluster apart from the sender, receiver, and intermediary processes. This allows us to limit the number of factors that can affect the channel behaviour and to attribute the change in performance to the burst size alone.

Figure 5.1 shows parts of the signal recorded by the receiver for different burst sizes. We use similar figures to show the receiver’s view of the signal throughout the chapter. The figures share the following characteristics:

- They show the latency of the receiver’s probes to the intermediary. In agreement with Section §4.3.2 the receiver issues probes every 500ns.
- The horizontal X axis is the time in $\mu$s.
- The vertical Y axis is the latency of the probes in $\mu$s.
- Each red dot represents a probe. Given the probing frequency, there are 2 probes or dots every microsecond.
• The blue curve connects the probes to create a "waveform" of the signal.

• We keep the limits of the X axis the same where possible. This is so that the reader can see the impact of the burst size on the bandwidth of the channel. For smaller burst sizes, we expect to see more bursts in the same time than for larger bursts.

• We keep the limits of the Y axis the same where possible. This is so that the reader can see the impact of the burst size on the robustness of the signal. For bigger burst sizes, we expect bursts to be easier to identify.

• We use vertical lines to indicate the bit boundaries in the signal.

First, we note that increasing the burst size also increases the overall latency that the receiver observes during bursts. This is because larger bursts create a bigger queue in the intermediary’s bank, which causes the receiver's requests to wait for longer. We can see that for burst size of 128, the latency for around half the bursts goes above 3.5 µs. On the other hand, the latency rarely goes above 3 µs for burst sizes 64 and 32.

Furthermore, we can observe from Figure 5.1 that bigger bursts are easier to see, as they take longer to process by the intermediary’s bank. Longer bursts also allow the receiver to have more probes per burst, which makes the signal more robust. Bursts of 128 are easy to see, while bursts of size 16 can hardly be told apart from quiet periods.

In Table 5.1, we show the throughput and the error rate, as calculated by the decoding procedure presented in Section §4.4, for different burst sizes. We immediately confirm our observation that bursts become harder to identify as we decrease the burst size, because the error goes up. Moreover, we see that the throughput increases as we lower the burst size, which we expected because of Figure 5.1.

<table>
<thead>
<tr>
<th>Burst Size</th>
<th>Period (µs)</th>
<th>Throughput (Kbps)</th>
<th>Error rate (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>128</td>
<td>11.13</td>
<td>89.85</td>
<td>1.5%</td>
</tr>
<tr>
<td>64</td>
<td>7.9</td>
<td>126.58</td>
<td>2%</td>
</tr>
<tr>
<td>32</td>
<td>6.3</td>
<td>158.73</td>
<td>5%</td>
</tr>
<tr>
<td>16</td>
<td>5.17</td>
<td>193.42</td>
<td>49%</td>
</tr>
</tbody>
</table>

Table 5.1: Throughput and error rate of the Bankrupt channel in an isolated environment. The period is the round-trip time per burst, and respectively, the time the sender remains quiet.

Last but not least, we see a drastic increase in the error for burst size of 16 compared to burst size of 32. We could already tell from Figure 5.1 that for burst size 16 the bursts become almost indistinguishable from times where the sender is not sending anything. Burst of size 16 cause only 1 or 2 probes to have a higher latency for each burst, which is not sufficient to identify a 1. As a result most chunks are decoded as 0. Although the raw throughput of the channel for burst size 16 is the highest, the enormous error rate is intolerable. **We achieve the best throughput of 158.73Kbps with error rate of 5% for burst size of 32.** It is possible to fine-tune the burst size further between 32 and 16 to achieve higher throughput and lower error.
Figure 5.1: Parts of the Bankrupt channel signal for different burst sizes in an isolated environment on our private cluster.
Although we present the throughput and the error rate of the Bankrupt channel in this chapter, for a fully working mechanism in practice, we need to perform error checking or error correction. We do not implement this functionality but discuss it in the future work (Chapter 6.1).

5.3 Performance Under Load

An isolated environment like the one we confined the channel in in the previous section is not achievable in a real cloud. We cannot force the other applications to stop, nor can we expect that no applications will be running at any given time. This is why it is important to evaluate our channel under a load that we are likely encounter in a real data center. It is important to point out that this does not mean that we have to stress the system, as it has been shown that machines in clouds are often underutilized [11].

5.3.1 Local Intermediary Load

We evaluate the channel in the case where there are other applications running locally on the intermediary machine which generate traffic in the intermediary’s memory. In this setting, it is possible that the memory requests of the other local processes affect the receiver’s observed latency negatively. For example, the other applications might cause congestion in the memory while the sender is not sending anything, leading the receiver to believe that a 1 is being transmitted. Furthermore, memory requests of other applications can cause the bursts of the sender to queue for longer, potentially deceiving the receiver that two consecutive 1s are being sent instead of just one.

In order to model the local load in the intermediary’s memory, we launch 16 mcf [9] benchmarks on 16 separate threads on the intermediary machine. We stagger the starting times of each benchmark by 1 second to ensure that not all benchmarks are in the same stage. The benchmarks together generate variable load on the intermediary’s memory ranging from 2GB/s to 8GB/s.

We find that the mcf benchmarks do not have any significant effect on the performance of the channel. Indeed, the error remains the same and the throughput differs by 0.15Kbps for burst size 32, which is likely due to the small natural variability in the latency of RDMA requests. The reason why the channel is not affected by the benchmarks is that each individual bank is affected very lightly by the load created by the benchmarks, which spreads out to all banks in the system. In practice, due to the way in which DRAM is organized, it is difficult to find a application or a benchmark which will put high load on a single bank, without stressing the memory of the system.

5.3.2 Network Load

In this section, we examine the performance of the channel while the intermediary is receiving network traffic from other applications running in the cluster. In a real cloud environment, the intermediary will likely be collocated with other applications that use the RDMA network as well. Because of this, it is important to evaluate the channel’s
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<table>
<thead>
<tr>
<th>Burst Size</th>
<th>Throughput (Kbps)</th>
<th>Error rate (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>128</td>
<td>81.33</td>
<td>7.5%</td>
</tr>
<tr>
<td>64</td>
<td>111.11</td>
<td>14.5%</td>
</tr>
</tbody>
</table>

Table 5.2: Throughput and error rate of the Bankrupt channel in the presence of network load.

performance in such a setting. The network traffic generated at the intermediary’s NIC can cause problems for both the sender and the receiver.

The receiver can begin to experience inconsistent round-trip times, even when the sender is not sending anything, due to the receiver’s probes having to queue in the intermediary NIC. Such inconsistent round-trip times make it difficult for the receiver to decide what latency it expects to see when the sender is not sending anything. This can deceive the receiver into believing it is being sent a 1, when in reality it is being sent a 0. Network traffic can also cause the bursts of the sender to have a different latency every time. This can lead the signal to be inconsistent from bit to bit as the sender has to wait for a different duration for each burst.

In order to model a realistic network load on the intermediary, we use the `ib_read_bw` benchmark, which is part of the Perftest [20] package for RDMA profiling. This benchmarks issues RDMA Read requests. We choose it because we can exactly specify how much network bandwidth it generates. We launch `ib_read_bw` from two machines, which are different from the three machines we use for the channel. Together, the two machines generate network bandwidth directed to the intermediary, equal to 70% of the intermediary’s total link bandwidth. This load allow us to look at the performance of the channel under a relatively heavy load, without stressing the intermediary. We note earlier that stress testing is not useful for our evaluation because data center machines are often underutilized [11].

In Figure 5.2 we show the signal observed by the receiver in the presence of network load. The first thing we notice compared to the unloaded case is that the probe latencies of the receiver are higher. This is due to queueing in the intermediary’s NIC as a result of the network load. While the signal is visible for burst sizes 64 and 128, it becomes impossible to distinguish bursts for burst size 32.

In Table 5.2 we show the throughput and the error rate of the channel for burst sizes 64 and 128. Compared to the isolated performance (Section §5.2), the throughput decreases. This is because bursts take longer due to the network load, and quiet periods have to be adjusted to match the burst period as well. The error rate also goes up significantly. This is expected since the network becomes more unpredictable.

5.4 Covertness and Tail Attack

Modern processors implement hardware counters which can be used to monitor the performance of the system, such as the CPU utilization and memory bandwidth. Such
Figure 5.2: Parts of the Bankrupt channel signal in our private cluster in the presence of network load.
Table 5.3: Memory bandwidth while the channel is running in isolation in the private cluster. The maximum bandwidth per bank is 1.25GB/s.

<table>
<thead>
<tr>
<th>Burst Size</th>
<th>1024</th>
<th>512</th>
<th>256</th>
<th>128</th>
<th>64</th>
<th>32</th>
<th>16</th>
</tr>
</thead>
<tbody>
<tr>
<td>Bandwidth (GB/s)</td>
<td>1.04</td>
<td>0.97</td>
<td>0.82</td>
<td>0.67</td>
<td>0.48</td>
<td>0.31</td>
<td>0.18</td>
</tr>
</tbody>
</table>

counters can be used by system administrators to identify any unusual behaviour or to track reasons for performance degradation. If the Bankrupt attack has a significant effect on any of these counters, then there is a risk of it being detected and halted. In order to evaluate the stealthiness of the Bankrupt channel, we explore how relevant existing counters are affected by the attack.

In this section, we use a message consisting only of "1s". In this way, the sender is always sending bursts. This generates considerably more load in the intermediary’s memory than the message we were using to evaluate the throughput and the error of the channel before. Although this is not a very realistic message, it tells us how stealthy the attack is in the worst case.

Perf is one of the most commonly used tools for profiling Linux systems. The memory of the intermediary is the main component that the Bankrupt attack exercises pressure on. On the processor found in the machines in our private cluster, we can use Perf to monitor two relevant memory metrics on the intermediary: the memory bandwidth and the cache hit/miss rate.

In Table 5.3, we show the memory bandwidth measured by Perf, while the channel is running in isolation. In modern systems with many banks where the bandwidth per channel can be around 20GB/s, the attack has a negligible impact on the memory bandwidth counter measured by Perf. The cache hit/miss rate is not affected by the attack because RDMA requests do not get cached.

On the other hand, since the maximum bank bandwidth for our system is around 1.25GB/s, the Bankrupt channel utilizes 24% to 53% of the total bank bandwidth for burst sizes 32 to 128, respectively. This means that the attack can be noticed by counters which look at the memory bandwidth per bank. The Bankrupt attack causes the bank used by it to have a much higher utilization than any of the other banks. This is unusual as banks are designed to have close to equal utilization. However, as far as we know, such per-memory-bank counters do not exist in Perf.

In order to further evaluate the covertness of the attack, we consider how the attack influences the memory access time of the intermediary machine. If the impact of the Bankrupt attack on the memory access time is high, then other applications will start to experience a performance drop, which might reveal the attack. We implement a benchmark that performs random memory accesses in a 2GB memory region and records the latencies that it sees.

In Figure 5.3, we show the median and the tail memory latency on our cluster while the channel is not running and while the channel is running with different burst sizes. We see that increasing the burst size from 4 to 2048 does not influence the memory latency up until the 99th percentile. For burst size 32, we observe that the 99.9th and
the 99.99th percentiles increase by approximately 20% and 70%, respectively. The Bankrupt attack influences the very heavy tail of the memory access time, which is likely not enough to significantly affect other applications and raise an alert to the administrators.

As far as we are aware, there do not exist counters which measure the average memory access time for each bank. Because the Bankrupt channel only affects the memory latency of one bank, such counters are likely to show a major difference among the response times of the different banks, potentially revealing the attack.

Figure 5.3: Memory access times recorded while the Bankrupt channel is running with different burst sizes in the private cluster.

5.5 Tail Attack

The tail latency of service is the small fraction of latencies which take the longest. Depending on the service and the requirements, we can define the tail latency as the 90th, 99th or even the 99.9th percentile of the observed latencies.

For interactive applications such as online shopping or searching websites, both low average latencies and low tail latencies are crucial to maximize profit. High tail latencies can violate the QoS requirement promised by the service provider and drive customers away. Given the large number of people that use such services, this can result in a massive financial loss. For example, Amazon reports that 100 milliseconds of extra load time cost them 1% in sales [28].

There can be various non-malicious causes of tail latency in large-scale services which run in the cloud. Clouds constitute of machines with different hardware and a slow component in one machine can cause high tail latency for the user. Moreover, hot items which are accessed by many users simultaneously can generate large queues in the machines which store these items. Last but not least, component failure are frequent in large cloud infrastructures, which might cause a delay in some requests. Cloud providers have invested in identifying when high tail latency occurs and the reasons for it, as well as how to minimize it [23, 13, 37].
Tail attacks are a form of denial of service (DoS) attacks, which often target web applications which run on distributed cloud infrastructures [27]. Their goal is to make the attacked service unusable or frustrating to use by customers by making its tail latency exceptionally high. Conventional DoS attacks use a brute force approach of sending more requests than the service can handle, which makes them obvious. On the other hand, tail attacks are more subtle because they only need to send enough of the right requests to affect 1% of the requests or less. This makes detecting them and eliminating them harder.

The Bankrupt covert channel causes one of the banks in the intermediary machine to have high latency when the sender has issued a burst. This means that the sender can cause the bank to have a high latency at all times by continuously issuing bursts. In turn, assuming that a service running on the intermediary is using all banks equally\(^1\), then only a fraction of the requests will be delayed. These are the requests that go to the bank that the sender is flooding.

In Figure 5.3 we observe that for big burst sizes such as 1024 and 2048, the 99.9th and the 99.99th percentiles of the memory latency become significantly larger than in the unloaded case. To quantify, 0.1% of memory accesses become 3 times slower and 0.01% of memory accesses become 4 times slower. This makes the Bankrupt attack usable in a commercial cloud setting as well, where tenants share the cloud hardware. A malicious tenant can use the Bankrupt channel to mount a tail attack against a competing application and make profit off of that.

### 5.6 CloudLab Results

In this section, we show the experiments we carry out on the CloudLab Apt cluster. We present these results in a separate section, because they show the behaviour of the channel in a realistic data center environment.

The utilization of the nodes on the cluster is the only metric which gives us an idea of the load present in the cluster. At the time of testing, the utilization was 97%. Still, is not always a telling metric of the load present in the cluster, because some tenants might be occupying the machines without executing any tasks on them. It is also possible for other tenants to be running local processes on nodes, which our attack does not use, which does not influence the behaviour of our channel.

Although the environment in which we run the experiments is definitely not isolated, it is impossible to precisely gauge the level of load present in the cluster. For this reason, the results we obtain cannot reliably be compared to any single results from our cluster, be it the isolated results (Section §5.2), or the results in a loaded environment (Section §5.3).

Figure 5.4 shows parts of the signal for different burst sizes in CloudLab. The first thing that we notice is that round-trip times in CloudLab are higher than the ones in our private cluster. Moreover, bursts cause a higher latency in the memory. This can be

\(^1\)This is the whole point of having banks in the first place.
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<table>
<thead>
<tr>
<th>Burst Size</th>
<th>Period (µs)</th>
<th>Throughput (Kbps)</th>
<th>Error rate (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>128</td>
<td>22</td>
<td>45.45</td>
<td>0.5%</td>
</tr>
<tr>
<td>64</td>
<td>13.06</td>
<td>76.57</td>
<td>0%</td>
</tr>
<tr>
<td>32</td>
<td>8.53</td>
<td>115.61</td>
<td>0%</td>
</tr>
<tr>
<td>16</td>
<td>6.35</td>
<td>157.48</td>
<td>0%</td>
</tr>
<tr>
<td>8</td>
<td>4.89</td>
<td>204.5</td>
<td>3.5%</td>
</tr>
<tr>
<td>4</td>
<td>4.35</td>
<td>229.89</td>
<td>47%</td>
</tr>
</tbody>
</table>

Table 5.4: Throughput and error rate of the Bankrupt channel for different burst size in the CloudLab cluster. The period is the round-trip time per burst, and respectively, the time the sender remains quiet.

cause by older memory that CloudLab machines use (DDR3) or network load present in the cluster.

However, what is more interesting to see is that the bursts have a much more regular shape in CloudLab and all of them are very similar to each other. They almost look like perfect triangles. This makes bursts much easier to distinguish and greatly helps the decoder in identifying them.

In Table 5.4 we can see the throughput and the error rate for different burst sizes. Because of the larger round-trip times in CloudLab and the larger latencies that burst incur in the intermediary compared to our private cluster, we can reduce the bursts size to 8, while only incurring an error of 3.5%. We see that the error rate is a lot better than in our private cluster results. This is made possible by the predictable shape of the bursts in CloudLab, which allows the decoder to robustly identify them.

Nevertheless, when we set the burst size to 4, we reach a limit, where bursts hardly cause the latency observed by the receiver to increase. In this way, almost all bits get predicted as 0, which is the reason for the 47% error rate. Even though the error rate is 47% for burst size 4, the channel is not functional for this burst size, because almost all bits are predicted as 0’s. This means that for a message consisting only of 1’s, the channel will have close to a 100% error rate.

Finally, the best result is when the burst size is 8. We achieve a throughput of 204.5Kbps with an error rate of 3.5%.
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(a) Burst 4

(b) Burst 8

(c) Burst 32

(d) Burst 128

Figure 5.4: Parts of the Bankrupt channel signal on the CloudLab cluster.
Chapter 6

Future Work

In this chapter, we give pointers for future work on the channel and summarize and interpret the results we obtain.

6.1 Future Work

We report the performance of the channel in terms of throughput and error rate. For a fully working mechanism, it is necessary to provide a method for error checking or error correction. For example, the sender and the receiver can use a checksum. When the receiver finds that the payload has been corrupted, it needs a way to notify the sender to retransmit the message. In this way, we will be able to evaluate the "goodput" of the channel.

Error checking and correction is part of a larger task is to develop a full protocol between the sender and the receiver. We partially do this by including a preamble in the sender’s message. However we can design a protocol, which fully specifies the structure, the length and the contents of each message. Although such a protocol is not the focus of this work, which aims to demonstrate the fundamental functionality of the channel and evaluate its behaviour under different cluster conditions, it will carry the channel to the next level where structured data can be transmitted over it.

In the future, we would also like to further optimize the channel. For example, the memory requirement of the channel can be reduced by making sure that the addresses that the sender and the receiver send RDMA Reads to are all located on different rows. This will result in row conflicts in the intermediary’s bank, which have higher latency than average memory requests (as these are not all row conflicts). In this way, smaller bursts can be used by the sender to achieve the same latency in the intermediary’s bank.

We can improve the stealthiness of the channel by inverting the signal. Inverting means that the sender will send bursts to send a 0, and keep quiet to send a 1. We note that only bursts cause traffic in the intermediary’s bank. The sender can thus inspect the

---

1 The "goodput" is the throughput of useful information in the channel. It takes into consideration the overhead of headers, checksums, and retransmissions due to errors.
message that it is sending and see if 1s or 0s are more common. Then, it will use a burst to send the less common bit. This results in less bandwidth generated by the channel and makes the attack more stealthy. In this case, the sender and the receiver need to communicate somehow if the signal is inverted or not. This can be part of the protocol that we discussed.

The bandwidth of the RDMA network can be 10 times larger than the bandwidth of a single bank. This means that the channel can scale to using multiple banks in the same intermediary with the current technology. In this way, the sender and the receiver can use multiple threads to increase the bandwidth of the channel linearly with the number of banks used.

Last but not least, it might be possible to enhance the throughput of the channel by shortening the period for which the sender remains quiet to transmit a 0. Strictly speaking, it is not required for the period for a 0 and a 1 to be the same, even though changing it will definitely complicate the decoding process. Although the period for a 1 is determined by the round-trip of the bursts, we can arbitrarily set the period for a 0. It would not make sense to make the 0 period larger, as this would reduce the throughput of the channel, but we can make it smaller. In this case, we have to be careful because setting the waiting period to be too small can make 0’s indistinguishable in the receiver. In the decoding stage, the receiver needs to know the period for a 0. If it does not “look like” the current chunk that it is decoding is a 1, then the receiver can use a shorter period to decide if the chunk is a 0. This decoding procedure can result in one error propagating to the following bits in the payload and it can cause more harm than good. Either way, it is definitely worth exploring.
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Conclusion

Governmental agencies and many companies have their own private clouds, which they use to store confidential government data or sensitive customer information. Leaking such data can cause major problems with GDPR or international conflicts. This is why cloud owners invest heavily to make sure their data is protected from illegitimate accesses.

Covert channel attacks pose a serious threat to the security of data as they enable the exchange of information between entities which should not be allowed to communicate. Our work introduces the Bankrupt covert channel. The Bankrupt attack establishes a covert channel in RDMA-connected clusters. The sender and the receiver are located on different physical machines. The attack creates a timing channel in one of the memory banks of a third machine in the cluster.

As part of our work on the channel, we present a procedure to identify a set of virtual addresses that map to the same bank in a system’s memory. We describe how to tune the channel to achieve a robust signal and explain how the signal can be decoded. We also discuss potential mitigation techniques that can be implemented to prevent the attack.

We show that the attack can be launched without any modifications on our private cluster and the CloudLab cluster. This entails that the Bankrupt attack can generalize to various RDMA-enabled infrastructures, because it exploits fundamental design features of main memory and RDMA which are present in virtually all modern systems.

Our attack achieves comparatively high throughput. Even though 204.5Kbps may not sound like a lot, we must consider that sensitive information such as authentication details, private keys or credit card details are usually items that are not bigger than a few KB. For most covert channel, being able to transfer such information in several seconds is considered a success. The Bankrupt channel can do this in less than a second. Nevertheless we have to account for the fact that implementing error correction or error checking will cause overhead, reducing the effective bandwidth of the channel.

We show that local load on the intermediary’s memory does not affect the performance of the Bankrupt channel. This makes the attack effective against machines in the cloud.
which run mostly local applications.

Network loads manifests in a greater problem, where small burst sizes become indistinguishable. As a result, we have to use larger burst sizes. Thus, the throughput diminishes by 30% and the error rate becomes very significant – close to 15%. This decrease in performance will become even prominent when error correction is implemented, because the overhead of correction codes will be considerable given the large error.

Having to use larger bursts in the presence of network load also soars the bandwidth consumed by the channel. This makes the channel easier to detect if we consider it alone, but the network load actually enables the channel bandwidth to blend in with the external load.

We show that the channel is undetectable by existing Perf counters which measure aggregate statistics such as memory bandwidth and average memory access time. However, the channel can be detected by counters which measure per-bank statistics. Bank statistics are difficult to monitor without hardware assistance. This is because Intel processors do not reveal the mapping from memory addresses to banks. At the same time, it is unlikely that Intel will provide such counters as they can easily be used to reverse engineer the bank mapping.

Because of the high throughput, covertness, and resistance to noise, the Bankrupt attack poses a security threat to cloud owners. Public clouds providers are vulnerable as well, because the tail attack can be used to violate the QoS guarantees that these providers promise to their customers. As far as private clouds are concerned, it can admittedly be difficult to compromise a machine in the Pentagon in order to obtain some information in the first place. But if we could do that, we could use Bankrupt to exfiltrate this data to a machine connected to the public Internet.

Covert channels in general have become common due to the timing differences present in many contemporary hardware components – caches, memory, memory bus, routers. Like we discuss in the mitigations for the Bankrupt channel, these timing differences are usually tied with performance and they are hard to remove without degrading the performance. Because of this, hardware engineers, computer engineers, and even software engineers need to work hard to minimize the possibility for an attack.

It is likely that more covert and side channels will be discovered in the near future. In our work with the Bankrupt attack, we find that keeping design decisions such as the memory controller’s hashing function physical addresses to banks does not significantly help against attackers. Such design decisions can often be reverse engineered. What is more, keeping designs proprietary hinders their security properties from being evaluated by the wider community, which can disclose potential vulnerabilities early and suggest how to fix them.
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