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Abstract

In this project, I outline the design of a Phishing Learning and Detection tool (CatchPhish) focused on detecting malicious URLs. This incorporates existing approaches to tackle phishing and employs embedded training to protect and inform users about this increasing security concern. As part of the first year of this project, the intention of this work was to design the CatchPhish system with a focus on user interaction. Research was conducted through user interviews to understand how much knowledge users have of malicious phishing, and find the ideal point of user interaction. As part of the design of the tool, an algorithm to analyse URLs was developed and subsequently evaluated by an expert in the field. The completed system was evaluated and found to be usable. Users across each of the conducted studies highlighted a consistent demand for such a tool. This lays down for further work to complete the implementation of the decision-making aspects of the tool, and establish the efficiency and accuracy of the system.
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Chapter 1

Introduction

1.1 Overview

Phishing emails are a routine occurrence for anyone with email in the Internet age. Masking themselves as reputable companies such as Paypal, using devious means such as the use of company logos and standards, malicious actors, again and again, attempt to lure in individuals from a wide range of technical shades. Phishing ranges extensively in sophistication: from mass-produced misspelt requests for overly specific details to sophisticated spear phishing attacks focused on the details of the individual. The ability of phishing attacks to innocuously harvest your private credentials can leave you mercilessly exposed in our data-intensive world. All it takes is for a user to make the critical mistake of clicking on a single malicious link. Through a simple mistake, a user exposes themselves and their data from anything from drive-by downloads, cross-site scripting attacks to the harvesting of their details in an innocuous web form.

Phishing has two main delivery vehicles: emails and websites. Emails being the foremost of these, are most classically associated with phishing. These often include malicious URLs to direct users towards maliciously crafted content. By obfuscating the real destination of a URL through a few simple manipulations, users can quickly find themselves on unknown and insecure ground. Therefore it is vital to tackle this massive worldwide problem. In the United Kingdom (UK) alone, phishing is expected to cost the UK economy as much as £280 million per year [42]. This is encouraging companies such as Google [27] to look into the future of Uniform Resource Locators (URLs) themselves [84].

To tackle the problem of phishing, my project has been focused on tackling the malicious URLs included in them as “more than 75% of phishing mails include malicious URLs to phishing sites” [16]. Existing techniques to handle URLs involve automated phishing detecting (mainly employing machine learning techniques), user training (the best results of which are gained from embedded training) and automated security indicators (providing information to help the users decide). I aim to create a system which incorporates aspects of these techniques, to inform and protect users from malicious
phishing.

1.2 Project specification

To solve this problem, I have been building a user-focused tool which seeks to catch problematic URLs before they reach their full malicious potential. The tool that I have developed is a Phishing Learning and Detection tool, built for the Chrome platform in the form of an extension called Catch-Phish. It classifies URLs into one of three safety states using a combination of natural language processing and knowledge acquisition, before providing users with the necessary information to understand how this classification was derived. It helps to train them in URL safety by presenting this information at critical points of intervention.

The primary motivation behind this project is the lack of tools which purposefully prevent users from visiting malicious URLs and more crucially inform them of why they have been prevented. This is important due to the significant average availability time of phishing links, which according to Canova et al. [11], was 32 hours and 32 minutes in the first half of 2014. Machine learning techniques are very successful in matching established patterns of URLs but not as successful at identifying new URL variations, which means malicious URLs can go sometime before being detected. The lack of user knowledge of phishing also encourages users to ignore warnings when presented to them. In the UK for example, only 72% of technology users had heard of phishing as a term despite 95% of organisations saying that they train end users [60]. For these reasons, it is important to train users to detected phishing themselves.

As the first year of my Minf project, the focus this year was working on both designing the tool and implementing and evaluating the means for how the user would interact with the tool. The project has involved a welcome and generous amount of advice from a PhD student who is an expert in phishing, computer security and URLs and is working on a similar project. This student has produced a lot of the research referenced in this report. However, I make a clear distinction between the work done by myself and this student throughout the report.

1.2.1 Results and Accomplishments

As part of this project, there were several significant pieces of work which are outlined below:

- Completed a literature review of the subject
- Conducted extensive user interviews to find the ideal point of user intervention for the tool
- Developed an algorithm to classify each URL with one of three designed status values
• Developed the infrastructure of the tool itself including implementing the custom extension user interactions

• Implemented a detailed URL analysis user interface based on current research, using modern web technologies

• Extended the user’s visited webpages with the dynamic insertion of visual elements to represent the status of each link in the page

• Implemented the web redirection features with the real-time analysis of user web traffic

• Used secure programming techniques to incorporate the ability for the users to have personal URL safety lists securely

• Evaluated the overall usability of the finished tool using a triangulated approach

Throughout each of the user studies I conducted within this project, there has been a strong demand for the features outlined in the tool, before and after their implementation. The completed tool was regarded in the final evaluations as being easy to use, with the implementation of URL analysis user interface being particularly commended.

1.3 Report structure

This report covers the progress I made this year. The remaining 9 chapters are structured as follows:

Chapter 2: presents previous approaches to phishing, their advantages and how they differ compared to my approach.

Chapter 3: presents an overview of phishing and explains common indicators of phishing and malicious URLs and how these are useful to detect them.

Chapter 4: discusses the gathering of requirements for the system including the interviews conducted for this purpose.

Chapter 5: describes the iterative design process used to design the tool based on the required requirements.

Chapter 6: details how I built the system, including the features included in the tool and the final design.

Chapter 7: critically evaluates the overall usability of the system using a triangulated evaluation approach and discusses the results in relation to the design requirements established in Chapter 4.

Chapter 8: discussed the further work required for this project.
Chapter 9: conclusion and overview of the project so far.
Chapter 2

Phishing

As mentioned in the introduction to this report, phishing is a means of trying to acquire private and confidential details from people, by luring them through deceptive means. This can often occur as a result of a malicious actor pretending to be an established company or organisation that the users might be familiar with. Phishing attacks are deployed through a number of different means including emails and phishing websites. Links are the most common means of directing users to malicious resources, but attachments in emails can also be used to target users computers more directly.

2.1 Phishing Variations

There are several variants of phishing, [69] which range in sophistication, but are each used to exploit potential victims. Some of these phishing variants include:

- **Deceptive Phishing** - is the most common type of phishing scam, by which fraudsters impersonate a legitimate company and attempt to steal peoples’ personal information or login credentials. This often hinges on how closely the attack email resembles a legitimate companys official correspondence, and is largely deployed on-mass to multiple recipients in a blanket approach.

- **Spear Phishing** - is a more individually focused phishing attack, personalised to each recipient with details such as their name, position and company. The primary aim is to trick the recipient into believing the attacker has a personal connection with them.

- **Whaling** - a spear phishing attack focused on attacking, or “harpooning”, a CEO to capture their private details in a similar way - by mimicking a sender whom the victim knows. The content of the email is relevant to the victim, intended to not trigger any suspicion from the victim.

- **Pharming** - exploits issues in existing Internet infrastructure, rather than baiting victims like other phishing attacks. It achieves this by exploiting the Domain Name System (DNS) used within the Internet to convert alphabetical website
names to their related Internet Protocol addresses (which are used to specify the location of computing devices on the Internet). By poisoning a popular DNS cache, attackers can direct users trying to connect to genuine sites to their own malicious ones, which can be very difficult for users to detect.

- **Online Drive phishing** - some attacks are specialised according to an individual company or service, such as the Dropbox [19] and Google Drive [28] services. These are highly popular file storage backup services with millions of users respectively. Phishing attacks aim to exploit users of these systems by luring them into entering their credentials into similar looking sites. This can give them access to all of a users files, documents, spreadsheets for instance.

Spear phishing for instance, is one variant of phishing that even those with extensive training, struggle to identify.

### 2.1.1 Spear Phishing

Kang Leng Chiew et al. [13] outline the goal of spear phishing as being the same as deceptive phishing: to lure the victim into clicking on a malicious URL or email attachment, so that they will hand over their personal data. Spear phishing is especially commonplace on social media sites like LinkedIn [40], where attackers can use multiple sources of information to craft a targeted attack email.

Spear phishing has become the popular choice (Nagunwa, 2014)[44] by phishers over the conventional phishing using mass and random email phishing. This popularity is because of the high success rate compared to the more conventional phishing approaches (Krombholz et al., 2015)[39]. The success rate of spear phishing is high because internet users will normally trust emails from the website of an organisation that they have used before or have an account with [13].

Spear phishing can expose victims to further attacks such as an Advanced Persistent Threat (APT): a long-term low-profile attack that infiltrates a specific target of interest and uses vulnerability exploits or malware to achieve a set of objectives such as espionage or sabotage (Symantec, 2011)[66].

53 percent of IT and security professionals who responded to the Wombat survey reported their organisations have experienced these more advanced, targeted spear phishing attacks in 2017 [60]. Therefore spear phishing is an example of the increasing amount of sophisticated phishing attacks that users regularly face. It can require a lot of technical skill to understand how to avoid these attacks.

### 2.2 Phishing Delivery Vehicles

Emails are often regarded as the main delivery vehicle of phishing attacks. The typical form of these attacks involve a spam email appearing to be from a reputable company that the user might be familiar with. With 54.6% of all email being spam, it can be
hard for users to differentiate the malicious phishing emails from the more innocuous marketing attempts, with the average user receiving around 16 malicious emails per month [65]. Malicious emails can be caught by the users’ email clients or spam filter, but this has a varying effectiveness [33, 14, 64] as it is often based on established spam email patterns. This means that some malicious email are still able filter passed this protection.

Phishing attacks can, however, be spread through any online communications means that allow for the use of links or attachments. For instance, social media sites are another example means of phishing attacks. This can occur innocently, such as in the case of a family member spreading what they think is a great deal site for cheap holidays - and infecting the family with malicious software. These social media sites can then be hijacked to help spread these links further, by the harvesting and exploitation of a victim’s credentials, which can cause a further loss of personal information to an increasing number of victims.

### 2.2.1 Attachments

An email attachment is a computer file sent along with an email message. One or more files can be attached to an email message, and be sent along with it to the recipient. This is typically used as a simple method to share documents and images [82]. These can use however we be used as a vehicle for phishing attacks. By downloading one of these files, you could be downloading malicious software attached to it which can be used to further exploit your system, according to the attacker’s original intention. In particular, invoices purporting to be from reasonable companies, account for 15.9% of all malicious attachments according to [65].

### 2.2.2 URLs

A URL is a Uniform Resource Locator, which is often colloquially called a web address or link, and is used as a reference to a web resource. A URL specifies a web resource’s location on a computer network and a mechanism for retrieving it. URLs are a very flexible and adaptable technology, even though they most commonly used to reference web pages. They are also used for multiple other purposes such as file transfer (ftp), email (mailto) and database access (JDBC).

They are able to be used for many purposes due to their flexible structure, outlined in figure [2.1].

URL adaptability means that they require expertise to truly understand them, even though their presence is ubiquitous throughout the internet. Internet Users, however, have been shown to be lacking this knowledge, having difficulty with reading URLs [5, 4, 11, 62]. Even after having extensive training in the subject users can still fail to notice visually deceptive manipulations [18]. This leaves internet users susceptible to attack without persistent or accessible URL knowledge.
2.2.2.1 URL Manipulation Attacks

URLs are used in emails and beyond for the purposes of Phishing attacks. Attacks which involve the manipulation of URLs are known as URL manipulation attacks, and can occur within both phishing and other attacks which employ URLs.

URLs are more commonly used in phishing attacks than malicious attachments. The latest Quarterly Threat Report by proofpoint highlighted: “the pendulum of malware delivery mechanisms in email continued to swing towards URLs; malicious URLs outnumbered attachments ... by over 370%.”[55]. This is why the primary focus of this project is on URLs due to their greater use within and without phishing attacks, and thus the wider scope of the project to help reduce phishing and URL manipulation attacks as a result.

2.2.3 Example of a URL attack

For example, suppose a victim clicks a malicious phishing link presented to them on a seemingly familiar website such as Facebook, such as the link below:

http://www.facebook.profile.com/sq/k23IDCWs

An example attack such as the one discovered by Wang Jing [67] might occur; on clicking a malicious link, a popup window from Facebook could suddenly appear and ask the victim to authorise the app. If the victim chooses to authorise the app, the popup could gain access to the victim’s personal sensitive information through Facebook: such as the user’s email address, birth date and contacts. Worse still, in case the user has consented to giving the app greater privilege, the attacker may possibly control and operate the user’s account. Even if the victim does not choose to authorise the app, he or she will still get redirected to a website controlled by the attacker. This could potentially further compromise the victim [67]. One of the causes of the described vulnerability is a lack of validation of the redirect URL.

2.3 Common indicators of phishing attacks

There are multiple indicators of phishing attacks, but these can depend on the type of phishing delivery vehicle used. An indicator is used as a gauge or measure of whether
a phishing attack has occurred, and examples of these are discussed in the subsequent sections of this chapter.

### 2.3.1 Email Specific indicators

There are a range of email specific indicators depending on how sophisticated the attack is. For example, looking at the email sender and matching that with known email or details of the company might be useful for lower quality deceptive phishing emails. However, more sophisticated spear phishing attack can employ tactics such as email spoofing [59], so that the message appears to have originated from a non-malicious source.

In addition, a common email specific indicator is to use a strong or threatening tone to make the users concerned about the impact of the email. This is often in combination with a presented time limit to expedite their use of the accompanying link or attachment. For example, “your account will be suspended within 24 hours unless you verify your account details accessed by clicking here”. An example of this can be seen in figure 2.2.

![Figure 2.2: Phishing email example](image)

Lower quality emails also include indicators that people are more familiar with. For instance, poor spelling and grammar are common indicators. This is in stark contrast to the emails from very large companies such as PayPal, who typically spend a lot of time vetting their email content. In some cases, other languages can be used in the
email along with poor or low-quality images. This is often a clear indicator to users that they are not receiving a link from the intended company.

### 2.3.2 Common URL Manipulation Tricks

URLs can be manipulated in multiple ways in order to trick users. As discussed in section 2.2.2, these manipulations can often be difficult to identify, even for those with extensive training.

One common set of tricks is called “mangle”: this is where a brand or company name has letter substitution, misspelling or non-ASCII characters that appear to be similar to their English counterparts [5]. The use of non-ASCII characters means this is very difficult to be picked out at a brief glance and since users do not typically spend a while focusing on URLs in the page [72], these would be hard to detect.

URL manipulations can also occur to confuse the user intentionally. For instance, a common set of tricks is called “obfuscate”. These tricks aim to confuse the user by substituting the URL domain with an IP addresses in place of the domain, or shortened links [5]. Link shorting, for instance, does not always have to have a malicious intent, though. Service provided by companies such as Bitly [8], can help to reduce the length of URLs for users to more easily sharing for example.

These manipulation tricks are difficult to avoid and often need a lot of experience when trying to understand them. These tricks could be a core focus in developing a theoretical anti-phishing tool, and this tool could specifically allow users to more clearly understand these tricks.

### 2.3.3 Domain Indicators

There are a number of phishing indicators which are specifically related to the domain name of a site. A domain name is a label which identifies a network domain - a unique group of computers that form part of a central administration or authority. These domain names are managed by the Domain Name System (DNS). The domain of a site can be embedded in a site’s URL, as can be seen in figure 2.1 on page 16.

One of the indicators of phishing related to domains is the age of the domain itself. Therefore the days of domain registration can be looked at, in information stores such as the WHOIS [80] domain database. “A Whois domain lookup allows you to trace the ownership and tenure of a domain name. Similar to how all houses are registered with governing authority, all domain name registries maintain a record of information about every domain name purchased through them, along with who owns it, and the date till which it has been purchased.” [80]

As phishing sites tend to be newly created, information stores such as WhoIs can be queried to get the creation date of the website. This can then be evaluated against thresholds for the typical creation date of phishing sites.
Therefore domain indicators are an important indicator of whether a site is a phishing site. Since these indicators are not apparent to the user when inspecting sites, these indicators could be highlighted to better inform users.

### 2.3.4 Page Indicators

Page features use information about pages which are calculated using reputation ranking services. These are some of the most useful indicators of a URL's safety if they show a site is popular, but can equally be an indicator of phishing where a site is shown to be unpopular. In this sense, they give information about how reliable a site is.

For instance, one page indicator is the relative popularity of a website which can be determined by looking at information by using Alexa Top Sites [3] to get a rank of the most popular domains [41, 86]. Popular sites tend not to be phishing sites since users do not tend to revisit a phishing site. In this sense, the highly popular sites in a list such as Alexa’s Top Sites can be used as a whitelist; whereas the most unpopular sites from this list (or no inclusion in the list) can be taken as being a malicious site.

Therefore by highlighting these page indicators to users, and using this information in the calculation of automated security indicators, a phishing detection tool could increase the users’ contextual knowledge of phishing.

### 2.4 Other Phishing difficulties

Another common trick employed in phishing is to make the displayed text for a link suggest a reliable destination when the link actually goes to the phisher’s site. This is also known as covert redirect or cloaking. Many desktop email clients and web browsers will show a link’s target URL in the status bar while hovering the mouse over it - called a mouseover. This behaviour may in some circumstances be overridden by the phisher [12] which can lead to users visiting malicious sites without their prior awareness.

A further attack that can be employed against a victim is a cross-site scripting attack. This involves an attacker using the flaws in a trusted website’s own scripts against the victim. These types of attacks are particularly problematic because they direct the user to sign into a genuine service such as a bank, where everything from the web address to the security certificates appear correct. In reality, the link to the website is specifically crafted to carry out the attack, making it very difficult to spot without specialist knowledge. This type of attack was used in 2006 against PayPal [45].

A drive-by download is an additional example of an attack that can occur as a consequence of a phishing attack. This refers to the unintentional download of malicious code to a target’s computer which leaves them exposed to further attacks. Drive-by-download malware often uses small pieces of code designed to slip past simple defences and go largely unnoticed. This code is often very simple as its main purpose
is only to contact another computer to introduce the rest of the malicious code. Often the malicious code is distributed by compromised websites, so simply visiting a site without the appropriate security can leave user exposed to this attack [38].

2.5 Summary

This chapter underlines what phishing is, and provides an explanation of the different vehicles used to deliver phishing attacks. It discusses the indicators used to identify these attacks and the depth of technical knowledge that is often required in order to understand what constitutes a phishing attack. Further attacks that can occur as a result of phishing are outlined as an example of the potential sophistication of these attacks.
Chapter 3

Related Work

The chapter looks at related work to the phishing tool and discusses how the tool expands and builds on this work through the course of the project.

3.1 Usable Security

Usable security as a field focuses on the juncture between human-computer interaction and computer security, with a focus on the human factors of computer security and privacy. Researchers working in the computer security field often produce necessary security tools intended to protect users, but these can have a bounded usefulness for actual users due to their limited usability. An example of this is the PGP 5.0 encryption study [79] in which a selection of computer science students were not able to adequately encrypt an email using the given security tool. This demonstrates the limited benefit in creating a security application that is not usable. Papers such the one presented by Cormac [32] expand on this, by discussing how the creation of further tools, and specifically the security terms associated with them, can actually lead to users’ confusion by increasing the amount of terms they need to be familiar with.

An understanding of how users interact with computer security systems is a central aspect of Usable security. This is the focus of the Human-in-the-loop framework proposed by Cranor [15], which discusses how security systems should strive to remove humans from security systems wherever possible, due to their general unreliability. However, where they cannot be removed from the system design, security failures should be analysed by system engineers to allow users to understand and engage with the security system in the most effective way.

This should not, however, lead to a perception that users are somehow the enemy of secure computing systems. Adams et al. [1] found that whilst users do indeed compromise computer security mechanisms, this is “often caused by the way in which security mechanisms are implemented, and user’s lack of knowledge”. Instead, through adequate training, users can be useful components of a security system as discussed by Pfleeger et al. [52]. This is particularly important as humans are often more capable at
spotting unique and unknown patterns than machines.

An understanding of usable security is necessary to effectively design a security system if it is to be usable for end users. For instance, a security system such as phishing learning and detection tool would have to consider the human-in-the-loop in order to design a usable system which prevents users from being affected by malicious phishing.

3.2 Theoretical Phishing research

There are many different approaches to tackling phishing. The common element between these approaches is the analysis of phishing indicators. The main difference between these approaches is how they use this analysis: whether that is user training or calculating the likelihood of the URLs being malicious using machine learning techniques.

The amount of user interaction these approaches have is varied. For example, approaches involving automated phishing detection may have no user interaction whatsoever. Approaches such as these which have limited user interaction, deprive the user of learning opportunities. These learning opportunities are needed to bridge the malicious URL availability window - the amount of time it takes for a URL to be caught by an automated detection system. According to Canova et al. [11], this time window was around 32 hours and 32 minutes in the first half of 2014. This means that users can be affected by these malicious URLs during this time, before general security tools can remove or block them. This availability window can be caused by the failure of these automatic approaches to detect newly created URLs which do not conform to existing patterns. The only defence in this case are the users themselves. Therefore it is important users have the appropriate knowledge to protect themselves from the threat of malicious phishing URLs.

Each of the approaches to tackle phishing discussed in this chapter has it’s unique advantages and disadvantages. The goal of my work is to understand how the benefits of these approaches may be combined into a single phishing learning and detection tool.

3.2.1 Automated Phishing Detection

Automated phishing detection is an approach favoured by large organisations and companies. This approach employs machine learning techniques to analyse URLs to discern if they are malicious.

These techniques can be used to populate stored blacklists. These are extensive databases of phishing links which are known to be dangerous. These databases are often maintained independently by companies, with some publicly available for querying. One of the significant benefits of using blacklists is the reduction in computation time needed to process whether each encountered URL is malicious. Blacklists tend to be highly reliable when considering the URLs present in them. Since they are not complete lists
of all malicious URLs, they can not be fully relied on. This means that URLs not present within blacklists still need to be analysed.

The accuracy of automated approaches is greatly improved by access to large datasets. For instance, Google utilise the massive datasets they have access to from their search engine to produce a classifier that works on noisy data with a 90% accuracy [78]. Their approach utilises URL feature extraction and the fetching of page content to match the defined heuristics for their classifier.

The main concern with these automated approaches, particularly from a usability perspective, is that these approaches can result in false warnings that decrease user confidence in the effectiveness of the prevention systems. This is because such systems do not have a 100% accuracy. The false warnings that occur as a result, can cause users to ignore future warnings [61]. Therefore automated approaches such as machine learning are not effective as a singular indicator of phishing attacks.

### 3.2.2 Automated Security Indicators

A further approach to tackling phishing, is by using automated security indicators. The basis of the automated security indicator approach is to feed information about security practices back to the user so they can make decisions about the security status itself. The idea behind this approach is that users can pick up on information that machines cannot. The automated security indicator approach can incorporate features such as informative mouseovers or the highlighting of important information for the users.

An example of this is presented in the Faheem slackbot [5], which breaks down a URL into its various components and presents this information to users. This tool presents the URL information to users in a standard format with contextual information about what each URL component might mean. The concept underlying this tool, which is indicative of the general approach, is that this allows users to make an educated decision about the safety of the URLs analysed by the tool.

A further example of automated security indicators is given in the URL report research [4]. This research presents a detailed breakdown of how a URL’s different components can be presented to a user. This allows for extensive contextual information about each URL element, whilst highlighting the most important aspects of a given URL to a user. The report was created with the use of focus groups in order to be an effective and useful presentational tool. It breaks down the information about URLs into three primary sections: summary, URL manipulation tricks and facts about the URL. For each fact, there is a clear explanation of why that fact is significant. This is presented alongside an example of the URL component itself, to make the connection between the fact and URL component clear to the user. The report itself expands on the Faheem Slackbot by including further information such as the level of encryption and the domain and page popularity. This URL report has not been implemented as part of an existing tool. A theoretical phishing detection and learning tool could incorporate this URL analysis design. This would be beneficial since this report has already been extensively designed with user feedback.
Established security toolbars such as Netcraft’s are an additional example of automated security indicators. This tool is designed to present information about the quality of the site to indicate to users it is phishing or not.

These security toolbars are often not designed to convey information clearly to users, and essential heuristics such as page site rank can be ignored by users as a result. This can be due to a lack of contextual information explaining why this information is important to users. Wu et al. [85] discuss the usability of these security toolbars in their paper. Netcraft’s security toolbar, as seen in figure 3.2, is one example included in this paper. The paper itself raises future design principles for anti-phishing tools, drawn from research into the usability limitations of the example security toolbars themselves. The design principles suggest “active interruption like the pop-up warnings [are] far more effective than the passive warnings” but they “should always appear at the right
3.2. Theoretical Phishing research

Active interruption is another notable feature which could be included in a theoretical phishing detection and learning tool. This could be used to prevent users from visiting malicious websites in the first place, rather than just warning them of these sites. This feature combined with a clear information breakdown of the URL components, as outlined in the URL report, might make an effective tool for phishing protection.

3.2.3 Training users

Training users is a critical approach of tackling phishing, as it can improve the ability of users to make effective decisions when faced with phishing attacks. This touches on Usable security fundamentals as users are often an under-considered element of computer security. It is advised that were users cannot be removed from the application loop; systems are designed to make information as clear as possible to them. This is where training users can be beneficial.

There are multiple approaches to training users and many different tools designed to help with this. Facets of ideal training approaches are: engaging the user, presenting relevant information to the subject and having clear learning objectives. Training through the use of educational games is one example approach. This approach is often intended to engage the user by presenting information in fun environment. This, however, is subject to the quality of the game. One common difficulty with this, and training in general, is the user’s ability to retain information taught to them after some arbitrary period of time. After learning new information, users tend to show increased knowledge and skills on the subject immediately afterwards, but this is shown to deteriorate over time. This is a concern with computer security applications especially as it is essential that users continue to have the knowledge and awareness that allows them to adapt to threatening issues as they appear.

Studies related to the phishing area focused on training users include the NoPhish app [11]. This is an app intended to teach users about phishing using informative pieces of information. As a result of the longitudinal study included in the paper, they found that users were more successful after the teaching, but their success rates dropped 5 months later when tested on the same material again.

A theoretical anti-phishing tool could inform users about the components of malicious URLs, and the reasoning behind why these components are malicious. Where this theoretical tool could focus, is on embedded training which is intended to help users retain the taught information for a more extended period by continuing to teach them at key moments.

3.2.3.1 Embedded Training

The aim of embedded training is to teach users in the moment they make an error, about why that error has occurred. For instance, when users are making an error,
this type of training teaches them by presenting information to them about why these errors have occurred. This helps to improve user retention times by creating memory anchor points which help users recall the learned information when faced with similar situations to the learning experience. For instance, Jerry clicks on a malicious URL but is prevented from reaching it and presented with information that it has too many sub-domains which indicates why this URL is malicious. In the future, Jerry is more cautious about clicking on URLs and watches out for how many sub-domains are in the URL.

One problem with embedded training, despite success rates, is that it is very hard to deploy in real life situations. In corporate environments for instance, this is because it is hard to set-up a scenario for embedded training where the employees do not know it is occurring. The training therefore fails to train users appropriately as they adapt their behaviour to the training environment. It is also difficult to create the environment in which these kinds of training can occur without a lot of set-up and intervention into typical user routines.

A theoretical anti-phishing tool could incorporate these elements by presenting information to users about the mistakes they make when clicking on malicious URLs. The tool could give users the choice of proceeding to the website regardless in the case that it has made a mistake. By incorporating a feature such as a whitelist (a list of safe sites) the accuracy of such a tool could be improved by allowing the tool to adapt the user input, to correct situations when the tool has made a miss-classification.

### 3.3 Existing Phishing tools

There are some existing phishing tools. The majority of these are incorporated into general computer security-focused software such as anti-virus software. This means that their particular focus on the user on this topic is limited. These comprehensive software packages also tend to focus on providing the user with a sparse amount of high-level information. This is designed to keep users engaged with the tool by demonstrating its functionality whilst encouraging the users to continue to engage with it. This is coupled with the fact that these tools are often paid for and the average user tends to have limited knowledge of computer security in general.

Tools specific to chrome fall into a number of categories:

- general computer security extensions that are also incorporated
- tools build into chrome itself
- ad-blocker extensions
- specific phishing extensions
3.3.1 Further Anti-Phishing Tools

An example of a phishing tool built into a web browser itself are Google site warnings, as can be seen in figure 3.3. These are presented to prevent users from visiting malicious sites, by using the information calculated as part of Google’s automated phishing detection. When visiting links that are malicious, this warning can sometimes be thrown to indicate that the subsequent site is malicious. This is useful as an intermediary to prevent users from going to the site, and prevents them being immediately affected by the malicious site. However, the usefulness of this warning is limited by the accuracy of Google’s aforementioned classifier work. This can reduce users trust in these warning and encourage them to ignore them.

![Google site warning](image)

Figure 3.3: Google site warning [29]

To improve on this approach, a theoretical anti-phishing tool could present the details of why the user has been blocked to help users build an understanding of why they have been blocked. Since the design for Google’s site warning is well known by users of the Chrome browser, a theoretical anti-phishing tool could use a similar design to keep this consistent with what users are already familiar with. This would help to make the intention of this page clearer to potential users.

3.4 Summary

In this section, we covered information about the current approaches taken to tackle the problem of phishing attacks. This chapter discussed how automated phishing detection approaches can be limited by their inability to adapt to new URL patterns. A theoretical phishing tool could improve on these approaches by presenting information to users at key points to allow them to make informed decision on their own safety. One way this was suggested, was the incorporation of embedded training into such a tool, to allow users to retain their learning over a longer period of time. By providing information in the form of automated security indicators at key points invention points - the hope is this theoretical tool could help to reduce malicious phishing.
Chapter 4

Requirements Gathering

My goal is to develop a tool that informs users about and protects them from malicious URLs, through web request interception. I anticipate this tool would work well in a browser or application plugin. Designing such a tool involves the incorporation of numerous sources of information: an understanding of Usable security, existing approaches of tackling phishing, and an understanding of secure programming methods.

This chapter outlines how the requirements for developing an explanatory anti-phishing tool were gathered, alongside the design decisions for doing so.

4.1 Initial Concept Design

The issue that I am attempting to address is the fact that users do not know much about malicious URLs, and the large amount of phishing attacks that can occur as a result. The lack of effective tools to inform users about why a URL is malicious and prevent users from being effected by them exacerbates this problem. Thus the research question to which I aim to provide an answer to is:

How might we develop a phishing learning and detection tool that will protect from, and inform users about, malicious URLs?

The initial concept of this project was to develop on the work of the Faheem slackbot [5] by implementing a system which would be able to present the user with explanatory URL information to help better inform their decisions around URLs. This was also influenced by the work done by Volkamer et al. [72] to provide feedback to users in the form of a mouse-over for each URL in an email. Their approach was designed to help users make informed decisions before they click on a link. The idea was to build on this research and develop a more comprehensive system on a platform which would have a wider reach.

One of the key considerations was the ability to incorporate active intervention to prevent the user being directed towards a malicious site. This was shown as a suggested approach in the work of Yang et al. [86], which used a chrome extension to warn
users of malicious phishing. Their field experiment suggested an active intervention approach could be incorporated into a future anti-phishing tool, as long as the user was presented with an understanding of why they had been intervened. This complements the inclusion of embedded training in such a tool by displaying this malicious URL reasoning to the user at appropriate points of intervention. To implement such a system, a web browser was considered as the best vehicle, since this is the primary way of viewing graphical web pages. These web pages are linked to by other applications who wish to display or access web pages for example [68]. This would mean that any web request arising from the clicking of a URL from an application outside the user’s browser should be able to be filtered by this system.

The work done in Section 3.1 to design an idealised URL display, also presented an opportunity to be incorporated into a potential tool. As this pre-existing work has already been evaluated with users, the incorporation of this display would have the benefit of limiting the amount of design required to develop the tool.

As browser extensions are the primary means of extending the functionality of web browsers, these were selected as the means to implement this system. This led to the concept of an extension which would provide user feedback about each page’s current URL in the omnibox (the box at the top of a browser which contains the current page’s URL). Since it was pointed out that this approach would only be helpful for users who have landed on a phishing site already, discouraging them from entering their details perhaps, but not being able to tackle the issues that might occur with phishing sites such as drive-by-downloads. This necessitated an expansion of the scope of the design to incorporate all of the links on a page, before the user had clicked on them.

### 4.1.1 Browser Choice

The Chrome browser was chosen as the primary deployment vehicle of the tool because it has largest market share of any currently used browser (62.5% globally). [73] This means the tool as a greater reach, with an ability to benefit more users.

Developing for this browser is also well documented, and it includes clear official documentation and access [24]. The browser also had a wide range of inbuilt framework API access, and importantly, access to a ‘webRequest’ API [26] - which would allow the processing of a users URL requests before they have visited the site. This easy access to useful APIs was similarly the case for the Mozilla Firefox browser [43], when comparing them both to other browsers, but this has a much smaller market at (6.3%). Therefore this presented the Chrome browser as the ideal development platform.

### 4.1.2 Identifying the Userbase

Identifying the ideal user base was a core consideration of the development of this tool. As discussed in chapter [2], phishing is a ubiquitous problem which affects users of all technical backgrounds. Whilst deceptive phishing attacks are more easily detected by users of above average technical skill, this user group are as similarly susceptible to
increasingly popular attacks such as spear phishing are. Due to their ability to detect low quality phishing attacks, those with above average technical skill can be overconfident in their knowledge of phishing even without having a purposeful education in the subject, such as indicated by the interviews outlined in this chapter. This can subsequently increase these users susceptibility to these attacks \[76\].

A major consideration of mine in this identification involved considering the body of work I wished to incorporate into the design of the tool. Specifically the work on the URL report by [3], focused its design on above average technical users. This reasons behind this build on the research done to demonstrate how technical knowledge disseminates itself among the wider population. These users, with above average technical, are most likely to be asked about and share their knowledge with users with less adequate technical skills \[77, 54, 57\]. This means that targeting this user population allows a wider benefit to be shared to the wider population as they all benefit from the education of this group.

This was my primary motivation when choose above average technical users as the main user-base of the tool. Whilst the tool might intuitively be targeted towards those with no experience of phishing, the large amount of technical knowledge required to fully understand the workings of sophisticated attacks limit the ability of the tool to attract these users.

### 4.2 Interviews

The necessity for the user to get feedback on every URL on the page, provided the basis of my research to find the ideal point of user interaction: what information would be required for the user and how it would be presented to them, and what they would like to see this on.

The main goal of the interviews was to find these interaction points, such that the users would be happy using the tool in their own lives. The interviews also focused on what might be useful to the user given the user interface options available within a chrome extension.

The secondary goal of the interviews was to understand how much knowledge users have on the topic and provide explanations. This was to ensure each participant had a shared basis of knowledge in order to contribute to the discussion of the design.

#### 4.2.1 Method Selection and Reasoning

The purpose of choosing interviews as a research method was to get more focused feedback from a user level. By being able to ask users direct questions on the subject, I could build a depth of understanding as to what user’s might mean about a subject. This was very useful at the design stage of the project.
Since the interviews also included the explanation of information as well as the gathering of it, this meant that this was a better choice than a survey - which would have meant that the users would have to read somewhat of an essay to get information. It would also allow me to further question users to explain their previous answers.

4.2.1.1 Participants

Since the idea of the interviews is to better understand how the userbase interact with the tool, the participants included in the study were drawn from the same criteria - people with above average technical skill.

We separated our participants according to computer security, to detect if there were any trends within participants view of the application relative to their declared experience. Therefore all of our participants had above average technical skills with a mixed range of computer security experience.

4.2.2 Methodology

The interviews themselves having varying levels of structure depending on the topic. The interviews were scripted to ensure information given to participants was the same across interviews. Since the participants were giving some personal data, they were also asked to fill in a consent form. Both the script and consent form can be found in Appendix A.

Since I had little knowledge on how much the participants knew about the Phishing and URL terms, the first portion of the interview was dedicated to explaining these terms. A structured approach was taken to ensure that the participants were familiar with the terms and context before we reached the User Interaction portion of the interview. The Phishing and URL portion of the interviews was structured to ensure that all of the participants had a consistent basis of knowledge.

To explain these terms, after being asked about their knowledge of the subject in general, the participants were presented with a number of examples of each topic and asked to give an explanation of the presented examples. Afterwards, they were then told what they got right or wrong about each example. This was to help users’ give more educated feedback on what they would like to see in the tool. This portion of the interviews was also useful in analysing how participants approach each topic.

The third section of the interviews was the User Interaction portion and this was semi-structured. This was intended to allow for further questions to be asked of the user to explain what they mean. This consists of asking the user how they picture themselves interacting with such a tool from a top-down perspective: beginning with what they think the priorities of such a tool would be for themselves, down to which combination of user interface elements they would benefit from and how these could be presented.
4.2. Interviews

4.2.2.1 Protocol

An outline of the structure of the interview:

- Start with consent form
- Brief general interview questions to get participant information
- Overview of participant of what specifics are required
- Phishing understanding section
- URL understanding section
- Gained Knowledge test
- User Interaction Section
- Thank the participant and offer informative talking Points

The Background section was used to gather information about the participant, so they can be referenced and be classed as one of the three core user groups.

For both the Phishing and URL topic overviews, the participants were first asked for their initial understanding of the respective term. They were then asked to analyse images containing examples of the topic, and asked to give their opinion on whether it the example was malicious or not. At the end of analysing the examples in topic, the users were presented with the answers to the examples for that section.

The UI Interaction portion was intended to capture the users thoughts on the design of the phishing detection tool itself. The users were asked a serious of questions intended to understand what features they would like in such a anti-phishing tool. Since this was a semi-structured portion, further explanatory questions were asked of the participants to help better explain their ideas on the tool.

For the last question in the interview, participants were asked how likely they would be to use the tool itself, and asked to explain why they choose their answer. This was intended to get an idea of how many users would wish to use the tool, and if there were any aspects that would have to be particularly focused on as part of the development.

The interviews were concluded by offering further information of phishing tips if users wished. This was intended as a means of thanking the participant and giving them something back for their experience.

4.2.2.2 Data

The final amount of participants in the study was 17, but the results of only 16 participants were analysed as part of these interviews since one participant (P12) later decided to reevaluate their estimation of their own technical skills. This lead to them being outside the scope of the target participant group of the study, which meant their results could not be included in the final analysis of the data.
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Each interview lasted around one hour, depending on the individual participant’s enthusiasm for discussing the tool’s potential UI. The information from the interviews was transcribed by myself, and an audio recording of the interviews was made to be used as a further reference for information that the transcript had missed.

4.2.2.3 Analysis

Since many of the initial training section had clear finite answers, this allowed this part of the process to have quantitative data, which could be evaluated. The qualitative results of this approach were analysed by using basic statistical analysis.

From all of the parts, there was a lot of quantitative data which had to be analysed. The decision was made to analyse this through open coding. This is the process of finding meaning in qualitative data by labelling sections of the data with codes. These codes are labels which summarise chunks of data - just based on the meaning that emerges from the data. This occurred for each section of the interviews, which allowed us to pick out key themes and trends for each section. After this process was completed, the relationships between these open codes were identified to form themes which underline trends in the data - a thematic analysis.

Due to the amount of transcripts to process, this analysis was completed with the help of a friend, who helped with data entry and the final thematic analysis.

4.2.3 Results

The full results of the quantitative analysis and open coding can be seen in Appendix B. The results of the study are summarised and discussed in the subsequent sections for each topic covered in the interviews.

4.2.3.1 Phishing Understanding

Participants were largely able to detect the phishing emails and point out relevant indicators, with the average success rate for phishing identification across users being 97.91%. Most participants focused on the quality of the email itself and many pointed out the email address as a focus of their concerns. This is in line with Phishing recommendations, and participants that had no self-declared knowledge on these subject were still able to point to these characteristics as a general aspects of the interview. This may be due to the educational structure of the interview themselves - in that they were provided with the definition before proceeding with the tasks.

What may require investigation in future work was participants focus on the current relationship with and knowledge of the sender for the emails as an important aspect of understanding and how this relates to their susceptibility to spear phishing attacks. This was outside the scope of these interviews since the phishing section was focused on deceptive phishing.
4.2.3.2 URL Understanding

Participants on the whole largely knew the purpose of URLs, as demonstrated in B.5, but had less of an ability to adequately read them.

The participants particularly struggled with detecting more difficult aspects of URL reading, such detecting non-ASCII characters hidden within URLs. A significant number of participants were unable to understand shortened links well either. This suggests participants need these aspects to be highlighted for them in particular.

The participants confusion around the buzzword questions for URL reading also suggests some participants do not understand URLs well enough to detect the malicious aspects of them. This is completed with many participants basing their answers on the knowledge of the source, around 50%. Participants also had a number of misconceptions of URLs at times which were interesting, but may be related to the varied cultural background, in line with the universities statistics, the participant pool was drawn from.

Different strategies were employed by the participants depending on the URL. This may be due to the nature of the questions themselves, with figure A.4 being an example participants would be unlikely to encounter normally.

4.2.3.3 User Interaction

Users generally wanted the tool to work before they visit a site, in that it works when they click on a link, with many of them wanting it to focus on malicious sites. They had a strong focus in incorporating active intervention into the tool.

They largely wanted this information to be presented with a dedicated intervention page with some participants specifically requesting that this be unmissable (P11 - “it should make a big noise so I don’t miss it”). Participants also strongly suggested a traffic light reputation system for highlighting the status of the URLs. They were also clear that the intervention page should give the details of why their routine had been intervened, and some participants felt that these details should be clear and accessible at any time.

When asked how participants would like to be presented with this information in the form of a Chrome extension, participants had a variety of ideas of how and what should be presented. A majority of participants, however, suggested the tool should incorporate link annotation shields to highlight the status of URLs, with a popup including an information breakdown, which could be used to explain how this status had been derived. They also requested a context menu entry to show a breakdown of the link details for any link they may wish to analyse. The participants also had ideas for additional features: with one participant focusing on the ability to report URLs as part of both a popup and a context menu entry. Some participants focused on the tool’s ability to provide high level information about the site in general: through either an overall information breakdown or a badge with a count of all the links in a page. Relative to
other UI elements, participants generally had no strong opinion on use of the badge and the icon.

As for help information, participants thought it would be useful to have a guide displayed when they first installed the tool and also a tutorial page on how to use the tool. Some made the further suggestion of having a learning page on URLs for further details on this topic too. They largely wanted this information to be presented as “only pictures and text” with clarity and time both being recurring reasons for this. A small number of participants felt they would not need such help features at all as they would intuitively know how the tool works when it was first installed.

As a recurring number of participants wanted the tool to have minimal obtrusiveness in their normal routines, as seen in the table B.7. This request for minimal obtrusiveness by participants was closely associated with participants request to have a low false positive rate and high accuracy with the tool. The interview participants diverged into three main groups: those that wanted a lot of intervention, those that wanted minimal intervention only when necessary and those that enjoyed the mix of both but had other reservations such as not wanting to see the link annotations all of the time.

### 4.2.4 Likelihood to use the tool

Participants on the whole were likely to use the tool, with around 50% describing themselves as being *Fairly Likely* to use the tool. Some participants really enjoying the idea of the tool, with multiple participants signalling out the many different aspects of the tool that they would like to use. A vocal minority of participants however felt that they had enough knowledge in the topic such that they would not need to use the tool at all. Instead, they felt that the tool was more suitable for non-technical people, even though this ran contrary to the overall URL accuracy results for harder to detect URL features.

Looking at figure 4.2, we can there is a trend among the participants based on computer security experience. We can see that participants who have self-declare their

---

**Chrome extension UI Elements**

<table>
<thead>
<tr>
<th>Themes</th>
<th>Codes</th>
<th>Participants</th>
</tr>
</thead>
<tbody>
<tr>
<td>Link Annotation</td>
<td>link annotation shields details on shields click</td>
<td>P8 P6 P5 P13 P4 P14 P1 P15 P10 P8 P1</td>
</tr>
<tr>
<td>Popup</td>
<td>popup with information breakdown</td>
<td>P8 P7 P2 P16 P14 P1 P15 P10 P9 P13 P4 P17 P1</td>
</tr>
<tr>
<td>Icon and badge</td>
<td>icon behind omnibox badge that shows number of malicious links</td>
<td>P14 P7 P9 P16</td>
</tr>
<tr>
<td>Other Pages</td>
<td>learning about URLs page tutorial page</td>
<td>P7 P7 P1</td>
</tr>
<tr>
<td>Context Menu</td>
<td>context menu for link details context menu for reporting links</td>
<td>P11 P13 P3 P2 P4 P16 P14 P17</td>
</tr>
</tbody>
</table>
experience as Intermediate have a lower weighted average towards Somewhat likely, than the other Beginner and Expert groups, which have a higher weighted average of Fairly Likely. Analysing the open codes for this question, this may be due to overconfidence on the part of these participants, in that they feel they know enough not to need features of the tool.

4.2.4.1 General Analysis

From the participants’ understanding of phishing and URL reading, this would suggest that participants would benefit from more information in this subject. Particularly, with the potential consequences of not understanding the more detailed aspects of URLs which are harder to pick out. This is a positive indicator that the goal of developing the anti-phishing tool to inform users would be useful for the intended userbase. This is complimented by the positive overall response when users were asked how likely they were to use the tool with 68.75% of users, feeling they were Fairly likely to use the tool. The participants also singled out many of the features that are intended to be incorporated into the tool as being features they would wish to see as part of it.

4.2.5 Recommendation

Based on the previously outlined results, the User Interface elements were chosen by selecting the most popular features and combining these into a compatible cohesive combination. Since the intervention group was the largest of the identified grouping - it was decided to focus on the wishes of these participants when designing the full capabilities of the tool. This was easy as this group were largely happy with the features that were already being considered for incorporation within the tool. The second group were catered for by adding settings to limit the UI options such as the display of the link annotation shields. The feedback from the last group in particular helped to derive the efficiency requirements of the system.

The UI elements chosen were:
• a context menu entry (on right click) to access link details
• a badge over the plugin icon to display the overall site information
• link annotations with a status for each link on a page
• a popup with an information breakdown on how the tool’s status value had been derived
• a tutorial and settings pages with a text and image focus

It was also decided that the system would need a low rate of false positives to help cater for the second identified grouping. Further studies would also be recommended to better understand how to reach out to the overconfident grouping identified in the interviews.

4.3 Requirements

As a result of these interviews, and analysis of the literature, the high level design goals of this system were defined follows:

**Requirement 1**: Classifying every URL according to one of three states as part of a traffic light system

This classification should occur for those present in any given page, the page URL itself and any URLs user requests from any platform which would be processed by the browser. This would allow the tool to be a comprehensive solution to phishing, and potentially flag other security exploits which employ malicious URLs.

**Requirement 2**: Using the browser to prevent the user visiting any URLs that have been classified as malicious without explicit user consent

This is intended to cut down unintentional direction to malicious URLs, caused when on platforms such as email and social media.

**Requirement 3**: Present the information on each URL to the user in an understandable way, both at appropriate points of intervention and on user request

This is to encourage the user to learn through embedded training, and allow users to catch URLs themselves through this training and contribute to reducing their own danger.

**Requirement 4**: That the end built system includes the best practice of software engineering: maximising efficiency and accuracy

That the system works effectively as and when required, such that users are not do not remove it due to efficiency concerns.
4.4 Summary

This chapter outlined the design process which occurred in choosing to develop an anti-phishing tool for the Chrome web browser. As a result of the interviews and a prior literature review, the features of the tool were able to be selected. The proposed system should provide contextual information on every link a user visits on every page. It should also incorporate active intervention, to prevent users from visiting any page that it deems malicious, and present them with why this is the case.

The UI features of the tool, as they will be incorporated in the Chrome extension, are also derived as part of the interviews. This provides a solid base on which to establish a more developed system design.
Chapter 5

Design

In order to build on the requirements I had gathered from users for the anti-phishing tool, in this chapter, I outlay the design of the tool in order to evaluate how effective the design will be at achieving the desired requirements. I begin this process by prototyping the user interface with paper drawings before developing a proposal for the technical implementation of the URL calculation system. I evaluate these designs by consulting with an expert to give further feedback and improve on the design.

5.1 Prototyping the User Interface

I initially began by prototyping the user interface by drawing out my design on paper. The goal of this was to test the design of the tool prior to implementing it, as a basis to get feedback on this.

The main layout of these pages was primarily drawn from figure 3.1 as outlined in paper [4]. Since this, the purpose of this paper was to prototype an ideal means of communicating URL status information to users. The communication of this URL status information was iteratively designed with users drawn from the same target userbase. I choose to base the primary view of this tool on this as this presented the advantage of reducing the amount of time I would need to test the way I display URL information to the users. However, one of the difficulties of this decision was that the URL report design had not been technically implemented due to the complexity of implementing this as a functional user interface. In addition, the URL information display did not fit with the look of a typical chrome extension, being originally designed as a report rather than an interface. This meant that it had to be adapted for usage as part of a functional UI.

Figure 5.1 illustrates an example of one change which had to be made to the URL report to use it as part of a functional UI. This is demonstrated with the addition of a further details expansion panel, rather than having this information being constantly displayed as part of the URL report. During the interviews, the users highlighted that they would not want to see all the URL details at once, so this design decision had the
benefit of meeting their request. Figure 5.2 shows a paper design of the tool with the further details panel displayed (after having a user click on further details).

The user intervention screen was designed by drawing inspiration from Google Chrome’s site warning feature, as can be seen in figure 5.3. This demonstrates the incorporation of embedded training within the extension through the display of the URL analysis at the time of this intervention page being shown.

Further paper designs of the tool’s features are provided in Appendix C. The paper designs for these tool features were partially inspired by other high-quality user interfaces of existing Chrome extensions, such as Ghostery [21].
5.2 Back-end Design Proposal

The Back-end Design Proposal primarily involved outlining how the tool would classify URLs in order to be displayed by the extension’s front-end. There were a number of competing issues in consider in the design of this algorithm. The report itself, comprising a full list of the included heuristics, can be found in Appendix D.

5.2.1 Selecting the Algorithm Type

First off with limited resources, such as a lack of labelled data, it would have been needlessly challenging to develop an algorithm which employed machine learning. In particular, it would have been difficult to develop an algorithm which could have beaten the accuracy rates of Google’s own, as referenced in Chapter 3. This was coupled with the knowledge that the tool would be able to benefit from the results of Google’s algorithm, with the ability to easily access Google’s safe browsing data [30].

Secondly, there was a need to process the URLs in such a way that would provide information for the front-end to display. In machine learning approaches, it is possible to produce a label and associated probability for the data but much more complicated to derive why the URL would have been labelled in this way. This was compounded by my lack of in-depth knowledge of machine learning at this time.

Therefore, this lent itself to employing a heuristic algorithm. This type of algorithm could be used to match the URL against a set of defined heuristics. This would result in a status value for each heuristic which could be then be aggregated with the values of the other heuristics to form an overall count of the status types. The overall count of these types can then be matched against a set of given thresholds. The issue with this approach is the difficulty in selecting appropriate heuristics which cause the algorithm to give a high accuracy. This is difficult for phishing in particular as it requires a
significant amount of research in what is a literature dense research field. The benefit of this approach is that the heuristics would be able to be used in the User Interface calculation of the tool itself. For example, if a heuristic is present in a URL, this could be clearly referenced in the front-end, such as in figure 5.2.

This is why I chose to use a heuristic algorithm. The core of this algorithm, beyond what has been described, was the association of each heuristic with a severity level. These severity (or issue) levels being, in order of decreasing urgency, one of the following: “known”, “possible”, or “none”. The algorithm was designed to then use the severity level of these heuristics to indicate an overall status value of for a URL: “safe”, “warn” or “alert”.

5.2.2 Decision-Making Algorithm

Each of the severity levels is associated with a colour: “safe” is green, “warn” is yellow and “alert” is red. This is intended to mirror the traffic light system which is incorporated into the UI.

The decision-making algorithm’s input will be the given URL and all required information needed to consider the classification of this URL. The algorithm begins by considering each case where a URL might be considered purely green (i.e. considerably safe). If any of these indicators, such as the inclusion of the URL in a reputable whitelist, are true then the URL is classified as safe, and the algorithm returns the URL as having a green state. Otherwise, the algorithm will analyse the URL and classify the given URL as having either a yellow or red state.

To achieve this, the algorithm analyses each set of features using the heuristics outlined in the subsequent chapters. Each set of features is a useful indicator of a URL’s safety, which can be used to classify how likely a given URL might be phishing. These indicators are referred to as issues in the Back-end Proposal, and each of these issues is categorised with one of the three severity levels.

To classify a URL, a count is kept of each issue that arises from the data parsing. This is matched with threshold values which are used to classify this URL. A list of these classifications can be seen in table 5.1.

<table>
<thead>
<tr>
<th>Known Issues</th>
<th>Possible Issues</th>
<th>Personal Whitelist</th>
<th>Output</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0</td>
<td>False</td>
<td>Red</td>
</tr>
<tr>
<td>1</td>
<td>0</td>
<td>True</td>
<td>Warn</td>
</tr>
<tr>
<td>0</td>
<td>5</td>
<td>False</td>
<td>Red</td>
</tr>
<tr>
<td>0</td>
<td>5</td>
<td>True</td>
<td>Warn</td>
</tr>
<tr>
<td>0</td>
<td>5</td>
<td>False</td>
<td>Warn</td>
</tr>
<tr>
<td>0</td>
<td>0</td>
<td>False</td>
<td>Green</td>
</tr>
</tbody>
</table>

Table 5.1: Thresholds for Output

Since the algorithm favours red classifications rather than yellow, to provide a stronger safety net for the user, this potentially creates a higher false positive rate for the user.
The primary learning component of the tool was designed to help resolve this problem. This component is the implementation of a personal whitelist - a list for users to store the links they have marked as being safe. The intention is for users to be able to update this whitelist with URLs whenever they are analysed by the tool. This is therefore intended to be a constant element of the UI and will be particularly useful for URLs wrongly classified as being in the red state (false positives). After the user whitelists a site, it will not be given a red state by the system. Instead, it will be given a yellow state which means active intervention will not occur for this URL. The user however, will still be made aware they are not entirely safe in the presentation of the same analysis details. This should reduce the false positive rate of the tool for each user over time. How the personal whitelist affects the status classification of the URL can be seen in the Personal Whitelist column of table 5.1. In practice, the ideal outcome would be that the tool tailors itself to users common sites over time, therefore only showing sites that are concerning which the user has never visited before.

5.2.3 Malicious Heuristics

There were a number of heuristics outlined as part of the tool design that will be used to identify whether a URL is malicious or not. Each set of heuristics requires different resources in order to process them. The design proposal outlines information for each heuristic: the heuristic title, a brief explanation, how the heuristic will be calculated, a summary of the data required and an severity level this heuristic should have. An example of this can be seen in figure 5.4.

<table>
<thead>
<tr>
<th>Trick</th>
<th>Explanation</th>
<th>Check</th>
<th>Data Needed</th>
<th>Issue</th>
</tr>
</thead>
<tbody>
<tr>
<td>Too many subdomains</td>
<td>Can redirect user to alternative site</td>
<td>regex search all &quot; characters and take a count of resulting array</td>
<td>Amount of common URL domains; The URL domain</td>
<td>Possible</td>
</tr>
</tbody>
</table>

Figure 5.4: An example manipulation heuristic (drawn from the report in Appendix D)

than what they might wish. Active intervention with a high false positive rate has been shown to have a reduced effectiveness over-time [85].

5.2.3.1 URL Parsing Heuristics

The design of these URL Parsing heuristics focus on parsing the URL into its distinct components, which are then used to pick out elements in the URL itself which might suggest it is malicious.

Processing each of these heuristics involves using natural language tools such as regular language expressions (regex) to match the contents of each URL against any concerning flags. These often involve the request of some data in order to complete each check accurately; the limited amount of required API accesses means these checks can
be performed more quickly and efficiently. Each metric relates to a severity level based on how much of an indicator that metric is.

5.2.3.2 Domain Heuristics

The domain heuristics are designed to measure indicators which focus on the details of domain names. An example of such a heuristic involves checking a domain’s registration status. In doing passive queries related to the domain name, the plan is to detect indicators based on the known trends of malicious URLs. To handle each of these indicators, external data must be requested using APIs to reason what the status of a given URL is in relation to the Domain Name System.

5.2.3.3 Page Heuristics

The page heuristics naturally involve a high amount of integration with a number of APIs due to the need to gather contextual information about the pages. An example of this is the search results heuristic, which involves the checking for inclusion of the page in a queried search engine’s results. Since phishing websites have short lifespans they are not usually in these results. Therefore to implement this, a search engine API needs to be integrated into the tool in order to do this check. Each of the other heuristics also requires the use of a number of external data sources to be able to accurately function.

5.2.4 Safety Thresholds

As part of this algorithm design, the tool is intended to match heuristics based on the safety of the URL before the analysis of any other heuristic. This was a design choice intended to reduce the computation time required for each URL. If the URL can be established as being safe, there is little need for users to be presented with further contextual information on why it is wrong.

The issue with this approach is selecting the appropriate features which can be used to accurately indicate a URL is safe. This is very challenging as selecting the wrong features could lead to false positives in which a malicious URL is inaccurately marked as safe.

The proposed heuristics are a combination of a site having a high page rank, a high popularity (due to its inclusion on a list such as Alexa’s top sites) and a high amount of social media shares. The first two are primary features, with the social media shares being a secondary feature used to decide edge cases (as this is less reliable). The thresholds for these features will be the subject of further research.
5.2.5 Data Sources

As part of the algorithm proposal, the potential data resources that could be used to populate the information of the tool are outlined. This is not an entirely complete list of resources and is intended to present a picture of critical areas where information would be sourced. For instance, a list of the most popular sites to be used in safety metrics sourced from Alexa Topsites.

5.3 Expert Design Evaluation

While designing the tool, I approached an expert in phishing and URLs, Kholoud Althobaiti, to evaluate the design proposal for the tool. Expert evaluations involve using the experience of experts in a field to analyse potential problems in proposed designs. As an evaluation method, it is useful for evaluating difficult material and can help identify any user interface or technical issues early in a design process - before more costly implementation or user studies [71].

The expert evaluation was focused on two main aspects: the user interface and the back-end of the URL decision-making components. The goal was to help identify any potential issues in my design to allow me to improve these before implementation.

5.3.1 User Interface

As part of this evaluation, I met with Kholoud in person to outline my initial plans for the tool. Kholoud gave me her feedback on the User Interface and the general approach of the tool.

I presented her with the paper prototypes of the tool I had made before, as in Section 5.1. Kholoud suggested that the User Interface was generally suitable for the outlined purposes. Initially, she highlighted that the details of the URLs should not be displayed in the expanded further details panel, but borrow from tools such as Netcraft and open in a new web page to highlight this content more clearly for users. However, after we discussed that this might make users less likely to access this information, Kholoud suggested the current approach was sufficient. She further advised that the summary section 5.1 be simplified to make it clearer to users what the status of the URL was. Kholoud felt the badge alone was not sufficient to display the status of the URL and that this information needed to be more clear. The Netcraft interface (in figure 5.2 on 24) was drawn on as an example of how I might display this status information - by referencing the status bar included at the top of the Netcraft interface. These changes to the summary were very useful, and not some that I had considered including as part of the tool.

To help with this, it was suggested I reduce the size of the extension title, so there was more space for the summary. Kholoud was not sure that the Google search feature was necessary as part of the tool, as this information would be displayed as part of one of
the heuristics already. She also suggested some changes to the buttons and the general layout to make them more clear for a user.

As an additional feature for the tool, Kholoud recommended linking the tool with an blacklist such as PhishTank [53] which allow the user to report malicious URLs they encounter to this blacklist. This is intended to benefit the whole community since the tool has been designed to use blacklists such as PhishTank in its calculations.

5.3.2 URL Decision making

Alongside, the feedback on the User Interface I also discussed the design for the URL decision-making algorithm. I outlined my plans at the meeting to design a heuristic algorithm based on the indicators that have been established as common across URLs. The intention behind this is to both analyse the URLs and build a list of the issues that are displayed to users.

Kholoud was generally positive about this approach and pointed me to further resources which would allow me to increase the breadth of heuristics involved in the tool. Subsequent to this discussion, I finished preparing the 18-page Back-end Design proposal discussed before. Kholoud agreed to review this proposal and the severity ranking I allocated to each heuristic as part of our expert evaluation.

5.3.3 Evaluation of Design Proposal

After reviewing this report, Kholoud provided extensive feedback to improve the phishing heuristic algorithm. The feedback both discussed the overall algorithm and gave specific feedback on some of the heuristics.

One of the major improvements Kholoud was originally confused as to why I had chosen the arbitrary threshold of five when classifying a URL as yellow or red, see table 5.1 on page 44. This was chosen at the time based on my intuition that this number would represent a satisfactory mid-point for users false positive rates. Kholoud advised this was not enough to justify this threshold, and this could be improved by varying this threshold in a future user study to find the ideal threshold to minimise false positives.

Another major improvement that Kholoud suggested was having two metrics for each heuristic: a metric for a known issue and also a possible issue. For example, with the URL manipulation heuristic - the number of subdomains - this heuristic could be a possible issue if it has less than three subdomains, but more subdomains would indicate a known issue. This was suggested to improve the depth of the heuristics and improve thefore improve the accuracy of the tool.

Kholoud also gave feedback on the individual heuristics in the report too, suggesting improvements for the issue level and calculation means. For instance, such as dropping the HTTP/HTTPS heuristic as one the URL manipulations due to its unreliable nature as a phishing indicator.
5.4 Final Design

Overall, Kholoud’s feedback was invaluable in helping to analyse design of the tool. Due to the depth of work involved in implementing each heuristic and particularly the integration of all the necessary APIs, this presented a clear opportunity to distinguish this section of the project for work next year. Due to the feedback on the back-end design, further work and research is needed to more accurately determine the improve the accuracy of heuristics designed for this tool, with reference to the appropriate literature. This future work is further discussed and justified in chapter 8.

As a result of this feedback a number of changes were made to the design at this point in the project:

- The presentation of the URL status was improved in the summary section of tool’s main view
- The ability for users to report URLs was added to the interface design
- The summary information was ensured to be simple and clear when presented to the users in the final implementation

5.5 Summary

This chapter outlines and evaluates the initial designs of the tool, drawn from the requirements outlined in the previous chapter. As a result of the expert evaluation discussed in this chapter, the project plan was formalised by the decision to make the URL decision-making components be the focus of next year’s work. As well as this, a number of improvements were made to the final system design such as improving the clarity of the tool’s status summary and the depth of the designed heuristics outlined in the Back-end Design Proposal.
Chapter 6

Implementation

The CatchPhish system was implemented to leverage existing web technologies to derive information about any given URL in any web page, or entered into the browser. The system achieves this by extracting all the URLs from each page the user arrives on. The tool then sends each URL to a purpose-built decision-making server which parses and handles the analysis of the URL. This information is then presented to the user using a combination of URL presentation research[4], and interaction points, backed by the requirements gathered in Chapter [4]. The resulting system provides extensive information about each URL in a user-friendly way.

This chapter discusses how this system was implemented and the design decisions that were taken to achieve this.

6.1 Project Timeline

As part of the final implementation of this project, there were 4859 lines of code (discounting libraries, framework modules or any other code not written by myself) for the final implementation of the system across three distinct development frameworks. I chose cloc[2], as an Ubuntu [10] code counting tool (which discounts comments, blank lines and non-text files) to count the lines of code. This is because GitHub [23], which was used as the remote version control provider, gives a more generous but misleading amount, see figure [6.1].

However, figure [6.1] also demonstrates the project timeline well. I began the project doing background reading as part of a literature review, whilst to help formulate the project goals. After initially prototyping some back-end features, such as incorporation of the URL-parse [50] module. The next stage of the project was to plan out the interviews I would use to gather requirements from the intended user base. I then prototyped the tool over the Christmas break, specifically working on the extension infrastructure. Then spent two subsequent weeks conducting the interviews. These were completed, before spending the rest of the semester implementing the front-end and the decision-making elements of the system.
6.2 System Overview

6.2.1 Components and Interaction

There are three major components across the system:

- **Chrome Extension Infrastructure** - handles the overall application logic, the extension’s interactive elements and page alterations
- **Front-end** - responsible for the main user URL breakdown display, along with tutorial pages, built using a React app incorporating Material Design
- **Server** - responsible for the URL calculations, built using the node.js framework

Figure 6.2 demonstrates how each of these components fit into the overall system architecture. The figure shows what information they communicate with one another, and the major sub-components in each component.

6.2.2 Choice of Technologies

6.2.2.1 Extension Technologies

The primary technologies used to develop a Chrome extension are also the core web technologies - HTML, Javascript and CSS [34].

- **HTML** provides the basic structure of sites, which is enhanced and modified by other technologies like CSS and JavaScript.
- **CSS** is used to control presentation, formatting, and layout.
- **JavaScript** is used to control the behaviour of different elements.

Since these are used throughout the web, there is extensive documentation in developing with these technologies [75].

The use of these technologies was an implicit requirement for this project since they are a necessary part of developing a Chrome extension. As I had limited prior experience...
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Figure 6.2: System Component Overview
in developing with these technologies, the project presented an opportunity to develop these skills.

### 6.2.2.2 Front-end Technologies

**Choosing the Component Library:**

Initially, I attempted to implement the extension front-end using HTML. However, this proved difficult with the limited amount of pre-built resources present within HTML: requiring each layout button and style to be created from scratch. The time it would take to develop using this technology alone would have been too long, particularly to develop a clear and consistent user interface.

As a result of the slowness of this approach, I began looking into other libraries and frameworks that I could utilise to improve the speed of my development and the resulting quality. I compared AngularJS [6] and React [56] as potential option: being two popular web development libraries available that can be integrated into chrome extensions [22, 63].

In exploring AngularJS, I found it to have too many unnecessary features. There was little need for a full Model View Controller (MVC) model, this is an architectural pattern commonly used for developing user interfaces that divides an application into three interconnected parts [53]. The full model was unnecessary in this instance since I was able to handle the Model and Controller elements through the extension backend. Due to the larger amount of features, it was also more difficult to learn and touched on my time constraints for the project. Since React only handles the View element of the MVC model, this was better suited for this project.

React was thus the favoured option and I began developing the front-end using this technology.

**Choosing the User Interface Design Technologies:**

Material design [17] was something I wanted to incorporate into the project due to the high-quality appearance of the assets and consistency with the chrome design. This is a design language created by Google and incorporated into their products which focuses on using responsive animation, padding, and depth effects to make the interactions clear to the users. The main purpose of which is to incorporate design principles with a modern technical user interface implementation details.

Contrasted with styling paradigms such as Bootstrap [9], which has a similar collection of assets, Material Design was favoured due to its consistency the design with Chrome which is intended to help with the overall user experience of using the tool. Due to React’s ease of incorporating components from other component libraries, I was able to use bootstrap components in at least one part of the application where the Material Design library was not suitable.

Material design integrates well with React, and between them they have a large amount of documentation available to help with development. This allowed me to create a
visually striking and reactive implementation.

### 6.2.2.3 Server technologies

As part of implementing the tool, the original intention was to incorporate the URL decision making as part of the extension infrastructure itself. However, due to the implementation of Chrome extensions I found there would be difficulties in incorporating the high amount of APIs required. This is due to the need to explicitly declare each one of these to the user and the Chrome extension’s closed environment policy which is designed for user security. Since these APIs are needed to process many of the decision-making heuristics, it became necessary to use some external tool to handle the decision-making. This led to the decision to implement a server as a central resource to handle the decision making for all deployed extensions. This design decision had the further benefit of reducing the number of computations needed on each user’s individual device for each URL analysis, in favour of stored central calculations.

I created the decision-making server using `node.js`[^1], an open-source cross-platform run-time environment that executes Javascript code outside of the browser. The HTTP module[^2] as part of this environment is what I used to run the server. This was chosen due to its simplicity and ease-of-use.

The chosen server technology allowed me to prototype the server quickly, due to my experience with this technology when testing the URL parsing components earlier in the project. The use of this technology had the further benefit of being lightweight compared to more dedicated server technologies such as `apache`[^3], which would have required significantly more time to learn to incorporate into this project.

### 6.2.3 Understanding Chrome Extensions

#### 6.2.3.1 What is a browser extension?

A browser extension works by extending the functionality of a browser by adding further components. These are typically designed to incorporate further features such as to improve the ease of use of a user or provide features such as improving the user’s security.

#### 6.2.3.2 Chrome Extensions

Chrome extensions have access to a number of specified APIs to allow extensions to interact with the browser in a controlled environment. This environment acts as a limited framework for developing extensions. At a high-level involves having a manifest file to specify the details of the extension including its name and the icons to be used as part of the extension. Coupled with this are separate scripts, each with different levels of access:
• **Content script** - access to the web page but with very strict access to a limited set of APIs

• **Background script** - full access to extension APIs but no direct access to the web page

• **Popup script** - access to the popup.html file (the main display of the extension) but limited access to APIs

![Diagram of extension components](image)

Figure 6.3: Extension component overview

Each of the different scripts are isolated environments able to communicate with one another using the chrome extension message passing API, as illustrated by figure 6.3. This allows data to be passed from each of the extension elements to another.

As part of developing a Chrome extension, developers are provided access to a number of API as part of the development environment. This provides a way for developers to access features of the Chrome browser they would otherwise not. These APIs also allow access to the visual components that Chrome extensions have access to.

### 6.3 Extension Infrastructure

The extension infrastructure was developed by using each of the components outlined in the Chrome extension.

#### 6.3.1 Content Script

The content script works on every page that the user visits and extracts and updates all the links on those pages. To achieve this, it incorporates the jQuery library, a lightweight Javascript library which simplifies a number of common tasks done in Javascript, allowing these tasks to be written with a single line of code. This is why I
choose this library when compared to using plain Javascript, as it greatly improves the code readability and reduces the code complexity.

For each page, the jQuery library is used to find all of the anchor tags on a page. “An anchor tag is an HTML tag used to define the beginning and end of a hypertext link”[81]. Users click on these tags to reach the destination of the link. Each anchor tag contains an attribute called a href which contains the destination URL for that anchor tag. JQuery finds all the anchor tags in one line of code:

```javascript
anchor_tags = $('a');
```

From each anchor tag with a href, the content script extracts these and sends each of these to the background script for classification. Whilst these are being processed, the content script updates all the relevant links in the page with a small grey shield annotation. This was a design decision intended to show the user that the tool is still working at this point. This is also done using jQuery, by finding all the anchor tags in the page and updating the ones where the href is being processed.

Once a link is processed and sent back by the background script, using the message API, the extension annotates the link with an appropriate coloured shield of the colour representing its status. This means that the links in the page are updated as they are processed since the message API is an asynchronous process. This helps reduce the page load for the user, rather than waiting for all the links on the page to be classified before they can view the page. Response time has to be considered from a user perspective as it influences the design of the tool. Response times slower than ten seconds influence how a user interacts with the page [47].

Further justification of link annotation feature from a user perspective can be found in Section 6.4.2.3.

### 6.3.2 Background Script

The background script handles the overall application control. It interacts with the extension cache, initialises the extension UI elements, handles the application message passing to the front-end and processes the server classifications. It also filters the web traffic of the user.

Each of these extension UI tasks is done with integration with and manipulation of Chrome extension APIs such as the browserAction API.

#### 6.3.2.1 Extension data storage

The extension handles different data types individually, using a combination of different Chrome APIs.

To implement the users’ personal URL lists, it stores each URL to a synchronised storage state which is connected with the users Google account. This allows users to have the same personal URL lists maintained across each usage of their browser.
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The extension stores each URL that the user lists in local storage in the form of a cache. This is intended to reduce the computation time for each URL since it can consult the cache if the URL has previously been computed rather than consulting the server. This uses Google Chrome’s local storage API.

These storage APIs are both asynchronous so do not affect the efficiency of the system. These APIs are also very lightweight, so they are called whenever there is a new value to be updated since there is no noticeable systems impact in doing so: the Chrome browser handles this with a purpose-built file queue system.

6.3.2.2 Web request intervention

As part of the tool, the extension interrupts any web requests the user makes that are deemed malicious. Each of these is considered by the server and stored in the local data. A web request is blocked based on the flags associated with the URL. Any request which is an alert is blocked. The request is analysed `onBeforeRequest`, so no content from the page is loaded before it is blocked.

When a page is flagged, rather than go to the malicious site, a site warning page is shown with the option for progressing to the malicious or returning to their previous site. The extension interface is opened at this point, and the user is encouraged by the text on the site to read the information on the extension.

To do this, the web request API that is provided as part of Google’s APIs are used. This is a very useful API which allows every URL to be checked as it is called on the browser. I have chosen to filter the web request analysis to the “main_frame” web requests. These refer just to those request which are loading full pages. This allows us to filter out the number of web requests to analyse but also allows us to focus on the malicious pages themselves since the contents of the page (non main_frame requests) are not loaded before the main_frame. After which, the system requests the information for the URL and checks if it is an alert status along with whether is has been previously flagged by the user trying to access it. This flag is used to indicate if the user is currently on the site warning screen to allow the user to progress to the site if they wish.

Overall this prevents the user from being affected by any flagged malicious site if they choose not to visit it. It also presents an ideal learning point for them to learn more about the details of the malicious URL in an embedded learning scenario.

6.4 Front-end and User Interaction

The primary goals of implementing the frontend were to implement the designs outlined in Chapter 5 in order to present information to the user in a clear and concise manner.

As part of this, the user interface relies on calculation and display of the URL calculations displayed by the server, with the UI incorporating reference to the state cal-
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culation ‘safe’, ‘warn’ or ‘alert’ outlined in the decision making heuristic calculation in Back-end Design Proposal Section 5.2 to make the status of each URL clear to the user.

The front-end has also been made with features designed to improve user support and understanding when using the tool, this is outlined below.

6.4.1 Research Interface Implementation

The research interface implementation discusses the implementation of the popup.html and incorporates the paper designs outlined in Section 5.1. This is the primary means of breaking down and displaying the details of the URL analysis to the user.

6.4.1.1 Developing with React and Material

React as a Javascript View library incorporates a number of small pre-built components which can be slotted together to form larger more complex visual elements. It provides a framework for these components to be integrated together, which is somewhat analogous to sloting together pieces of a jigsaw. To style and position the components, it like HTML works with the CSS technology. React integrates easily with other component libraries such as the Material Design component library, which means developers are able to use these custom components within the React development framework. This allowed me to use these the higher quality Material Design components to make a more consistent reactive user interface.

React incorporates prototype-based programming, which means the parameters for each function are passed top-down to each relevant component of the tool, like a tree structure. To work with this type of programming, I had to design a naming system that would allow the parameters to filter to the correct locations. This required significant planning before the implementation to maintain consistency. The issue with this programming approach is that the tool does not properly render until it has received the appropriate parameters. What this means from a user perspective, is that for a fraction of a second a white box appears rather than the tool frontend itself. This could be improved in future iterations by adding a loading state to the frontend.

6.4.1.2 Viewing the extension popup

When a user clicks on the popup as in the chrome browser, or a link through the context menu on the page, this sends a message to the background script using the message API to get the popup UI details. A response is sent and passed to the user interface details to allow it to be popular across the tool. The heuristics and the content of the summary boxes are calculated server side, as outlined in Section 6.5.0.2 but some of the UI is calculated within the extension itself.
6.4.1.3 Popup Implementation

Figure 5.1 displays the front-end of the tool, the main components of which are:

- **Top navigation bar** - containing the help icons and extension title.
- **URL Status bar** - the coloured bar indicating the status of the URL
- **URL expansion panel** - contains the URL that the user asked about
- **Summary boxes** - presenting an overview of the URL status for different categories
- **Further details section** - an expanded section which contains the details of the URL heuristics
- **Bottom navigation bar** - handles the whitelisting and reporting of the tool

![Popup Summary Page](image)

The URL status bar was implemented with a combination of Bootstrap and React components. The coloured bar with the status labels was implemented using the bootstrap stacked progress bars object to meet the design goals outlined in Chapter 4. This was because the react material did not have the range of objects to implement this type of detailed content containing progress bar. The blue status bar below this is an example of the inbuilt React Material status bar component. One of the benefits of this design is that it operates as a colour code for the users. The intention is to convey the status
of the current URL and also inform the user about what each of the different colours of the summary boxes means.

The URL expansion panel was implemented due to the size of the URLs. A number of URLs, and particularly phishing ones, are too long to be able to fit into a single line. Therefore this design displays as much of the URL as possible in the single line, with the remainder being ellipsed. This lets the user see which URL they asked about. In order to view the full URL, the user must click on the URL expansion panel, as shown in figure 6.5. This was necessary due to the limited space that the tool would be able to occupy on the screen, and the desire to ensure that users were only presented with the necessary information.

The summary boxes were implemented to give users a high-level overview of the most important heuristics and this was a prominent feature of 3.1. They have been implemented here in different colours to indicate their relative safety value in terms of their contents. This is because many users may not know that a domain age of 2 years is a safe indicator from their limited knowledge of URLs, but allows the tool to indicate it is without them knowing fully why.

The further details expansion panel allows the user to see the list of all the heuristics used in the calculations. Figure 5.2 demonstrates an example of how these are laid out. There are two main components of this: URL manipulation tricks, which details the tricks that have been used, and Facts which details the domain and page details. The URL manipulation tricks are only shown if there are some heuristics present, otherwise these are hidden by the tool so as not to confuse the user with an empty section.

The structure of each of these two sections is largely the same. The section is headlined by a title and followed by a brief description of what the section means. Each heuristic is then displayed underneath in a list. From left-to-right, the heuristic has its issue-level displayed with the appropriate colour of concern and the issue text placed above. This is to help avoid confusion with the status values such as “safe”, but the colours have the same meaning so these remain the same. The heuristic title is then displayed with a brief description of what this is underneath. The last box contains the specific section of the URL, or content derived from the heuristic to be displayed to the user. To implement this, the height of each of these heuristics is dynamically sized in order to fit the heuristic content. This means that the heuristics display is fully adaptable to what is sent by the server.

The bottom navigation bar is the main component which has its state stored and calculated by the extension. If the user chooses to report the URL for example, the extension replaces the “Is this URL safe?” message with an option informing the user “This site has been reported”. The status of the URL displayed to the user is also updated, but not the heuristics themselves. Before a user can report a URL they are presented with a small popup over the extension which explains the consequences of doing so and asks them for confirmation. This is to ensure the user is familiar with these terms.
6.4.2 Choice of Extension UI Elements and Intervention

To implement the user intervention points that are were derived in the requirements gathering section, I had to incorporate a number of different UI elements as part of the tool. This largely involved integrating with the Chrome extension API. This section presents a summary of the implementation of these components.

6.4.2.1 Context Menu

On chrome, a context menu is created every time a user right-clicks on the chrome browser. The extension framework allows developers to add items to this context menu which can call functions within the extension. This can be customised by designating when the context menu item will be added depending on what type of information the user clicks on.

This feature is used in my extension for when the user right-clicks on links. At this point, a menu item is added which the user can then click on. This opens the extension popup and displays the information to the user on that URL. To do this, the tool captures the URL that the user clicks on and when the request for the popup URL is made.
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This uses a chrome extension API called contextMenus to implement this feature.

6.4.2.2 Badge System

A badge is a small icon that appears over the extension icon itself. This can include up to five characters in text and coloured how the developer wishes. Therefore a limited amount of information can be conveyed by a badge.
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The badge system is used as part of my system to display the status of the URL in the top bar on the page load, so the user has an immediate idea of how safe the current site URL is. This is also updated for any URL in the popup that is being analysed such as a link in the page, called by the context menu. This helps to keep the badge consistent with the status information displayed in the extension user interface itself.

![Figure 6.8: Extension Top Bar Badge](image)

The badge is set with a colour depending on what the status of the URL is. This conforms to the traffic light system: safe - green, warn - amber and alert - red. Safe, warn and alert are also the characters used to provide information to the user. This helps to highlight the information for those that perhaps have more difficulty understanding the colours. The badge is updated for each link as the page is loaded.

### 6.4.2.3 Implementing Link Annotations

Each link in the page is annotated with a small shield as shown, this is demonstrated in figure 6.9. These are used to indicate the status page as are implemented by a combination of using the jQuery library, and pre-stored shield assets, as part of the content script implementation. Each of these shields is a different colour depending on the status of the URL. These conform to the same traffic light system as the badge implementation.

This is intended to give users an immediate indicator of whether a link is safe or not, based on the colour of the shield alone.

![Figure 6.9: Extension link annotation](image)

If a user clicks on a link that has not yet been processed, this is immediately prioritised by the tool so that the user can see the necessary information.

### 6.4.2.4 Intervention page

The intervention page design is drawn from the pre-existing Google site warning, discussed in Chapter 3. This was a design decision taken to increase user understanding of this screen, since they are already likely to be familiar with it as part of using the Chrome browser.

This screen, as seen in figure C.2, is shown to the user, whenever they click on a malicious link, in order to prevent them from reaching it. To meet the tools aim to
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Figure 6.10: Extension Intervention page alongside the extension screen

explain to users why the tool has blocked them from visiting the site, I was able to program the extension such that it would always open at this point.

6.4.3 User support and understanding

As part of the design of the tool, some further pages were designed and added as part of the extension. The intention of these pages was to make the tool easier to use.

Figure 6.11: Extension Settings Menu
6.4.3.1 Tutorial and Learn URLs Pages

The tutorial and learn URL pages were both implemented with the goal of providing users more context on the tool and the URL subject area respectively. These are both implemented in a similar way, incorporating the text and images view favoured by users in the interviews.

Each image on the page has an associated text description which provides greater context to the user.

6.4.3.2 Report an Issue page

The report page was added to allow users to be able to provide feedback on the tool in case of bugs or issues that might occur. This is a common feature of a lot of tools and extensions. Developers can find this useful to get further information on issues they otherwise might have missed, due to the limited ability to exhaustively test the application, and this allows the tool to be more easily improved with further iterations.

![Figure 6.12: Report and Issue Page](image)

Figure 6.12: Report and Issue Page

Figure 6.12 illustrates the page itself: a simple form allows the user to send the developer an email with the content of their choice. This was one of the few screens that was not designed before implementation, the inspiration being drawn from other tools during development. This page is integrated with the main extension view.

6.4.3.3 Settings Page

The settings page was added with a limited range of settings available for the user to toggle. This page will be extended with further user options, but further research will
have to be derived to find what these are. The main settings that are core to the tool are the ability for the user to delete their data. Also, another setting is the ability to turn off link annotation. This was a setting that arose from some users’ desire for very minimal tool obtrusiveness. The tool also provides users with the option of sharing additional analytics data, the whitelisted and reported URLs, with the server to improve the tool’s overall performance. The tool does not currently send this information to the server due to security concerns, as outlined in Section 6.6.1.1.

Figure 6.13: Extension Settings Page

Figure 6.13 illustrates the settings page and the options available. This could be further improved in future work by making it more polished such as by improving the selection options’ alignment. With the addition of further settings, I could add more sophisticated navigation. This page was designed to be clear and readable to the user.

6.4.3.4 About Page

The about page is another feature which is common across tool and applications. It is useful for reminding users of the purpose of the tool and giving them more contextual information on its development.

Figure 6.14 does this simply by outlining the goal of the tool, when it was built and who participated in the project. It does this in a clear way with different size of text to highlight the different information.

6.5 Decision-Making Server

The decision-making server is responsible for calculating the status of the URL and running each of the heuristics used to calculate this. It is also responsible for calculat-
Chapter 6. Implementation

Figure 6.14: About Page

There is still more to build and develop with the server and decision making. This is outlined and justified in more detail in Chapter 8. What has been implemented this year is the overall algorithm, the code structure for all the heuristics with placeholder code, around four of the URL decision making heuristics and the User Interface calculations.

Figure 6.15 demonstrates the modular structure of the server code and illustrates how each component fits into the server. This was derived by running the bash tree command in the server directory.

6.5.0.1 Calculating the URL Status

The overall algorithm was implemented as outlined in the design Chapter 5. Currently, the server runs each of the heuristics, which returns the calculated status value, the section of the URL it refers to (if any), and the title of the heuristic. Each of these is added to an object containing all the heuristics of that set, and these, in turn, are added to an object containing all the heuristics. To calculate the status value, a count is taken of the occurrences of the status values across all the heuristics. This is processed by the algorithm which returns the overall status value of the URL.

6.5.0.2 Dynamic User Interface Construction

The tool only shows the heuristics which the tool has detected as part of the URL and no more, so these are what is generated. The intention is that it dynamically generates each user interface statement based on the contents of the URL. For instance, when explaining the domain of a URL to the user, it includes the domain of the current URL.
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Figure 6.15: Server file tree

in the tool to display to the user. This is the main user interface element calculated by
the tool, and the decision was made to handle this server-side as this allows for more
adaptability with the potential addition or subtraction of further heuristics in the future
(as well as its consistency across users for the same URL).

The server stores a list of pre-crafted summary statements in one object, one for the
title of the issue and one for the explanation. The title remains consistent across URLs
but the explanations have been crafted with blank spaces to be filled in depending on
the URL. Where relevant, the section of the URL stored in the heuristic calculation is
used to replace this value. There are multiple explanations for different issues as they
have to be expressed to the user depending on the issue level of the heuristic.

6.5.1 Implemented Heuristics

To demonstrate the server is working effectively, I choose to implement some of the
heuristics which could be done without the need for API integration. Four URL
decision-making heuristics were chosen to achieve this, due to their ease of imple-
mentation.

One example of these heuristics is *too many subdomains*. The extension uses the
domain which is part of parsed URL information to isolate the subdomain. To do
this, the domain is split by each of the full stops and a count is taken of the subdomains
it contains. This approach was chosen due to the need to implement different issue
levels for each heuristic as outlined in Chapter 5. This allowed me to set thresholds
such that the number of subdomains might indicate it is a known issue, rather than
a possible issue. This causes the tool to incorrectly flag the University’s Informatics
websites as malicious sites. Being safe sites, this is clearly not ideal, so the threshold
will need to be further refined.
6.5.2 Unshorten Links

A further feature I decided to incorporate into the decision-making server this year, was the ability for the tool to discover the destination of shortened links. This was chosen as an implementation priority after the interviews showed participants’ inability to understand these links.

To do this, I was able to adapt an existing web application - unshorten.link which provides a dedicated service to expand shortened links. I found that I could use this service as part of the CatchPhish system by making use of the site’s URL query string. Each of the URLs proceeded on the site can be done by updating the sites query string with the URL that the system wishes to unshorten, such as in the example URL below.


To incorporate this into the extension I created an API to request the details from this service. I first check if a URL conforms to the pattern of a shorten link before sending a request to the service. This returns the site’s HTML, which I parse to extract the unshortened URL. This list of shortened link services is stored locally on the extension which has the limitation of becoming outdated in the future, as such this would be a future I would wish to further develop in the future.

6.5.3 Chrome Extension API

To interact with the server, I made a purpose-built API that the chrome extension could use.

For each URL, the extension first checks its local cache to see if it has already been processed (and requested) by the server. If it has, then it returns those values, and it makes the request to the server.

This works by sending each URL to the server as part of the server’s reference query string. This was a decision taken for development speed and does not represent good security practice whatsoever since the user’s history could constitute sensitive data. This is one of the areas I will improve upon next year. Once the URL is processed the server sends back a JSON string which is parsed, and the values are stored in its local cache (for the users’ future access). The extension then consults the user’s whitelist and report list to see if the URL has been stored in there. If it has, then the status value calculated by the server is updated. If the server calculated value was alert and the URL has been whitelisted, then the status value is updated to alert. If the URL was green or amber and the URL has been reported, then the status value is updated to alert.

JSON as a lightweight data-interchange format was chosen due to its debugging readability and its easy integration with the chrome extension framework and the decision-making server itself.
6.6 Additional Considerations

6.6.1 Efficiency and Security

To protect user security several considerations had to be made. First of all, secure data storage was considered. It would have been a key concern to store all of the URLs a user visits in plain text. This would have meant that users, on an attack, could potentially have had their entire web history shared, along with the occurrences of any potential attacker. This consideration was solved by hashing and salting each of the URLs before addition to the data structure. This means that each URL was treated with the same level of protection as a user password might in the best case security model.

The URLs are converted into a one-way string representation of some finite size, or hash, and are then salted, by mixing it with a randomly generated string called a salt. This hash is then stored alongside the salt so that it can be reapplied when the URL needs to be compared. Whenever a URL needs to query the list, it is hashed and compared with the unsalted hashes in the list to check if it is included in the list. The reason salting is employed is to ensure that the hashes cannot be easily compared against lists of known hashes in the application. To do this with the application, I used the crypto library as part of node.js as this incorporates a set of well-tested functions to allow developers to easily incorporate these features into their node.js applications.

In the CatchPhish system, hashing is implemented using the SHA-512 hashing algorithm and used to secure the storage of the URLs within the user’s personal URL lists. All that is needed for this feature to work effectively is the knowledge of whether a URL is included in one of these lists. This is why I have implemented hashing for the personal URL lists.

6.6.1.1 Further Security Improvements

The CatchPhish system could be improved in the future by encrypting the communications between the server and the chrome extension to protect users’ privacy. Since the URLs sent to the server need to have their integrity maintained for them to be both effectively calculated and displayed as part of the front-end, this could be done with the addition of symmetric key encryption. To provide communication security between these two primary components. Further to this, the decision-making can focus on pulling information from the databases such as WhoIs to the extension, rather than querying such databases for individual URLs. This would have the further benefit of reducing the latency when checking each URL (improving the efficiency of the application for the user), and increase the general userbases’ privacy by reducing the number of URLs which could be maliciously intercepted. This would, however, come at the expense of an increase in the memory consideration of the extension.
6.7 Summary

This chapter outlined the various components of the CatchPhish system. These components are:

- the chrome extension infrastructure
- the chrome extension front-end - implemented as a React app
- the decision-making server for calculating both the URL status and user interface contents

It discusses how each section of the system was designed and implemented throughout the course of the project.
Chapter 7

Evaluation

The focus of the evaluation was to build an understanding of the usability of the tool and how successful I had been in completing the user interface element of the project this semester. To do this, I chose to use three different usability studies in a process call triangulation to build a picture of how usable the system was from different perspectives.

7.1 Study Preparation

To prepare for the studies, I needed to create a closed environment that I would be able to use to demonstrate the tool functioning. This was important with the limited amount of heuristics implemented as part of decision-making server. The resulting preparation allowed the tool to be fully demonstrated by making use of certain pre-processed URLs embedded in an example web-page.

The goal was to develop the example website with a variety of anchor tags using different styles: those incorporated within images and icons, and those with a plain text appearance. This was to demonstrate how the tool interfaced with each of these types. Faced with the option of creating a whole new site for this purpose or adapting an existing site, I chose the latter. The primary justification for this decision was the amount of time it would have taken to develop a purpose-built website from scratch. Particularly when considering the time taken to develop it to the high quality required for the studies, with the resulting site having limited useful beyond its use in the subsequent studies.

Instead, I borrowed the template of a popular site that incorporated the variety of anchor tag styles that I was looking for - ign.com[35]. I used a website cloning tool called httrack[33], to clone the index file and associated CSS files of this site. Since my tool does not function with a user’s static local files, I implemented a node.js server, similar to that outlined in section, to display these cloned ign.com files on request. This allowed me to display the full functionality of the tool, including the tool’s link annotation features.
7.2 Demonstration with System Usability Scale

As part of the Informatics project demonstration day, I was able to conduct a study into the usability of the application. This is an event which encourages everyone from the Informatics academic body to attend and view the results of the undergraduate projects.

As part of this, I set-up a stall, created a poster and enjoyed the buffet. I was also able to use a large wide screen television, lent to me by my supervisor, to demonstrate my tool in the environment.

I demonstrated the features of the tool for each person that attended my stall, and gave them a short opportunity to interact with the tool. Afterwards, each person was asked to complete a short paper survey, which can be viewed in Appendix E. This survey contained the questions which form the System Usability Scale, alongside basic demographic details such as the gender and the year of the student. The questions included in the survey are drawn from the evaluation method itself, and the survey template itself was made as part of previous years’ usability projects.

7.2.1 Methodology

The System Usability Scale is a quick means of measuring the usability of the tool. It consists of a ten item questionnaire with five response options for respondents: from Strongly Disagree to Strongly Agree. The benefit of this approach is that it is very quick to complete, and therefore easy to administer to participants, whilst giving a strong approximation of the result.
7.2. Demonstration with System Usability Scale

Figure 7.2: An overview of SUS scores and how they evaluate to a grade[7]

7.2.2 Results

As part of the demo, I was able to get 43 responses to the survey. After calculating the score, involving a large amount of data entry, my tool got a score of 81.3 - which puts it in the range of very good. To better understand this score, I broke the score down by the various demographic groups of the participants involved. There was no significant deviation in the results, and the score was broadly consistent based on the student year - so computer science experience had no noticeable impact on the score.

7.2.2.1 Further Respondent Feedback

Other than the score itself, I received a lot of feedback from respondents. A lot of people when faced with the tool found it difficult to understand who the tool was targeted for, and this required explanation. Many participants felt the tool would be very useful for their parents rather than themselves, as they felt they have a strong knowledge of phishing and URLs themselves.

This might suggest there is an attitude problem among participants: in that they have a high perceived amount of knowledge which not always match their training in the phishing field. The best way to test this would be a longitudinal survey with a focus on measuring the participants knowledge of the topic before and after using the tool.

Some participants also thought the inclusion of a confidence value beside the URL status would be a useful feature for the tool. After discussing the purpose of the tool with them, the users were less keen on the addition of this feature. This was because I explained that one of the purposes of the tool is for users to develop their own confidence in the tool’s classification, and by extension a better understanding of malicious URLs. The tool does this by explaining why it has arrived at each classification, in its presentation of the heuristics it has used.

Participants on the whole were largely impressed by the tool, along with the size of the television used to display it. Looking at the breakdown of the questions, as given in Appendix E, participants were more likely to select that there was a high amount of knowledge required to use the tool. This could be due to the demonstrative nature of the demo when compared to the normal usage means of installing and using the tool. This might give users a perception they would need me to discuss the features of the tool, since I was already doing that, in order to use them. However, this will have to be considered further in the future implementation of the tool.
7.3 Think Alouds

The Think Alouds were conducted to get a more detailed understanding of specific issues users might have with the CatchPhish tool. They are one of the most common means of usability evaluation, as they provide researchers a tried-and-true approach to understand how users interact with an application’s features. The evaluation method itself involves participants working through a given set of tasks as they use the application whilst talking aloud: voicing their thoughts and actions. The participants’ emotional responses allow us to build an understanding of how users actually use the application so that the implementation of it’s features may be corrected or improved [31].

The study itself involved a think aloud followed by a brief interview of the participants. This post-interview was intended to capture any information that participants were not able to provide as part of the Think Alouds - such as their overall impressions of the tool.

7.3.1 Preparation

To prepare for this study, I created a consent form and wrote a script that I could use to ensure my input was consistent across participants. This script was adapted from a template provided as part of the Human-Computer Interaction course. Both of these can be found in Appendix F. The script itself incorporates the interview questions I created and asked on the conclusion of the Think Alouds.

The tasks themselves were intended to get participants to use the breadth of the tool’s features. These focus on the participant’s using each of the tool’s various features.

7.3.2 Methodology

As part of the think aloud, the participants worked through seven tasks that would demonstrate all the functional elements of the tool. The tasks participants were asked to complete are:

1. Find a malicious URL on the page, and proceed to the page after viewing the details of the URL
2. Find the settings page and turn the annotate link feature off
3. Use the tool help menu to read more about the tools web redirection features
4. Analyse the details of a URL on the webpage
5. Add a URL to your whitelist
6. Analyse any URL on the page and report it
7. Use the tool to report an issue with the webpage
For example, the goal of task one was to understand how users would interact with the links on the page: whether they would interact with the badges, use the context menu, go to the page itself or just not understand the problem altogether.

When the participant indicated that they had completed all of the tasks, I then asked a few brief questions about their experiences with the tool. This allowed participants to provide further information about their general experiences with the tool, and express the particulars of what they found easy or difficult when using the tool.

For each think aloud, a written transcript of the participants responses was made. An accompanying audio recording was made to bolster the usefulness of the written transcript, and account for any information that may have been missed.

7.3.3 Results

The results of the Think Alouds were analysed using open coding, with a subsequent thematic analysis, such as in section 4.2.

The data analysis was split into two key sections: feedback on the tool’s features (Appendix G) and an explanation of the participants’ likelihood to use the tool, given in table 7.1. The full results of the quantitative data from the interviews can be found in the appendix H.

The Think Alouds were largely positive and users on the whole had few reported issues with the tool itself.

7.3.3.1 Analysis of the tool’s features

As a result of the study, there were a number of suggestions made to improve the quality of the tool.

One particular aspect to improve would be making the Report an issue and Report a URL features more clear, as this was a particular source of confusion for participants. This was clear as P4 and P8 were not able to complete tasks 7 and 8 respectively due to the confusion between these features. P4 in particular thought they had solved the task by using the Report a URL feature and therefore did not find, or check for the Report and issue feature in the settings menu. This was a similar but opposite case for P8. This seemed to be due to the similar names of the features and could be improved in further iterations with a simple name change.

The participants further highlighted more minor issues with the tool which did not impact their completion of the tasks. Specifically, they highlighted that there could be more user confirmation when using certain features in the tool - such as when reporting an issue. They also felt that the whitelist feature could be made more clear, with some participants being unsure what this feature was initially. This suggests a primer for the participants for the tool’s key terms would be useful. This would compliment participants suggestion in the interviews for a guide on first install.
There were a number of features that users liked within the tool. For instance, many users liked the link annotation feature and the ability to undo an action. This complimented users’ impression of the tool who were unanimously impressed by the quality of the product. The ability to navigate around the tool was also a positive feature of the UI that was highlighted: with multiple participants feeling it was easy to navigate around the tool. Users were also able to understand the popup explanations being one of the tool’s most well understood features - with users highlighting the clarity of the URL analysis and intervention page in the features they like.

When asked in the interview, participants on average found the tool to be Fairly easy to use. This suggests participants are happy with their experiences when using the tool.

7.3.3.2 Participants’ likelihood to use the tool

When asked how likely each participant was to use the tool, participants indicated they were Fairly likely to use the tool, with only one participant indicating they were less likely than this average - giving a response of Somewhat likely. When asked why they gave their rating, a surprising amount of users suggested they did not need the tool as they already had enough knowledge. This continues the trend seen with the demonstration day surveys, and from the results of the interviews. This may need to be tackled in future work, potentially by making the frequency of phishing attacks and their exposure clearer to users.

7.4 Expert Evaluation

For the final evaluation I consulted two experts in phishing, the PhD student I had been working alongside - Kholoud Althobaiti and Sara Albakry, an informatics PhD student researching phishing URLs. As part of this expert evaluation, I provided a brief
overview of the project goals, a demonstration of the tool features in use as well as a
analysis of the code.

Both experts overall impressions were very positive about the tool. Kholoud was par-
ticularly impressed with the amount and quality of work achieved in the limited time
since our design evaluation. Sara was similarly impressed and envisioned a future for
the tool, beyond its usage as a user focused tool, as a research platform that would
allow academics to experiment with the different possible combinations of user inter-
vention and phishing issue presentation to a wider audience - particularly as this is an
area of active research.

7.4.1 User Interface

Both experts really liked the link annotation feature, and it was suggested this could be
a novel contribution to the field. This would have to be verified in a future literature re-
view however. They specifically praised how the link annotation feature interacts with
all web pages. There were some areas they thought this could be improved. Kholoud
and Sara were both concerned with how users interacted with the links on the page,
and how the shields played into this. Kholoud suggested that one improvement could
be allowing the shields to open the popup itself. Sara felt for users unfamiliar with the
extension, that it was possible that the shields might be confused with the design of a
web page itself. They believed this could be further evaluated in an additional study
by comparing how the shields appear across multiple sites including different content.
This would allow be useful to understand how user interact with these, and the utility
of this feature in a security context.

Sara thought it was useful that the tool only highlights external links in a given web
page. This was expressed because it reduces the amount of information on the page,
and demonstrates the assumption that sites are generally safe if they still within the
same domain as the origin site.

Kholoud also suggested some further improvements to the main popup user interface.
She recommended the tool should ensure that the URL domain is always displayed
in the main view, as research shows this is the most important feature to highlight
to users. She further suggested that the tool could incorporate the work on colour
blindness that the URL report [4] had incorporated. However, Kholoud also expressed
an understanding that this was a very difficult problem to solve, out-width the scope of
this project.

7.4.2 Implemented Backend

Both experts had further advice on the implementation of the tool’s backend, and
specifically the implementation of the server heuristics. Kholoud advised that the im-
plemented heuristics could be improved by using specific Javascript modules rather
than personally crafted regular expressions, even though the implementation of these
was sufficient. As these modules typically have more features, and are well tested
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among the Javascript community, this would be more desirable. For instance, she recommended implementing URL unshortening by using a redirect package to get the full history of the URL requests. Sara highlighted the incorporation of this package too. Particularly, as this would also be useful to implement the redirection heuristic (such as in Appendix D).

Kholoud also thought the optional gathering of the URLs that users choose to report on the whitelist and server, was a useful feature. However, they felt this could be improved beyond the outlined security improvements, by analysing the URLs for personal details. For instance, information hidden in the query strings that users visit might contain personal information.

7.4.3 Further Advice

Security considerations with the server communication were also highlighted by Sara specifically. After discussing this, Sara was happy with the suggestions I outlined for improving these security considerations, as part of my work next year.

Sara also highlighted that it was essential that the tool explain the terms that it uses more clearly. This is due to an over-saturation of terms in computer security, which are shown to limit users’ understanding of the overall computer security picture, as discussed in Chapter 3. Sara highlighted that the tool should ensure that terms such as ‘safe’ are quantified with relation to the specific phishing scope of the tool. For instance, by highlighting what the tool actually marks as safe before the user downloads it. They also suggested this might be less of a concern because of above average technical experience of the intended user-base.

Kholoud complimented the amount of work occurring in the project, and expressed an understanding of the difficulty of implementing the research paper user interface in this field. The improvements outlined, and also the positive feedback given to the project, are highly appreciated mean a lot to me and my work over this piece.

7.5 Discussion

Overall the tool is popular with users across the various studies. The results of these evaluations were positive about the usability of the tool, as given by the SUS rating of Very Good and the average response of Fairly easy to use from participants during the Think Alouds. The evaluations also highlighted there were several items which could be improved next year.

In particular, improving the names of the features so that users are more familiar with them, will one of the priorities for improving the User Interface. Another priority will be to display the tutorial as a start up guide for users so they become familiar with the key terms of the tool.
The expert evaluation also highlighted some areas of the system design that could be improved. For instance, the security aspects and the methods of approaching some of the heuristics. This feedback will be very useful in implementing the subsequent heuristics next year.

The positive results of these evaluation are useful when considering how the requirements of the tool have been met.

### 7.5.1 Requirements of the tool

The requirements derived for the tool, as outlined in Chapter 4, have been largely met as part of the implementation and design of the CatchPhish system.

Through the implementation of the system, the first requirement, *to classify every URL according to one of three states as part of a traffic light system*, has been met. The traffic light aspect of this requirement has been met with the addition of both the link annotation and badge features which highlight the calculated status of each URL according to a colour associated status value. The classification of every URL has been met through the implementation of the content script, and the processing of every URL on the page by the server.

The implementation of the web request intervention feature and related intervention page, have allowed the second requirement *to use the browser to prevent the user visiting any URLs that have been classified as malicious*, to be met as well. The need for users to click to continue to the blocked URL on the intervention page also meets the need for the explicit user consent outlined as part of this requirement.

The third requirement *to present the information on each URL to the user in an understandable way, both at appropriate points of intervention and on user request* was more complex to meet, but this has also broadly been achieved. The results of the Think Aloud study indicated users felt the information presented within the URL analysis was clear. This helps to meet the first part of this requirement that the information should be presented in an understandable way. Since each user can request information about any URL on the page, by clicking on both the extension icon and using the context menu feature, this meets the user request aspect of this requirement. The intervention feature also helps to meet the appropriate points of intervention part of this requirement. A final conclusion on whether the requirement for appropriate intervention has been met cannot be made until the accuracy of the tool has been further tested.

### 7.6 Summary

This chapter outlines the three different evaluations techniques used to evaluate the usability of this tool:

- Demonstration with System Usability Scale Survey
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- Think Aloud studies
- Expert Evaluation

It outlines what the results of these were and some suggestions are made for areas which could be further improved next year. The positive results of these studies and discussion of the implemented components themselves, are used to evaluate how well the requirements outlined in Chapter 4 are met. These are broadly regarded to have been achieved, with an understanding of how these requirements relate to the user interaction focus of the project this year.
Chapter 8

Further Work

While I have done several significant pieces of work as part of the project this year, there are still many tasks I plan to implement next year as part of the final year of the Minf.

I have tried to ensure there is a self-contained section of the project to help make the work manageable over the two years. The main focus of my work next year will be implementing the decision-making code and the further tasks outlined in this chapter.

8.1 Decision-Making Components

The URL decision-making components will involve implementing each of the heuristics outlined in the back-end design report, discussed in Chapter 4. This may involve a further literature review to update and improve the outlined heuristics. Whilst the server and implementation structure has already been implemented, the heuristics themselves need to be completed.

It was recommended in the design evaluation that the URL decision-making heuristics each need their own set of metrics to evaluate which status value they should return. This will involve further research to justify these metrics.

Implementing this code also involves integrating the CatchPhish system with a number of APIs to get the requisite data for each heuristic. For instance, to implement the unusual top-level domain heuristic, a list of the most common top-level domains will have to be gathered. In order for the tool to be adaptable to internet trends, this has to be dynamic and therefore requires using an API to allow for this. Alternatively, I could hard-code the values of the top level domains. However, this would limit the tool’s future utility to users.

To increase the efficiency of the tool, a further plan is to pre-populate the whitelist based on the user’s history. Research into this feature was conducted this year. This research found the user’s history cannot be directly accessed by a Chrome extension, only the amount of times a given URL has been visited by the user. This requires
knowledge of the URLs in the user’s history in order to be able query them. To implement this, the user’s history can be queried using the user’s top sites and bookmarks to find the number of times the user has accessed these URLs - with a high amount suggesting these can be marked as safe. Therefore this research just needs to be implemented in the tool.

8.2 User Interface Improvements

The user interface has some improvements that need to be made as well. These are specifically related to user interface elements, closely related to the server decision-making heuristics.

To fully implement the design laid out in the report, each heuristic requires a sentence explaining what it means for each heuristic state. Each of these sentences needs to be dynamically generated based on the contents of the URL. This means, for instance, that the domain of the URL has to be injected into the correct part of the explanation sentence. The challenging part of this is creating each of these sentences since they are closely related to the implementation of the heuristics. Therefore they cannot be created until the heuristics themselves have been implemented next year.

The goal of highlighting this information to the user by displaying it in a different colour, is coupled with this. Since there are so many possible sentences, it is unfeasible to hard-code these in the React front-end itself, which would also reduce the system modularity. Instead, the goal is to craft the React components on the server-side and have the front-end render them. This has proven challenging within the scope of the project this year, and due to the strong link with the back-end code, this has also been allocated to next year’s work.

In addition, since by the end of next year the intention is to publish the tool, I also aim to polish the user interface for the tool if I have time. This will involve minor improvements such as animations, text styling and incorporating the feedback given in Chapter 7.

8.3 Longitudinal Study

In addition, to build an understanding of the efficiency, accuracy and educational value of the tool for users, the further work for next year will include a longitudinal study to gather information about these values. This will involve asking a select number of users to use the tool for a period of time.

To test the efficiency of the tool I can add analytics into the tool, for the purposes of the study, to measure the page load times in order to measure how long it takes the tool to calculate and mark each URL on a visited web-page. The intention is that this would not capture personal user information such as the pages the user is visiting, and only
the usage statistics. These analytics along with user reported issues will hopefully give a good understanding of how the tool works.

To evaluate the educational value of the tool I intend to do pre- and post- testing with the users to evaluate their understanding of malicious URLs, before and after they use the tool for a significant amount of time. I can use this testing to measure how much users have learnt when using the tool (and filter this information by how much they use the tool). This could also be followed up with a later test to measure how well users retain the information after using the tool, such as that conducted by Canova et al. [11]. This may not be necessary as the tool is intended to be permanently used by the users rather than for some finite time such as with the NoPhish app.

This has been planned for next year due to the significant amount of time this will take. Along with the need for the back-end and user interface components of the tool to be fully completed before this occurs. Therefore, whilst there has been a significant amount of work done this year, there is still a generous amount of work planned.

8.4 Summary

In this chapter, I discuss the work planned to be completed next year. This work includes:

- Implementing the Decision-Making heuristics on the server
- Adding the user interface features related to the heuristics and polishing the UI
- Conducting a longitudinal study after the implementation of the tool is completed to understand the effectiveness of the tool

I provide an overview of these components and discuss what will be needed to complete each component.
Chapter 9

Conclusion

9.1 Overview

As we have seen, phishing is an increasing security concern, which due to a lack of knowledge on the primary way it is spread, impacts all users including those with extensive training experience on the subject. To tackle this problem, my project was to develop a phishing learning and detection system, to answer the question:

How might we develop a phishing learning and detection tool that will protect from, and inform users about, malicious URLs?

I chose to develop the system as a browser extension to filter all of a user’s encountered URLs and chose Chrome as the browser to develop for due to its dominant market share.

The system was developed for above-average technical users since these are shown to be the most beneficial group to teach about computer security matters. To better understand how these users would like to interact with such a system, I conducted interviews with 17 participants. As a result of these interviews and a prior literature review, the following requirements were able to be defined:

1. Classifying every URL according to one of three states as part of a traffic light system
2. Using the browser to prevent the user from visiting any URLs that have been classified as malicious without explicit user consent
3. Presenting the information on each URL to the user in an understandable way, both at appropriate points of intervention and on user request
4. That the end built system includes the best practice of software engineering: maximising efficiency and accuracy

From this basis, I outlined the design of a system, including the design of a URL analysis algorithm, which was subsequently evaluated by an expert in the field. This
allowed me to develop the user interface and infrastructure of the system and complete the goals outlined for the project this year.

The system was evaluated with regards to its usability, and how well it met the system requirements. The goal was to assess how suitable and easy to use this system is for analysing the details of malicious URLs and preventing users from visiting them. To do this, I conducted a survey of 43 participants who all filled out the SUS survey, eight Think Alouds and a further expert evaluation.

In conclusion, it would seem that my system is usable and not overly complicated, which fulfils the goals that were intended to be achieved in the implementation of the user interaction and system design.
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Appendix A

Interview Materials
‘Phishing Detection and Learning Tool’ Consent Form

This project aims to gather information around users’ understanding of URLs (links) and how they approach both malicious URLs and phishing scenarios.

Today I will be interviewing you about your knowledge of URLs, and the steps you take when presented with malicious URLs. During this interview, I will show you descriptions and screenshots of URLs to discuss your knowledge on the topic. I will then discuss ideas with you about the design and implementation of a proposed Phishing tool, in relation to how you currently deal with malicious URLs.

I will be audio recording during the interview. If you feel uncomfortable about this at any time, you may stop the recording or tell me that the next bit should not be quoted.

This study will be used to learn about phishing and specifically malicious URL engagement, so we can design a tool that is likely to be helpful to students and professionals. The audio and transcripts will be kept for a maximum of one year and then destroyed. Anonymized quotes or short audio clips may be retained longer for use by future students on this project.

The project is supervised by Dr Kami Vaniea (kvaniea@inf.ed.ac.uk) and conducted by myself, Stephen Waddell (s1346249@sms.ed.ac.uk).

[ ] I understand that I am participating in a study as part of the “Evaluate the usability of a security or privacy tool” project.

[ ] I am willing for the audio to be digitally recorded and transcribed for the use as part of the research project

[ ] The researcher may use audio/literal quotes from the interview in publications provided that the quote is anonymised and cannot be connected back to me.

Participant: ________________________________ Date: __________________
Researcher: Stephen Waddell ________________ Date: __________________
Phishing Interview Contents

Start with Consent Form, after signing:

Hi *Participant*, thank you very much for agreeing to participate in our study today on *date* and signing the consent form. It is currently *time*.

Brief interview to cover participant information

To start off, I have a few background questions about yourself and your knowledge of Computer Security:

- Are you currently a student?
  - Whereabouts and what do you study?
  - What year of study are you in?
- What technical experience do you believe you have?
  - If you had to describe according to the scale, which would you choose:
    (None, Little, Average, Above Average, Expert)
- What experience with Computer Security do you have?
  - For example, have you taken a class in computer security, or has your job offered training in things like identifying malicious communications?
  - Description of Computer Security - provided if participant is confused about terminology at this point
  - If you had to describe this according to the scale, which would you choose:
    (Beginner, Intermediate, Expert)

Thank you for your that information *participant name*.

Overview for participant of what specifics are required

Just give you an overview of the specifics of the study:

As you might or probably know already: Computer security, also known as cybersecurity or IT security, is the protection of information systems from theft or damage to the hardware, the software, and to the information on them, as well as from disruption or misdirection of the services they provide¹.

¹ https://en.wikipedia.org/wiki/Computer_security
So what will be focusing on today? Well I am developing a phishing detection and learning tool as a means to help train users about, and protect users from, malicious phishing. The purpose of the interviews is to help gather requirements for this tool by better understanding how potential users think and engage with phishing problems.

As part of this interview, we will be covering a number of topics: Phishing, URLs and the Phishing Detection tool itself. As part of this I will be presenting images relating to these topics for discussion, and would like to ask some questions about how you might interact with a proposed phishing detection tool.

Phishing Overview

1. What do you understand by the term Phishing?

Thank you very much for your answer. I can now give you an official definition of phishing.

*Phishing is the fraudulent practice of sending emails purporting to be from reputable companies in order to induce individuals to reveal personal information, such as passwords and credit card numbers.*

Phishing is a form of fraud in which an attacker masquerades as a reputable entity or person in email or other communication channels. The attacker uses phishing emails to distribute malicious links or attachments that can perform a variety of functions, including the extraction of login credentials or account information from victims.

So I am now going to begin showing you some images. For each image, please tell me whether you think the image is phishing or not and why.

*Begin presenting images - show 3 images.*

Thank you for your advice, I will now give you the answers for each of these images.

*Begin presenting and discussing the same images.*

URLs Overview

2. What do you understand by the term URL?

Thank you very much for your answer. I can now give you an official definition of URLs.

---

2 https://en.oxforddictionaries.com/definition/phishing
3 https://searchsecurity.techtarget.com/definition/phishing
If you’ve been surfing the Web, you have undoubtedly heard the term URL and have used URLs to access HTML pages from the Web.⁴ A Uniform Resource Locator (URL), colloquially termed a web address, is a reference to a web resource that specifies its location on a computer network and a mechanism for retrieving it. ⁵

URLs typically consist of three pieces:
1. The name of the protocol used to transfer the resource over the Web.
2. The name of the machine hosting the resource.
3. The name of the resource itself, given as a path.⁶

So I am now going to begin showing you some images. For each url, please tell me whether you think the image is phishing or not and why.

*Begin presenting images - show 2 images.*

Thank you for your responses, I will now give you the answers for each of these images.

*Begin presenting and discussing the same images.*

Phishing Detection Tool

Thank you for your help during these topic overviews, I would now like to discuss your thoughts on the Phishing Detection Tool itself.

- What is your browser of choice?
- What kind of features do you think would be useful in a phishing tool?

User Interaction Questions

As I said previously, I am building a Phishing Learning and Detection tool, and an important part of this is how this information is presented to yourself as a user. In a proposed phishing tool, how would you like to see the information about phishing presented to you?

The intention is for this tool to be developed as a Chrome extension on the Chrome browser. The possible User Interface (UI) elements that can be included in a Chrome extension are:

- The extension icon at the top of the browser
- A badge which goes over the extension icon

⁴ http://supportweb.cs.bham.ac.uk/documentation/java/tutorial/networking/urls/definition.html
⁵ https://en.wikipedia.org/wiki/URL
⁶ https://www.w3.org/TR/WD-html40-970708/htmlweb.html
A popup which can display more detailed information
A context menu entry which occurs when you right click
An alert box which pops-up in the center of the page to display information
Full web-pages that the extension can open

Which combination of UI elements do you think would be most useful to you for displaying the phishing detection information to yourself?

A major component of the tool is training you as a user more about urls. How do you think this information could be presented to you to best help you learn about urls?

Do you think you would need further information on how this tool works if you were to use it? If so, what information would you need and how would you like this information to be presented to you?

How likely would you be to use the tool in the future? Please answer according to the scale:

- Not at all likely
- Not very likely
- Somewhat likely
- Fairly likely
- Extremely likely

For what reason, did you select *insert user’s answer*?

Thanking the Participant and Optional Advice

Thanks very much for your time today, *participant's name*, we greatly appreciate your help. If you would like we can give you some pointers about what makes a UI easier to use to conclude the interview.

1. **Check for spelling mistakes:** Companies are serious about their email communications. Legitimate messages usually do not have major spelling mistakes or poor grammar. Read your emails carefully and report anything that seems suspicious.

2. **Analyze the salutation:** Is the email addressed to a vague “Valued Customer?” If so, watch out—legitimate businesses will often use a personal salutation with your first and last name.

3. **Beware of urgent or threatening language in the subject line:** Invoking a sense of urgency or fear is a common phishing tactic. Beware of subject lines that claim your “account has been suspended” or your account had an “unauthorized login attempt.”

4. **Review the signature:** Lack of details about the signer or how you can contact a company strongly suggests phishing. Legitimate businesses always provide contact details.⁷

⁷ [https://blog.returnpath.com/10-tips-on-how-to-identify-a-phishing-or-spoofing-email-v2/](https://blog.returnpath.com/10-tips-on-how-to-identify-a-phishing-or-spoofing-email-v2/)
Hi,

We attempted to authorize the Amex card you have on file but were unable to do so. We will automatically attempt to charge your card again within 24-48 hours.

Update the expiry date and CVV (card verification value) for your Amex card as soon as possible so you can continue using it with your account.

UPDATE PAYMENT

We're here to help if you need it. Visit the Help Centre for more info or contact us.

– Your friends at Netflix

Figure A.1: Presented interview phishing image - 1
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Figure A.2: Presented interview phishing image - 2

If you receive a mail to respond to an email, cancel the login immediately.

PayPal Team

Sincerely,

Login Place: Lahore, Pakistan

March 01, 2017 at 11:39 PM

Was that you?

That's why a security measure we have to block your account to keep you safe from unauthorized activities. We detected that someone logged into your account from an unknown device and browser.

PayPal

To:

From: info@flathomeinsurance.com

Support received unauthorized action.

We received unauthorized action.
Your registration is almost finished!

iZettle <newsletter.uk@izettle.com>

Wed 21/11/2018 01:10

to: SPORTS UNION Hillwalking Treasurer <hillwalking.treasurer@ed.ac.uk>;

Almost there!

We're ready when you are! You're pretty much up and running. iZettle moves with your needs – there's nothing to pay when you're not taking payments. Having said that, recording your cash transactions is always complimentary.

You'll also get:

Our free POS
Make your payments flawless with the iZettle Go app, whether cash, card, or tap.

A customisable inventory
Your Product Library helps you showcase products or services with a professional touch, from faster sales to knowing exactly when to restock. Read more.

A better way to get paid
Whether your business occupies a shop, a studio or a slice of pavement, the iZettle Reader allows you to take card and contactless payments in a beautiful package. Read about the iZettle Reader.

Complete registration

The iZettle Go app is available for iOS and Android.

Invite a friend & get free transactions

Unsubscribe  Sign in  Support

https://outlook.office.com/jwau?realm=ed.ac.uk

Figure A.3: Presented interview phishing image - 3
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Figure A.4: Presented URL image - 1

http://blt.ly/scY78R
http://www.facebook.net

Figure A.5: Presented URL image - 2
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Interview Results
### Figure B.1: Interview Quantitative Analysis

<table>
<thead>
<tr>
<th>User</th>
<th>Browser</th>
<th>Frequency</th>
<th>Possible</th>
<th>Malicious</th>
<th>Non-Malicious</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Chrome</td>
<td>0.0%</td>
<td>0.0%</td>
<td>0.0%</td>
<td>100.0%</td>
</tr>
<tr>
<td>2</td>
<td>Firefox</td>
<td>0.0%</td>
<td>0.0%</td>
<td>0.0%</td>
<td>100.0%</td>
</tr>
<tr>
<td>3</td>
<td>Edge</td>
<td>0.0%</td>
<td>0.0%</td>
<td>0.0%</td>
<td>100.0%</td>
</tr>
<tr>
<td>4</td>
<td>Internet Explorer</td>
<td>0.0%</td>
<td>0.0%</td>
<td>0.0%</td>
<td>100.0%</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

**Correct Answers:**

<table>
<thead>
<tr>
<th>Correct Answer</th>
<th>Participant 1</th>
<th>Participant 2</th>
<th>Participant 3</th>
<th>Participant 4</th>
</tr>
</thead>
<tbody>
<tr>
<td>A</td>
<td>1</td>
<td>2</td>
<td>3</td>
<td>4</td>
</tr>
<tr>
<td>B</td>
<td>5</td>
<td>6</td>
<td>7</td>
<td>8</td>
</tr>
<tr>
<td>C</td>
<td>9</td>
<td>10</td>
<td>11</td>
<td>12</td>
</tr>
</tbody>
</table>

**Participant Information:**

- Participant 1: Usage: Chrome
- Participant 2: Usage: Firefox
- Participant 3: Usage: Internet Explorer
- Participant 4: Usage: Edge
<table>
<thead>
<tr>
<th>Themes</th>
<th>Phishing Definition</th>
</tr>
</thead>
<tbody>
<tr>
<td>No self-declared knowledge</td>
<td>Spear phishing</td>
</tr>
<tr>
<td>Phishing Environment</td>
<td>no idea about phishing</td>
</tr>
<tr>
<td>Phishing Details</td>
<td>accessing sensitive info</td>
</tr>
<tr>
<td>Scamming</td>
<td>hidden capture of data</td>
</tr>
<tr>
<td>People</td>
<td>causes and specifics malicious actions</td>
</tr>
<tr>
<td>Rick People</td>
<td>deception used</td>
</tr>
<tr>
<td>How it achieved</td>
<td>trick people</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Phishing Vehicles</th>
</tr>
</thead>
<tbody>
<tr>
<td>Use of emails</td>
</tr>
<tr>
<td>Use of websites</td>
</tr>
<tr>
<td>Use of malicious link</td>
</tr>
<tr>
<td>Phishing emails</td>
</tr>
<tr>
<td>Phishing letter</td>
</tr>
<tr>
<td>Phishing text</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Phishing Phishing</th>
</tr>
</thead>
<tbody>
<tr>
<td>P1 P2 P3 P4 P5 P6 P7 P8 P9 P10</td>
</tr>
<tr>
<td>P1 P2 P3 P4 P5 P6 P7 P8 P9 P10</td>
</tr>
<tr>
<td>P1 P2 P3 P4 P5 P6 P7 P8 P9 P10</td>
</tr>
<tr>
<td>P1 P2 P3 P4 P5 P6 P7 P8 P9 P10</td>
</tr>
<tr>
<td>P1 P2 P3 P4 P5 P6 P7 P8 P9 P10</td>
</tr>
<tr>
<td>P1 P2 P3 P4 P5 P6 P7 P8 P9 P10</td>
</tr>
<tr>
<td>P1 P2 P3 P4 P5 P6 P7 P8 P9 P10</td>
</tr>
<tr>
<td>P1 P2 P3 P4 P5 P6 P7 P8 P9 P10</td>
</tr>
<tr>
<td>P1 P2 P3 P4 P5 P6 P7 P8 P9 P10</td>
</tr>
<tr>
<td>P1 P2 P3 P4 P5 P6 P7 P8 P9 P10</td>
</tr>
<tr>
<td>P1 P2 P3 P4 P5 P6 P7 P8 P9 P10</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>References</th>
</tr>
</thead>
<tbody>
<tr>
<td>P1 P2 P3 P4 P5 P6 P7 P8 P9 P10</td>
</tr>
<tr>
<td>P1 P2 P3 P4 P5 P6 P7 P8 P9 P10</td>
</tr>
<tr>
<td>P1 P2 P3 P4 P5 P6 P7 P8 P9 P10</td>
</tr>
<tr>
<td>P1 P2 P3 P4 P5 P6 P7 P8 P9 P10</td>
</tr>
<tr>
<td>P1 P2 P3 P4 P5 P6 P7 P8 P9 P10</td>
</tr>
<tr>
<td>P1 P2 P3 P4 P5 P6 P7 P8 P9 P10</td>
</tr>
<tr>
<td>P1 P2 P3 P4 P5 P6 P7 P8 P9 P10</td>
</tr>
<tr>
<td>P1 P2 P3 P4 P5 P6 P7 P8 P9 P10</td>
</tr>
<tr>
<td>P1 P2 P3 P4 P5 P6 P7 P8 P9 P10</td>
</tr>
<tr>
<td>P1 P2 P3 P4 P5 P6 P7 P8 P9 P10</td>
</tr>
<tr>
<td>P1 P2 P3 P4 P5 P6 P7 P8 P9 P10</td>
</tr>
<tr>
<td>P1 P2 P3 P4 P5 P6 P7 P8 P9 P10</td>
</tr>
</tbody>
</table>
### Phishing Images

<table>
<thead>
<tr>
<th>Themes</th>
<th>Codes</th>
<th>Participants</th>
</tr>
</thead>
<tbody>
<tr>
<td>Contextual Knowledge</td>
<td>recipient destination safe</td>
<td>P17 P3</td>
</tr>
<tr>
<td></td>
<td>current relationship with sender</td>
<td>P16 P17 P5 P8 P15</td>
</tr>
<tr>
<td></td>
<td>knowledge of sender</td>
<td>P13 P16 P17 P1 P8 P10</td>
</tr>
<tr>
<td>Security Practices</td>
<td>sensitive information request</td>
<td>P11 P4 P1 P3 P6 P8 P7 P9 P14</td>
</tr>
<tr>
<td></td>
<td>strange email security request</td>
<td>P16 P17 P4 P8 P14</td>
</tr>
<tr>
<td></td>
<td>suspicious email address</td>
<td>P11 P13 P16 P17 P2 P1 P3 P5 P7 P9 P15 P14 P10 P4</td>
</tr>
<tr>
<td>Analysis Strategy</td>
<td>email domain focus</td>
<td>P7 P9 P15 P14 P10 P11 P1</td>
</tr>
<tr>
<td></td>
<td>concern of link destination</td>
<td>P11 P17 P6 P14 P10 P9 P15</td>
</tr>
<tr>
<td></td>
<td>general email state</td>
<td>P7 P9 P10 P2</td>
</tr>
<tr>
<td>Quality of Email</td>
<td>non country specific references</td>
<td>P13 P16 P8 P10</td>
</tr>
<tr>
<td></td>
<td>strange salutation</td>
<td>P13 P6 P7 P9</td>
</tr>
<tr>
<td></td>
<td>not matching company quality</td>
<td>P13 P16 P17 P1 P3 P9 P14</td>
</tr>
<tr>
<td></td>
<td>spelling and punctuation errors</td>
<td>P13 P16 P2 P6</td>
</tr>
<tr>
<td></td>
<td>non matching language used</td>
<td>P17 P2 P1 P6 P8 P15</td>
</tr>
<tr>
<td></td>
<td>threatening tone</td>
<td>P3</td>
</tr>
<tr>
<td></td>
<td>no contact details</td>
<td>P6 P15</td>
</tr>
<tr>
<td></td>
<td>no personal indicators</td>
<td>P16 P4 P6 P8 P15 P14 P10</td>
</tr>
<tr>
<td></td>
<td>expect more details</td>
<td>P14</td>
</tr>
<tr>
<td>Further Checks</td>
<td>check by visiting site</td>
<td>P4</td>
</tr>
<tr>
<td></td>
<td>check with company</td>
<td>P10</td>
</tr>
<tr>
<td></td>
<td>cross reference emails</td>
<td>P10</td>
</tr>
</tbody>
</table>

Figure B.3: Interview Thematic Analysis - Phishing Images

### URL Definition

<table>
<thead>
<tr>
<th>Themes</th>
<th>Codes</th>
<th>Participants</th>
</tr>
</thead>
<tbody>
<tr>
<td>Limited knowledge</td>
<td>no self-declared knowledge of</td>
<td>P16 P10 P7</td>
</tr>
<tr>
<td></td>
<td>confusion with web pages</td>
<td>P7</td>
</tr>
<tr>
<td>Potentially Malicious</td>
<td>might be malicious</td>
<td>P4 P17 P15 P8</td>
</tr>
<tr>
<td></td>
<td>malicious redirection</td>
<td>P7</td>
</tr>
<tr>
<td>Purpose of URLs</td>
<td>emails are a form of URL</td>
<td>P7</td>
</tr>
<tr>
<td></td>
<td>links to resources</td>
<td>P11 P3 P1 P13 P14 P15</td>
</tr>
<tr>
<td></td>
<td>used on internet</td>
<td>P11 P16 P3 P5 P1 P2 P17 P13 P14 P6</td>
</tr>
<tr>
<td></td>
<td>access web pages</td>
<td>P3 P11 P5 P1 P4 P2 P17 P10 P13 P14 P9 P8 P6</td>
</tr>
<tr>
<td></td>
<td>used in hyperlinks</td>
<td>P9 P6</td>
</tr>
<tr>
<td>Reading URLs</td>
<td>knowledge of structure</td>
<td>P11 P16 P2 P10 P13 P15</td>
</tr>
<tr>
<td></td>
<td>importance of domain</td>
<td>P16 P14 P7 P6</td>
</tr>
<tr>
<td></td>
<td>relation to file path</td>
<td>P16</td>
</tr>
<tr>
<td>Internet Infrastructure</td>
<td>IP address link</td>
<td>P3 P1 P10 P17 P13</td>
</tr>
<tr>
<td></td>
<td>Works with DNS</td>
<td>P3 P1 P2 P17</td>
</tr>
<tr>
<td></td>
<td>registered with ICANN</td>
<td>P7</td>
</tr>
</tbody>
</table>

Figure B.4: Interview Thematic Analysis - URL Definition
### URL Images

<table>
<thead>
<tr>
<th>Themes</th>
<th>Codes</th>
<th>Participants</th>
</tr>
</thead>
<tbody>
<tr>
<td>Misconceptions</td>
<td>accent is safe</td>
<td>P3 P17 P10 P9 P7</td>
</tr>
<tr>
<td></td>
<td>doesn’t trust any shortened links</td>
<td>P8 P4</td>
</tr>
<tr>
<td></td>
<td>thinks https is safe</td>
<td>P9 P8</td>
</tr>
<tr>
<td>Knowledge of Structure</td>
<td>knowledge of file path</td>
<td>P11</td>
</tr>
<tr>
<td></td>
<td>knowledge of domain source</td>
<td>P1 P4 P3 P13 P14 P8 P6</td>
</tr>
<tr>
<td></td>
<td>understanding of top level domain</td>
<td>P11 P5 P2 P3 P17 P10 P15 P9 P7</td>
</tr>
<tr>
<td>Detailed Knowledge</td>
<td>noticed non-ASCII</td>
<td>P2 P15 P6</td>
</tr>
<tr>
<td>Strategies for images</td>
<td>looks for ascii vs unicode</td>
<td>P11 P8 P6</td>
</tr>
<tr>
<td></td>
<td>fooled by buzzwords</td>
<td>P5 P16 P3 P17 P9 P7 P6</td>
</tr>
<tr>
<td></td>
<td>odd one out selection</td>
<td>P5 P11 P16 P1 P4 P14 P8</td>
</tr>
<tr>
<td></td>
<td>looks at protocol</td>
<td>P16 P13 P14 P7 P8 P6</td>
</tr>
<tr>
<td></td>
<td>visit to find out</td>
<td>P1</td>
</tr>
</tbody>
</table>

Figure B.5: Interview Thematic Analysis - URL Images

### Phishing Tools

<table>
<thead>
<tr>
<th>Themes</th>
<th>Codes</th>
<th>Participants</th>
</tr>
</thead>
<tbody>
<tr>
<td>What information they want highlighted</td>
<td>see protocol of url</td>
<td>P14 P8</td>
</tr>
<tr>
<td></td>
<td>details of URL highlighting</td>
<td>P13 P11 P2 P16</td>
</tr>
<tr>
<td></td>
<td>details of why</td>
<td>P14 P7 P8 P3 P17 P3</td>
</tr>
<tr>
<td></td>
<td>highlighting undetectable indicators</td>
<td>P5 P10</td>
</tr>
<tr>
<td>How they want information to be highlighted</td>
<td>passively warn the user</td>
<td>P8 P7 P11</td>
</tr>
<tr>
<td></td>
<td>reputation based visual system</td>
<td>P11 P13 P17 P3 P2 P4 P3</td>
</tr>
<tr>
<td></td>
<td>obvious visuals</td>
<td>P3</td>
</tr>
<tr>
<td>Other wishes for the tool</td>
<td>options to visit malicious anyways</td>
<td>P14 P15 P7 P3</td>
</tr>
<tr>
<td></td>
<td>minimal obtrusiveness</td>
<td>P17 P3</td>
</tr>
<tr>
<td></td>
<td>can be used with social media</td>
<td>P15 P8 P16</td>
</tr>
<tr>
<td></td>
<td></td>
<td>P5</td>
</tr>
<tr>
<td>Compatible</td>
<td>expand shortened links</td>
<td>P6</td>
</tr>
<tr>
<td></td>
<td>preloaded look at website before accessing</td>
<td>P13 P16</td>
</tr>
<tr>
<td></td>
<td>details before visit</td>
<td>P1 P2 P13 P16</td>
</tr>
<tr>
<td></td>
<td>block from visit malicious site</td>
<td>P14 P15 P9 P10 P17</td>
</tr>
<tr>
<td>Should occur before visiting</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Tool Scope</td>
<td>focus on high risk sites</td>
<td>P14</td>
</tr>
<tr>
<td></td>
<td>automatic detection</td>
<td>P7 P10 P1</td>
</tr>
<tr>
<td></td>
<td>work for all links</td>
<td>P6 P5 P17 P1 P7</td>
</tr>
<tr>
<td></td>
<td>identify malicious sites</td>
<td>P9 P14 P4 P7 P3 P11 P16</td>
</tr>
</tbody>
</table>

Figure B.6: Interview Thematic Analysis - Features in the Phishing Tool
### Figure B.7: Interview Thematic Analysis - General Phishing tool UI Features

<table>
<thead>
<tr>
<th>Themes</th>
<th>Codes</th>
<th>Participants</th>
</tr>
</thead>
<tbody>
<tr>
<td>Information they want to see</td>
<td>URL learning page</td>
<td>P10 P1 P16</td>
</tr>
<tr>
<td></td>
<td>highlighted protocol</td>
<td>P15 P1 P6</td>
</tr>
<tr>
<td>Means of presenting info</td>
<td>traffic light reputations</td>
<td>P15 P14 P4</td>
</tr>
<tr>
<td></td>
<td>link annotation of status</td>
<td>P2 P3 P13 P11 P7 P8 P6</td>
</tr>
<tr>
<td></td>
<td>alert popup</td>
<td>P14 P16 P4</td>
</tr>
<tr>
<td></td>
<td>overall count of malicious</td>
<td>P2 P7 P8</td>
</tr>
<tr>
<td></td>
<td>links mouse over link info</td>
<td>P16 P9</td>
</tr>
<tr>
<td></td>
<td>Intervention only when</td>
<td>P14 P2 P17</td>
</tr>
<tr>
<td></td>
<td>malicious intervention page</td>
<td>P8</td>
</tr>
<tr>
<td></td>
<td>intervention should be</td>
<td>P4 P14 P2 P3 P17 P10 P5 P11 P6 P7 P8</td>
</tr>
<tr>
<td></td>
<td>unmissable</td>
<td>P11 P7</td>
</tr>
<tr>
<td>Clarity of explanations</td>
<td>detailed explanations</td>
<td>P2 P13 P7 P8</td>
</tr>
<tr>
<td></td>
<td>wants a clear explanation</td>
<td>P13 P7</td>
</tr>
<tr>
<td></td>
<td>page wants easily accessible</td>
<td>P13 P5</td>
</tr>
</tbody>
</table>

### Figure B.8: Interview Thematic Analysis - Training or Intervention Presentation

<table>
<thead>
<tr>
<th>Themes</th>
<th>Codes</th>
<th>Participants</th>
</tr>
</thead>
<tbody>
<tr>
<td>Means of Interaction</td>
<td>would only look at status shields blocked</td>
<td>P16 P11</td>
</tr>
<tr>
<td></td>
<td>after clicking malicious URLs</td>
<td>P14 P1 P15 P2 P3 P5 P11 P6 P9 P8</td>
</tr>
<tr>
<td>Bonus Features</td>
<td>Options to toggle link annotations off</td>
<td>P10 P4 P6</td>
</tr>
<tr>
<td>Important Features</td>
<td>limited obtrusiveness</td>
<td>P16 P13 P5 P8</td>
</tr>
<tr>
<td></td>
<td>wants whitelist</td>
<td>P4 P13 P10 P5 P11 P8</td>
</tr>
<tr>
<td></td>
<td>doesn’t want access to malicious website</td>
<td>P13 P9</td>
</tr>
<tr>
<td>Information presentation</td>
<td>brief info</td>
<td>P17 P14 P1 P15 P2 P3 P17 P5 P11 P6 P7 P8 P17 P9</td>
</tr>
<tr>
<td></td>
<td>details why blocked alerts instead of</td>
<td></td>
</tr>
<tr>
<td></td>
<td>page</td>
<td></td>
</tr>
</tbody>
</table>

### Figure B.9: Interview Thematic Analysis - Help Presentation

<table>
<thead>
<tr>
<th>Themes</th>
<th>Codes</th>
<th>Participants</th>
</tr>
</thead>
<tbody>
<tr>
<td>Guides they would like</td>
<td>display guide on first install</td>
<td>P14 P16 P3 P17 P8</td>
</tr>
<tr>
<td></td>
<td>tutorial on how to use the tool</td>
<td>P14 P17 P3 P16 P9</td>
</tr>
<tr>
<td></td>
<td>learn page on URLs</td>
<td>P16 P7</td>
</tr>
<tr>
<td>Information presentation</td>
<td>only pictures and text</td>
<td>P14 P15 P10 P4 P3 P17 P5 P6 P7 P15</td>
</tr>
<tr>
<td></td>
<td>interactive tutorials</td>
<td>P16 P9</td>
</tr>
<tr>
<td></td>
<td>wants video</td>
<td></td>
</tr>
<tr>
<td>Unneeded Feature</td>
<td>intuitively know how it works</td>
<td>P15 P10 P8</td>
</tr>
<tr>
<td>Themes</td>
<td>Codes</td>
<td>Participants</td>
</tr>
<tr>
<td>-----------------------------</td>
<td>--------------------------------------------</td>
<td>----------------</td>
</tr>
<tr>
<td>Enthusiasm for tool</td>
<td>no known similar applications, loves idea</td>
<td>P10 P6 P11 P9 P5 P11</td>
</tr>
<tr>
<td>Features they really like</td>
<td>wants personal URL list</td>
<td>P11</td>
</tr>
<tr>
<td></td>
<td>wants training elements</td>
<td>P8 P9 P4</td>
</tr>
<tr>
<td></td>
<td>wants block feature</td>
<td>P15 P10 P2</td>
</tr>
<tr>
<td></td>
<td>wants safety net</td>
<td>P10 P13 P6 P7 P4</td>
</tr>
<tr>
<td></td>
<td>wants training elements</td>
<td>P8 P9 P4</td>
</tr>
<tr>
<td>Aspects they hope it has</td>
<td>comprehensive for URLs</td>
<td>P16 P13 P11 P6 P7</td>
</tr>
<tr>
<td></td>
<td>wish it to be a general security</td>
<td>P16 P17</td>
</tr>
<tr>
<td></td>
<td>wants low false positives</td>
<td>P2 P3</td>
</tr>
<tr>
<td></td>
<td>want a high accuracy</td>
<td>P14 P2</td>
</tr>
<tr>
<td>Reasons not to use</td>
<td>other alternatives</td>
<td>P15</td>
</tr>
<tr>
<td>No personal use for tool</td>
<td>already have enough knowledge</td>
<td>P1 P3 P10 P13</td>
</tr>
<tr>
<td></td>
<td>wants for other non technical people</td>
<td>P17 P10 P13 P6</td>
</tr>
</tbody>
</table>
Appendix C

Additional Paper Designs
Figure C.1: Help and Settings pages

Figure C.2: Tutorial page
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1 Introduction

In developing a Phishing and Learning Detection tool to be deployed onto the Google Chrome platform as an extension, I have prepared an overview proposal of the back-end functionality I believe will be needed as part of this. This proposal covers a number of different points about the functionality required to classify a URL into a respective safety category.

1.1 Goals of the Tool

The primary design goals of this tool are as follows:

<table>
<thead>
<tr>
<th>Goals</th>
<th>Justification</th>
</tr>
</thead>
<tbody>
<tr>
<td>Classifying every URL: those present in any given page, the page URL itself and any the user is directed to outside the browser</td>
<td>This intended to be a comprehensive solution to phishing and other security exploits which employ malicious URLs</td>
</tr>
<tr>
<td>Using the browser to prevent the user visiting any URLs that have been classified as malicious without user invention.</td>
<td>This intended to cut down unintentional direction to malicious URLs, caused when on platforms such as email</td>
</tr>
<tr>
<td>Presenting the information on each URL to the user in an understandable way, at appropriate points of intervention</td>
<td>To encourage the user to learn through embedded training: allowing users to catch URLs themselves and reduce their own danger</td>
</tr>
<tr>
<td>That the end built system includes best practice of software engineering: maximising efficiency and accessibility</td>
<td>That the system works effectively as and when required, such that users are not do not remove it due to efficiency concerns</td>
</tr>
</tbody>
</table>

Table 1.1: Justification of goals

1.2 Proposal Outline

To achieve these design goals, this proposal outlines a heuristic-based algorithm for classifying a URL into one of three states: Safe (High likelihood of safety), Warn (Possible cause for concern) and Alert (High risk of danger with URL). Each of these form the basis of a traffic light system (Green, Amber and Red respectively) which informs the user about the relative safety of each URL. In this proposal document, each of these states will be referred to by their respective colour.

Additionally, the proposal also covers the breakdown of each possible issue with a URL. For each of these, an explanation of the issue and a proposed method is outlined to deal with that issue. The proposal also considers how the data will be sourced to solve each possible
The front-end of this tool, which is not outlined in this proposal, includes the following features:

- active intervention when a user clicks a red URL (in the form of a site warning middle man)
- annotating links on each site with a badge representing the safety colour of each URL
- a breakdown of each URL using the a research based URL report[1]

The classification of each URL is used to create the appropriate User Interface display for each URL. One of the secondary goals of the tool is to achieve as low a false positive rate as possible to maintain user engagement with the tool.

Feedback on the plans outlined in this report would be much appreciated.


2 OVERALL ALGORITHM

2.1 DECISION MAKING ALGORITHM

The algorithms input will be the given URL and all required information needed to consider the classification of the URL.

The algorithm begins by considering each case where a URL might be considered purely green (undoubtedly safe). If any of these indicators, such as inclusion on a reputable whitelist, are true then the URL is classified as safe and the algorithm returns that it is a green state. Otherwise the algorithm will analyse the URL and classify the given URL as having either a yellow or red state.

To achieve this, the algorithm analyses each set of features using the metrics outlined in the subsequent chapters. Each set of features is a useful indicator of a URL’s safety, which can be used to classify how likely a given URL might be phishing. These indicators are referred to as issues in this proposal, and each of these issues is categorised into one of three groups: these being known, possible and no issue (which each represent a decreasing priority level).

The features that are the focus of this proposal are:

- URL parsing features
- Domain features
- Page features

Content Features could be used in addition to this but are not favoured in this proposal due to the associated high risk of parsing the content of malicious sites.

To classify the URL a count is kept of each issue that arises from the data parsing. This is matched with threshold values to classify the URL.

<table>
<thead>
<tr>
<th>Known Issues</th>
<th>Possible Issues</th>
<th>Output</th>
</tr>
</thead>
<tbody>
<tr>
<td>&gt;=1</td>
<td>&gt;=0</td>
<td>Red</td>
</tr>
<tr>
<td>0</td>
<td>&gt;=5</td>
<td>Red</td>
</tr>
<tr>
<td>0</td>
<td>&lt;5</td>
<td>Warn</td>
</tr>
<tr>
<td>0</td>
<td>0</td>
<td>Green</td>
</tr>
</tbody>
</table>

Table 2.1: Thresholds for Output

The resulting output is then fed back into the system for use by the User Interface. For each result, the state of the URL is returned along with the information used to calculate that state. This information is displayed to the user in the breakdown of the URL. For those in a green state, the reason indicating its safety is returned and if it is red or yellow, the issues included in the URL are also returned.
2.2 LIMITATIONS

This approach favours limiting the number of URLs classified as yellow as much as possible. This is because one of the major benefits of the tool is the tool’s ability to actively intervene to prevent the user from visiting a malicious site. This only occurs for URLs classified as the red state. At this point users benefit from embedded training as they have the break-down of the URL information displayed to them, in a real-time scenario.

To limit the number of URLs in the yellow state, the algorithm has lower thresholds for classifying the URLs as a red state. One of the key limitations of this approach is that it potentially creates a higher false positive rate for the user. Active intervention with a high false positive rate has been shown to have a reduced effectiveness over-time[3].

To resolve this problem, the intention is to implement a personal whitelist for users to maintain. Users will be able to update this whitelist with URLs when they are presented as part of this tool. This is a constant element of the UI and is particularly useful for false positive URLs classifies as a red state. After the user whitelist a site it will not be included in the red state, instead it will be given a amber state (where active intervention does not occur but the user will still be made aware they are not entirely safe). This should reduce the false positive rate over time. In user trials, the ideal outcome would be that the tool tailors itself to users common sites over time, only showing sites that are concerning and the user has never visited before. This would therefore reduce the false positive rate over time.

![Table 2.2: Thresholds for Output](image)

<table>
<thead>
<tr>
<th>Known Issues</th>
<th>Possible Issues</th>
<th>Personal Whitelist</th>
<th>Output</th>
</tr>
</thead>
<tbody>
<tr>
<td>&gt;=1</td>
<td>&gt;=0</td>
<td>False</td>
<td>Red</td>
</tr>
<tr>
<td>&gt;=1</td>
<td>&gt;=0</td>
<td>True</td>
<td>Warn</td>
</tr>
<tr>
<td>0</td>
<td>&gt;=5</td>
<td>False</td>
<td>Red</td>
</tr>
<tr>
<td>0</td>
<td>&gt;=5</td>
<td>True</td>
<td>Warn</td>
</tr>
<tr>
<td>0</td>
<td>&lt;5</td>
<td>False</td>
<td>Warn</td>
</tr>
<tr>
<td>0</td>
<td>0</td>
<td>False</td>
<td>Green</td>
</tr>
</tbody>
</table>

Another suggestion to improve the false positive rate, is that the users could be allowed to toggle the threshold for possible issues being classified in the red state. In either case, to ensure the needless use of the blacklist, particularly in cases where the URL has been blacklisted, the user will be asked for additional approval. In the User Interface this may involve presenting an alert pop-up box being displayed asking them if they are sure they wish to continue.

6
3 Safety Metrics

It is very hard to come up with a full proof set of safety metrics. Comparatively it is easier to verifiably say a site is malicious rather than safe. There are however some indicators that are useful to suggest a site is safe.

In the proposed algorithm, there are currently two ways that a site can be designated as safe. The first is that the site has no known or possible issues: this means it has not been flagged by any of the heuristics. The second is that it matches against one or more safety metrics.

3.1 Metrics

The first metric is a URL’s inclusion in the list of Alexa Top sites (7.2) and is not known to be a hosting service for other sites. The Alexa Top sites is a strong indicator of the most popular sites and popularity is an indicator of safety. This is because users do not regularly visit or return to sites known to be malicious. However, some of the most popular internet sites are known to host other sites such as wordpress.com. Wordpress, for instance, can be used to host other sites which contain malicious content so classifying these sites as safe would be inaccurate. Therefore the Alexa Top Sites results will be filtered using known content hosting sites and other potentially malicious sites by checking their occurrences on blacklists such as hpHosts (7.1).

An additional metric is the PageRank of the website. This is based on backlinks, which are incoming links to a webpage. By taking a measure of how many quality backlinks a webpage has it indicates how popular that webpage is. This is a metric which has been used in major search engine providers in the past to indicate how high a web page should be listed in its search results.

Looking at how often the site is shared on social media is another useful metric. Sites such as Facebook and Twitter regularly include links to external sites which are shared between its users. This is an indicator of a site’s popularity, as multiple shares between users suggests it is safe since they are encouraging others to visit it.

3.2 Approach

The idea is to combine each of these metrics and use appropriate thresholds to determine if a site is popular enough to be classified as safe. By applying these metrics to each website, and ensuring each page’s URL is safe in the site, we can mark sites containing multiple webpages as safe without analysing each URL, provided they do not leave that domain. The idea behind this is to increase efficiency in each site. This should not pose many problems providing the metrics are applied correctly, as there is a much smaller chance of being attacked on a site when swapping between pages from distinct sites [insert reference].
4 URL Parsing Features

This focuses on parsing the URL into its distinct components and use these to pick out indicators in the URL itself which might suggest it is malicious.

Processing each of these heuristics typically involves using natural language tools such as regex to match the contents of each URL against any concerning flags. These often involve the request of some data in order to to complete each check accurately; the limited amount of required libraries means these checks can be preformed locally on a users machine. Each metric relates to a issue level based on how much of an indicator that metric is.

4.1 Manipulation Tricks

<table>
<thead>
<tr>
<th>Trick</th>
<th>Explanation</th>
<th>Check</th>
<th>Data Needed</th>
<th>Issue</th>
</tr>
</thead>
<tbody>
<tr>
<td>Too many subdomains</td>
<td>Can redirect user to alternative site</td>
<td>regex search all <code>'</code> characters and take a count of resulting array</td>
<td>Amount of common URL domains; The URL domain</td>
<td>Possible</td>
</tr>
<tr>
<td>Typosquatting Popular Domains</td>
<td>Targets users who incorrectly type a web address into their browser</td>
<td>Similarity measure between host name and popular domains</td>
<td>Appropriate similarity measure (7.3); list of most popular domains</td>
<td>Known</td>
</tr>
<tr>
<td>Unusual top level domain</td>
<td>Top level domain is not one of the most commonly used ones</td>
<td>Match top level domain with a list of most popular domains</td>
<td>List of most popular top level domains</td>
<td>Possible</td>
</tr>
<tr>
<td>(Camouflage)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Digit replacement of letters</td>
<td>Masking the direction of the URL by replacing characters such as ’o’ with similar digits such as ’0’</td>
<td>Use regex to count the amount of digits in the hostname, and compare to the average or typical</td>
<td>Typical amount of numbers in a URL hostname</td>
<td>Possible</td>
</tr>
</tbody>
</table>

Table 4.1: Manipulation Tricks
<table>
<thead>
<tr>
<th>Trick</th>
<th>Explanation</th>
<th>Check</th>
<th>Data Needed</th>
<th>Issue</th>
</tr>
</thead>
<tbody>
<tr>
<td>Shortened URLs</td>
<td>URLs which have been shortened means users are unable to pick out key characteristics from a URL</td>
<td>Use the shortener services to follow or expand the URL and express this to user; express to the user and run analytics on expanded URL (if the shortened URL is safe)</td>
<td>Access to shortener APIs</td>
<td>Possible</td>
</tr>
<tr>
<td>UTF8 encoding substitution</td>
<td>Substituting identical looking characters from different alphabets such as English and Cyrillic</td>
<td>Use a language detector to check if the detected URL language matches with the user's local language</td>
<td>Language detector; Access to default local language of browser</td>
<td>Known</td>
</tr>
<tr>
<td>Use of I.P. address, hex or decimals</td>
<td>Use of non-standard information makes the URL harder to understand and can be used to confuse the user</td>
<td>Use specific regex for checking the hostname for each of these elements</td>
<td>IP address regex (7.3.1); Hex regex (7.3.1); Decimal Regex (7.3.1)</td>
<td>Known</td>
</tr>
<tr>
<td>Substituting normal characters</td>
<td>Characters such as 'w' can be replaced with 'vv'</td>
<td>Check the work similarity with any suggested search engine search replacement</td>
<td>API to do search engine search (7.5) and/or get replacement text</td>
<td>Known</td>
</tr>
<tr>
<td>Mislead</td>
<td>Expected company name is embedded somewhere in the URL but not destination</td>
<td>Search the URL for a list of the most popular company names</td>
<td>List of most popular company names</td>
<td>Known</td>
</tr>
</tbody>
</table>

Table 4.2: Manipulation Tricks
<table>
<thead>
<tr>
<th>Trick</th>
<th>Explanation</th>
<th>Check</th>
<th>Data Needed</th>
<th>Issue</th>
</tr>
</thead>
<tbody>
<tr>
<td>Embedded URL in query string</td>
<td>Open redirection is detected based on the existence of a URL in the query string</td>
<td>Use regex to match URL any possible the query string</td>
<td>Access to URL query string; URL match regex</td>
<td>Possible</td>
</tr>
<tr>
<td>Number of http/https</td>
<td>Some attackers add additional http to trick the user about the start of the URL</td>
<td>Search the URL using regex to get a count of each occurrence</td>
<td>Regexp match protocols across the URL</td>
<td>Possible</td>
</tr>
<tr>
<td>Suggestive word tokens</td>
<td>Some words only exist in phishing URLs such as &quot;confirm&quot;, &quot;banking&quot;, &quot;account&quot;, and &quot;signin&quot;</td>
<td>Search using regex for any words in a list of known suggestive word tokens</td>
<td>List of suggestive word tokens</td>
<td>Known</td>
</tr>
<tr>
<td>Suspicious characters in the URL</td>
<td>The existence of 'at' (@) means criminals use this to mislead users or characters such as hyphen (-)</td>
<td>Use of regex to check for any suspicious characters in the URL</td>
<td>list of suspicious characters and their occurrences [4]; regex to check whole URL</td>
<td>Known</td>
</tr>
<tr>
<td>Encryption</td>
<td>HTTPS connection is more secure. Incompetent feature but useful for safety</td>
<td>Check the protocol is https or http through string comparison</td>
<td>access to the URL protocol;</td>
<td>Known</td>
</tr>
<tr>
<td>Non-standard port</td>
<td>Whether the port belongs to a standard HTTP ports: 80, 8080, 21, 4143, 70 and 1080</td>
<td>Match the port type to a given port in the URL and check the protocol and the port match</td>
<td>list of common ports; access the URL port; access the URL protocol</td>
<td>Known</td>
</tr>
</tbody>
</table>

Table 4.3: Manipulation Tricks
<table>
<thead>
<tr>
<th>Trick</th>
<th>Explanation</th>
<th>Check</th>
<th>Data Needed</th>
<th>Issue</th>
</tr>
</thead>
<tbody>
<tr>
<td>Use of atypical delimiter character</td>
<td>' .' is the typical delimiter character, example is a 'home-depot.com' rather than 'homede-pot.com'</td>
<td>Search for delimiter characters other than ' .' using regex</td>
<td>list of delimiter characters; regex to search for these</td>
<td>Possible</td>
</tr>
<tr>
<td>Unusually long URL hostname</td>
<td>URL hostnames that are overly long can be used to mask the true destination of the URL</td>
<td>Count the amount of characters in the URL, and compare to the typical URL length</td>
<td>Typical length of a URL hostname[2]</td>
<td>Possible</td>
</tr>
<tr>
<td>Different Top Level Domain (TLD)</td>
<td>The URL has the same domain as a popular site but a different top level domain</td>
<td>Compare both the popular TLD with the URL</td>
<td>Popular domain list; hostname of popular domain; top level domain of each</td>
<td>Known</td>
</tr>
<tr>
<td>TLD out of position</td>
<td>The appearance of a popular TLD such as &quot;com&quot; in the subdomain deludes users into believing this is the end of the hostname.</td>
<td>Check if the URL subdomain includes any popular subdomains using regex</td>
<td>List of popular TLDs; regex to match TLDs in subdomain; access to the URL subdomain</td>
<td>Known</td>
</tr>
</tbody>
</table>

Table 4.4: Manipulation Tricks
Domain features focus on detecting phishing domain names, such as by checking the details of the domain’s registration status. In doing passive queries related to the domain name, we can detect indicators based on the known trends of malicious URLs. To handle each of these indicators, external data using APIs must be requested to reason what the status of a given URL is.

<table>
<thead>
<tr>
<th>Fact</th>
<th>Explanation</th>
<th>Check</th>
<th>Data Needed</th>
<th>Issue</th>
</tr>
</thead>
<tbody>
<tr>
<td>Domain/I.P. Blacklisted</td>
<td>If info is blacklisted it is unlikely to be safe</td>
<td>Store blacklist as part of local database: query blacklist database tables for URL presence</td>
<td>Stored blacklists; Chrome Database APIs</td>
<td>Known</td>
</tr>
<tr>
<td>Days of domain registration</td>
<td>Phishing sites tend to be newly created</td>
<td>Store WHOIS information as a database: query the database to get the creation data of the website</td>
<td>Current date; Threshold amount of days to check URL uptime; Database or API with WHOIS Info</td>
<td>Possible</td>
</tr>
<tr>
<td>Registrant name hidden</td>
<td>This can indicate the individual does not wish to be found and a crime is afoot</td>
<td>Query the WHOIS database for the registrant name: compare the registrant name to check if it has been hidden</td>
<td>Get an idea of what a hidden registrant looks like</td>
<td>Possible</td>
</tr>
<tr>
<td>Domain match</td>
<td>The domain exists in the WHOIS record or the domain is in the URL matches the domain in WHOIS</td>
<td>Check if the domain exists in the WHOIS database by querying it</td>
<td>WHOIS database API</td>
<td>Known</td>
</tr>
</tbody>
</table>

Table 5.1: Domain Facts
6 Page Features

Page features use information about pages which are calculated using reputation ranking services. These are some of the most useful indicators of a URL's safety if they show a site is popular, but can equally be an indicator of phishing where a site is shown to be unpopular. In this sense, they give information about how reliable a site is.

Each of these heuristics also requires the use of a number of external data sources to be able to accurately function as a heuristic.

<table>
<thead>
<tr>
<th>Fact</th>
<th>Explanation</th>
<th>Check</th>
<th>Data Needed</th>
<th>Issue</th>
</tr>
</thead>
<tbody>
<tr>
<td>Search Results</td>
<td>Phishing website have short life therefore, usually they are not in the result, besides, not frequent in the results</td>
<td>Use an api to get the first x(20) [reference needed to indicate amount] and check if the result is there</td>
<td>API to do a search from command line; A means to parse search results</td>
<td>Known</td>
</tr>
<tr>
<td>Number of redirections</td>
<td>Phishing sites tend to be newly created</td>
<td>Use an api to check the amount of redirects in a given URL</td>
<td>API to do this redirect search; Build understanding of what output will look like</td>
<td>Known</td>
</tr>
<tr>
<td>Location</td>
<td>The physical location of the registrant usually differs from the physical ones</td>
<td>Use a web service to look-up the location of the corresponding service to the website; Check this location with locations that are known to host a high amount of malicious contents</td>
<td>List of places that are known to host more malicious content; Look-up web service</td>
<td>Possible</td>
</tr>
</tbody>
</table>

Table 6.1: Page Facts
<table>
<thead>
<tr>
<th>Fact</th>
<th>Explanation</th>
<th>Check</th>
<th>Data Needed</th>
<th>Issue</th>
</tr>
</thead>
<tbody>
<tr>
<td>Global Popularity</td>
<td>The rank that Alexa assigns to domains</td>
<td>Get the global popularity of the site of using the Alexa Api; Check threshold to see if this is low</td>
<td>Alexa Global popularity api</td>
<td>Known</td>
</tr>
<tr>
<td>Page Rank</td>
<td>The relative importance of a page within other web pages</td>
<td>Use page rank api; Check if the page rank is high or above threshold</td>
<td>PageRank api</td>
<td>Possible</td>
</tr>
<tr>
<td>Social Reputation</td>
<td>The link popularity among social media users such as Twitter and Facebook</td>
<td>Use social reputation api; Check if social reputation is low</td>
<td>Social reputation api</td>
<td>Possible</td>
</tr>
</tbody>
</table>

Table 6.2: Page Facts
7 Data Sources

There are two specific goals when it comes to requesting data from various sources. The first is security and privacy: each API transmission of a plain text URL, could expose their pattern of website behaviour to potential malicious actors. Therefore one goal in collating of requisite data, is to limit this by focusing on data which can be collected and stored internally within the tool. The second goal is efficiency: if the time taken to consider each URL is too great then the response time of the tool might be too slow for the user. This can be handled in multiple ways such as asynchronous URL prepossessing. However, requesting, where possible, data such as blacklists in bulk and storing them locally in a tool accessible database, is a means to handle this from a data perspective. The advantage of this is to prevent outside awareness of user requests. This also allows the developers to store visited user URLs more securely i.e. hashed and salted.

Alongside this, using multiple sources of data is also key to prevent an over-reliance on any one particular data source and a corruption of the tool’s accuracy. This could lead to information being skewed, in turn compromising user safety.

7.1 Blacklists

Google Transparency Report:
https://transparencyreport.google.com/safe-browsing/search?hl=en
Database – DLL: https://developers.google.com/safe-browsing/v4/

PhishTank:
https://www.phishtank.com/

hpHosts:
https://hosts-file.net/
Database – DLL: https://hosts-file.net/?s=Download

7.2 Reputation Ranking

Alexa:

The Moz Top 500:
https://moz.com/top500

7.3 URL Information

Levenshtein Distance:
https://en.wikipedia.org/wiki/Levenshtein_distance
7.3.1 REQUIRED REGEX

**Hex regex:**
https://stackoverflow.com/questions/9221362/regular-expression-for-a-hexadecimal-number

**Decimal regex:**

**I.P address regex:**
https://www.regular-expressions.info/ip.html

7.4 DOMAIN INFORMATION

7.4.1 Top-level domains

**W3Techs:**
https://w3techs.com/technologies/overview/top-level-domain/all

**Lifewire:**
https://www.lifewire.com/most-common-tlds-internet-domain-extensions-817511

7.4.2 WHOIS Database

**WHOIS Database API:**
https://www.whoisxmlapi.com/

7.5 PAGE INFORMATION

**Search Engine Spell-check:**

**Google search command line:**
https://www.npmjs.com/package/node-googler

**URL Redirect Checker:**
https://httpstatus.io/help

**Check Host Net:**
https://check-host.net/ip-info?host=www.google.com
7.5.1 Certificate Validation

Certificate Info:
https://chrome.google.com/webstore/detail/certificate-info/jhldepncoippkigjkmabfjgiddmjdma
The API behind this extension is possible to use. It only uses basic certificate validation however.
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Appendix E

System Usability Scale Survey
Feedback Survey

1. I think that the target audience would like to use this system
   □ 1 □ 2 □ 3 □ 4 □ 5

2. I found the system unnecessarily complex
   □ 1 □ 2 □ 3 □ 4 □ 5

3. I thought the system was easy to use
   □ 1 □ 2 □ 3 □ 4 □ 5

4. I think that I would need the support of a technical person to be able to use this system
   □ 1 □ 2 □ 3 □ 4 □ 5

5. I found the various functions in this system were well integrated
   □ 1 □ 2 □ 3 □ 4 □ 5

6. I thought there was too much inconsistency in this system
   □ 1 □ 2 □ 3 □ 4 □ 5

7. I would imagine that most people would learn to use this system very quickly
   □ 1 □ 2 □ 3 □ 4 □ 5

8. I found the system very cumbersome to use
   □ 1 □ 2 □ 3 □ 4 □ 5

9. I felt very confident using the system
   □ 1 □ 2 □ 3 □ 4 □ 5

10. I needed to learn a lot of things before I could get going with this system
    □ 1 □ 2 □ 3 □ 4 □ 5

What is your gender?

□ Male
□ Female
□ Prefer not to answer
□ Other ..........................................................

What year are you?

□ UG1
□ UG2
□ UG3
□ UG4 / MInf
□ MSc
□ Other ..........................................................
Appendix F

Think Aloud Materials
‘Phishing Detection and Learning Tool’ Consent Form

This project aims to gather information about the usability of a developed Phishing Learning and Detection tool through user evaluation.

Today we will be doing a think aloud study to understand your thoughts on the usability of the given tool. During this study, I will be asking you to interact with both the tool and an example webpage, and talk about how you interact with them. At the end of the think alouds, there will be an opportunity to discuss your general thoughts and opinions about the tool based on your experiences with it.

We will be audio recording during the study. If you feel uncomfortable about this at any time, you may stop the recording or tell us that the next bit should not be quoted. There will not be any compensation for participation in this study beyond the knowledge that you will have advanced science.

This study will be used to gather usability information about the tool, this information will be later used in as part of my dissertation. The audio and transcripts will be kept for a maximum of one year and then destroyed. Anonymized quotes or short audio clips may be retained longer for use by future students on this project.

The project is supervised by Dr Kami Vaniea (kvaniea@inf.ed.ac.uk) and conducted by myself, Stephen Waddell (s1346249@sms.ed.ac.uk).

[ ] I understand that I am participating in a study as part of the “Evaluate the usability of a security or privacy tool” project.

[ ] I am willing for the audio to be digitally recorded and transcribed as part of this research project.

[ ] The researcher may use audio/literal quotes from the study in future works provided that the quotes are anonymised and cannot be connected back to me.

Participant: ______________________________ Date: ____________
Researcher: __Stephen Waddell__________________ Date: ____________
Hello my name is Stephen. Today you will be interacting with a phishing learning and detection tool that I have developed as a chrome browser extension, working on an example webpage. Thank you very much for signing the consent form. Try your best to complete all the tasks, but your participation today is purely voluntary, you may stop at any time. The purpose of this tool is to detect malicious phishing and protect and inform users of this. Please remember we are testing this tool’s capabilities, not your own ability.

In this observation, we are interested in what you talk about as you perform the tasks we are asking you to do. In order to do this, I am going to ask you to talk aloud as you work on the tasks. What I mean by “talk aloud” is that I want you to tell me everything you are thinking from the first time you see the statement of the task till you finish the task. I would like you to talk aloud constantly from the time I give you the task till you have completed it. I do not want you to try and plan out what you say or try to explain to me what you are saying. Just act as if you were alone, speaking to yourself. It is most important that you keep talking. If you are silent for a long period of time, I will ask you to talk. Do you understand what I want you to do?

*Wait for a response*

Good. Now we will begin with some practice problems. First, I will demonstrate by talking aloud while I solve a simple problem: “How many windows are there in my house?”

[Demonstrate thinking aloud]

*Wait for response*

Now it is your turn. Please talk aloud as you multiply 120 * 8.

[Let them finish]

Good. Now, those problems were solved all in our heads. However, when you are working on the computer you will also be looking for things and seeing things that catch your attention. These things that you are searching for and things that you see are as important for our observation as thoughts you are thinking from memory. So please verbalize these too. As you are doing the tasks, I won’t be able to answer any questions. But if you do have questions, go ahead and ask them anyway so I can learn more about what kinds of questions the tool brings up that it hasn’t explained. I will answer any questions after the session. Also, if you forget to talk aloud, I’ll say, “please keep talking.” Do you have any questions about the talk aloud?

[See if they ask a question]

Now I have some tasks printed out for you. I am going to go over them with you and see if you have any questions before we start.

[Hand them the tasks.]

Here are the tasks you will be working on. Please read them aloud so you can get comfortable with speaking your thoughts. Do you have any questions about the tasks?

[See if they ask a question]

You may begin.
Tasks

Task 1: Find a malicious url on the page, and proceed to the page after viewing the details of the url

Task 2: Find the settings page and turn the annotate link feature off

Task 3: Use the tool help menu to read more about the tool’s web redirection features

Task 4: Analyse the details of a url on the webpage

Task 5: Add a url to your whitelist

Task 6: Analyse any url on the page and report it

Task 7: Use the tool to report an issue with the webpage
Thank you for completing the Think Aloud’s. I now have some general questions about your thoughts on the ease of use of the tool.

**Questions**

How easy did you find the tool to use?

- Not at all easy
- Not very easy
- Somewhat easy
- Fairly easy
- Extremely easy

Where there any features of the tool that you thought were particularly easy to use?

Where there any features of the tool that you thought were particularly difficult to use?

Is there anything about the tool that you think could be improved?

How likely would you be to use the tool in the future?

- Not at all likely
- Not very likely
- Somewhat likely
- Fairly Likely
- Extremely Likely

For what reason, did you select *insert user’s answer*?

Thank you very much for your participation. It is very much appreciated. Please feel free to take a cookie.
Appendix G

Think Aloud Data Feature Codes
<table>
<thead>
<tr>
<th>Open Codes</th>
<th>Themes</th>
</tr>
</thead>
<tbody>
<tr>
<td>More user confirmation; would like bigger badges to see better; make size of urls bigger and more clear; whitelist tooltip should be changed to feature name; prefer less tutorial content details; useful to get count of malicious urls on page;</td>
<td>Suggested Improvements</td>
</tr>
<tr>
<td>Report issue is complex; not able to report url as expected on alert url; reported url on page rather than issue; unsure how to report whole site; not able to report url as expected on alert url; confused about difference between report a url and an issue;</td>
<td>Report issues</td>
</tr>
<tr>
<td>Thinks whitelist tooltip might be confusing for others; confused by whitelist location; thought the whitelist icon was confusing; doesn’t know what a whitelist is; whitelist feature is clear; not able to find whitelist feature easily;</td>
<td>Whitelist comments</td>
</tr>
<tr>
<td>Right-click inspection is not a clear feature; confused by help icon; confused about main popup site purpose; difficult finding a malicious link on the page;</td>
<td>Difficulties with tool</td>
</tr>
<tr>
<td>Url analysis is clear; clear warning page; likes ability to undo action; likes tutorial more info link; likes link annotation; likes design of popup; likes ability to only see details for anchor tag elements; likes web redirection feature; likes reporting feature; likes the demo site; likes help icon; whitelist feature is useful;</td>
<td>Features people like</td>
</tr>
<tr>
<td>Understand popup explanation; understands the badge system; understands top bar url relativity;</td>
<td>Well understood features</td>
</tr>
<tr>
<td>Easy to navigate tutorial; easy to find settings; easy to navigate through tool; easy to find features; happy with report feature location;</td>
<td>Navigating ease of use</td>
</tr>
<tr>
<td>Satisfied with report issue layout; likes location of report and whitelist; too much content in help;</td>
<td>Tool layout</td>
</tr>
<tr>
<td>Impressed by quality; very user friendly; fast to use after learning how to; right-click on url very easy when found;</td>
<td>User impressions</td>
</tr>
<tr>
<td>Thinks tool audience is low technical</td>
<td>Confusion of target audience</td>
</tr>
<tr>
<td>Right-click on url; clicks on all the urls; goes to page to view main popup rather than right-click; does not check further details; does check further details; trys to click on badge for details;</td>
<td>How people are using tool</td>
</tr>
</tbody>
</table>
Appendix H

Think Aloud Qualitative Data
## Think Aloud Participant Information/Statistics

<table>
<thead>
<tr>
<th>Participant</th>
<th>Date</th>
<th>Easy to Use</th>
<th>Likely to Use</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>(1-5)</td>
<td>(1-5)</td>
</tr>
<tr>
<td>1</td>
<td>08/03/2019</td>
<td>4</td>
<td>5</td>
</tr>
<tr>
<td>2</td>
<td>08/03/2019</td>
<td>5</td>
<td>3</td>
</tr>
<tr>
<td>3</td>
<td>08/03/2019</td>
<td>5</td>
<td>5</td>
</tr>
<tr>
<td>4</td>
<td>08/03/2019</td>
<td>4</td>
<td>3</td>
</tr>
<tr>
<td>5</td>
<td>08/03/2019</td>
<td>5</td>
<td>5</td>
</tr>
<tr>
<td>6</td>
<td>08/03/2019</td>
<td>5</td>
<td>5</td>
</tr>
<tr>
<td>7</td>
<td>08/03/2019</td>
<td>4</td>
<td>3</td>
</tr>
<tr>
<td>8</td>
<td>08/03/2019</td>
<td>3</td>
<td>4</td>
</tr>
</tbody>
</table>