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Abstract

Spike sorting is the process of detecting distinct events from raw voltage recordings of neural cells, analysing the properties of such events and finally attributing each event to a particular cell of its origin. In the last 10 years, the underlying voltage-recording technology has undergone a rapid evolution with the resolution of the devices growing exponentially. The high resolution capabilities of this technology have attracted considerable amount of attention from the neurobiological community. However, until very recently the research in this area was lacking so-called “ground-truth” data, a set of recordings which would reliably describe the activity of the recorded neuron (or a network of neurons) and hence could be used to validate the performance of both the recording devices and the subsequent spike detection algorithms.

In the Part 1 of this MInf project a ground-truth dataset published by the KampffLab research group [Neto et al., 2016] has been used to validate the first step of the spike sorting pipeline: detection. Two particular spike detection algorithms designed by Muthmann et al. [2015] have been examined, extended and validated, with up to 89% of the events being detected successfully. Inspecting the cases where detection failed, a surprising discrepancy in the KampffLab data has been observed, where some events are present in the ground-truth data but not in the raw signal. A detailed analysis of the shape of such events has been performed, but did not suggest any abnormality in comparison to events present in both the ground-truth data and the raw signal. The next stages of the spike sorting pipeline together with potential limitations of the underlying technology are discussed.
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Chapter 1

Introduction

The brain, the most intricate organ in the human organism, operates by sending weak electrical signals among its circuitry composed of billions of small cells called neurons. To understand the core principles of the brain’s operation, it is necessary to identify, detect and decode this electrophysiological data from as many neuron cells as possible. In recent years the techniques for recording neural electrophysiological activity have undergone a rapid evolution, with the resolution of the recording devices increasing almost exponentially [Stevenson and Kording, 2011]. These recordings can be carried out both inside a living organism (in-vivo) and using extracted tissue preparations isolated “in a dish” (in-vitro), each of which show distinctly different patterns of electrophysiological activity (discussed in detail in Section 2.2). When designing algorithms for analysis of such data, it is then of great importance that they are capable of analysing both in-vivo and in-vitro data originating from various types of neural tissues, making the detection a non-trivial pattern matching task in the domain of signal processing.

Exact “ground-truth” data, which reliably describes the activity of a neuron (or a network of neurons) is then needed to validate the performance of both these algorithms and the underlying recording device. However, until very recently such data was only available for older low-resolution techniques [e.g Wehr et al. 1999], forcing the research community to employ various work-around validation measures (discussed in Section 2.3). Then, in August 2016, UCL based KampffLab research group published a series of datasets where high-resolution recordings are paired with “ground-truth” recordings obtained using the older low-resolution well-validated techniques [Neto et al., 2016].

In light of this recent development, the objectives of this project are two-fold:

• First, to research algorithms designed by Muthmann et al. [2015] for detecting neural activity in large scale in-vitro recordings and adapt them to KampffLab in-vivo data, hence testing the robustness of the algorithms.

• Second, to then use the paired KampffLab ground-truth data to validate the performance of the algorithms.
The following are, in brief, the contributions I have made towards this project:

- Created tools to reformat KampffLab datasets to industry standards, increasing memory efficiency of subsequent data reads.
- Modified existing detection algorithms on a theoretical level and then implemented the changes in the existing \textit{C++11} code.
- Validated the modified algorithms against the KampffLab datasets varying the detection threshold sensitivity.
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Background

2.1 Evolution of Electrophysiology

The 1980s saw a breakthrough in neuronal electrophysiology when Sakmann and Neher introduced the Nobel-prize winning patch clamping technique, which could measure a few ion channels inside a single isolated neuron in-vitro. The next decade was marked by the development of the tetrode recording technique [Recce and O’Keefe, 1989] where four electrodes approximately 30µm in diameter are used to record the voltage extracellularly in the space between the neurons (i.e. synapse) both in-vitro and in-vivo. This technique has been used and validated extensively by a plethora of research e.g. [Gray et al., 1995, Wehr et al., 1999, Harris et al., 2000, Henze et al., 2000] and has been set as the standard in the field of electrophysiology, the only drawback being its limited area of recording; usually only a few neurons in the close proximity of the tetrode.

Following the advances in chip fabrication, the latest step of this rapid hardware evolution is the micro-electrode array (MEA) technology, where electrical activity of hundreds of neurons is recorded simultaneously by a CMOS chip [Berdondini et al., 2005, Eversmann et al., 2003]. However, the ever-increasing resolution of MEAs (currently 4K electrodes per chip) comes at a cost, where the resulting bandwidth skyrockets up to orders of GigaBytes per minute, posing numerous hardware and software challenges [Marblestone et al., 2013]. As shown in Figure 2.1B, the setup which recorded data used in this project overcomes the former, by utilising the active pixel sensor (APS) CMOS technology commonly found in high-end digital photography, which guarantees full frame rate of 7 kHz on a chip with 4096 electrodes at spatial resolution of as little as 42µm, and intrinsic noise level ∼11µVrms [Imfeld et al., 2008]. Since then, the sampling rate in state-of-the-art MEAs has increased almost three-fold to 18 kHz for 4K full frame recording, and architectures with order of magnitude higher resolutions have been proposed [Ruther and Paul, 2015]. It should be mentioned that these rapid advancements cannot continue indefinitely, if only for constraints imposed by mere physics [Marblestone et al., 2013].
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Figure 2.1: MEA is embedded on a circuit board (A) covered with a glass ring, under which neural tissues are grown and their activity recorded (B). The raw signal is sampled from every electrode at 7 kHz (C) and can be then analysed in great detail (D). Credit for A,B: 3Brain Inc.

2.2 Data Used in this Project

Sampled at 12bit resolution, every electrode on the chip produces a continuous stream of data (a channel) which exhibits well-defined patterns and correlates spatially with the nearby channels (Figure 2.1C). Since the dawn of electrophysiology in the late 19th century, it has been observed that neurons transmit their electrical signals in short concentrated impulses, rather than in continuous fashion [Bernstein, 1868]. Figure 2.1D examines voltage of three such events (referred to as “spikes”) graphed as a function of time, distinctly showing the burst of the electric activity, followed by a brief repolarisation period of low voltage levels. Hromádka et al. observe that despite the near-cellular resolution of MEA chips, each electrode might record spikes from a few nearby cells, resulting in up to 1000 times smaller rate of relevant events compared to raw data. The biggest software challenge is then not only to efficiently identify these meaningful events in the vast amount of organic and hence noisy data, but to identify them in real time.

Addressing this challenge, the setup used in this project adapted algorithms based on threshold detection with dynamic noise estimation proposed by Muthmann et al. [2015] which are described in great detail in Chapter 3. The fact that events from one cell are likely recorded by multiple channels can be exploited to increase accuracy of
spike detection by interpolating data from multiple neighbouring electrodes and hence localising the spikes spatially in higher-than-chip resolution. This technique has been widely used previously, especially with tetrode recordings and has yielded considerable accuracy improvements [Gray et al., 1995, Harris et al., 2000]; Harris et al., 2000.

Contrary to the tetrode technique, neither the MEA devices nor the subsequent analysis procedures have so far been validated against a so-called “ground-truth” dataset; a set of data which would contain the exact account of all spikes occurring near the MEA. The lack of this basic correctness measure has forced the research community to employ variety of alternative benchmarks, trying to approximate real-life conditions. The most popular of these approaches are discussed in section 2.3 of this report.

However, in the summer of 2016, a UCL based research group KampffLab published a series of datasets, where they pair recordings from a small 128-channel MEA chip with tetrode recordings of a nearby neuron [Neto et al., 2016]. Using high-accuracy mechanical manipulators, they were able to attach the tetrode to the cell membrane of a particular neuron (referred to as “juxtacellular” recording) in close proximity (< 200 µm) of the MEA chip, all performed in an intact brain of a living mice specimen (Figure 2.2). This novel setup creates a unique opportunity to validate algorithms developed for MEAs against the ground-truth tetrode recordings, and to evaluate their performance on in-vivo data. Upon visual inspection, the juxtacellular recording from the KampffLab datasets, sampled at 30 kHz with 16-bit resolution in a frequency band of 300-8000 Hz (Figure 2.2C) exhibits similar levels of noise to the in-vitro 3Brain recordings, sampled at 7 kHz with 12-bit resolution and in a frequency band of 0.1-5000 Hz (Figure 2.1C). On the contrary, KampffLab’s extracellular MEA recording, although sampled in a similar frequency band of 0.1-7500 Hz, exhibits high levels of low-frequency noise. These voltage variations commonly found in-vivo are reported to be “pure noise, and carry no information at all” [London et al., 2010].

Figure 2.2: KampffLab setup (B) illustrating the dark grey MEA chip in close proximity of the tetrode pipette, and the raw data recorded by a single channel on the MEA (A) and by the tetrode (C). Credit for B: Neto et al. [2016]
2.3 Alternatives to ground-truth data validation

The following is an assorted list of alternative approaches to validation of spike-detection algorithms in the absence of ground-truth data.

- Biffi et al. [2010] use triangle waveform function together with white Gaussian noise to generate spikes with real-life properties, which occur in regular intervals, and validate their algorithm against this data.

- Smith and Mtetwa [2007] simulate neural activity of the whole network using elaborate functions they have derived from *in-vitro* observations. They are able to generate both well defined spikes as well as interference from more distant neurons.

- Similarly, authors of the SpikeDetekt algorithm extract generalised spike shapes from raw data, randomly scale their amplitudes and add them back in regular intervals into the original data to produce what they call 'Hybrid dataset' [Rossant et al., 2016].

- Authors of algorithms used in this project use a distorted sine function to generate artificial spikes, scaling and offsetting them in a way which simulates various spatial placement of corresponding neurons. They then insert these waves into a recording from an empty chip and perform both spike detection and subsequent spike localisation [Muthmann et al., 2015].

- Maccione et al. [2009] use the Neuron software to implement a simplified network of 60 randomly connected neurons, where each neuron is faithfully modelled in terms of its biological parts. The network is split into three sub-populations each simulating different distance from the electrode (local, near and far). Einevoll et al. [2012] take this approach one step further and inject intracellular recordings into the soma of each simulated neuron in the simulated network. This way they are able to avoid the complex parameter tuning required to simulate real-life activity, while maintaining the ability to simulate various neural morphologies.

- Lastly, in the same publication, Maccione et al. suggest “visual inspection of raw data by experienced researchers” as a legitimate alternative to automatic validation.

Access to ground-truth data would have not only eased the development of aforementioned algorithms, but would have provided an invaluable unbiased benchmark to ensure the algorithms are calibrated for highest precision possible.
Maccione et al. [2009] propose three desirable properties of a good spike detection algorithm, namely:

1. **Robustness.** The algorithm should accept raw data recorded both in-vitro and in-vivo from various types of neural tissues, each of which produce data with different noise levels, spike shapes and spike frequencies.

2. **Reliability.** The two main hypotheses for how brain encodes information - either in the rate of spikes or in their timing - both require that the detection algorithm achieves both high precision and recall.

3. **Efficiency.** Due to the combination of high recording rate and high-definition of modern MEAs, the algorithm has to process large quantities of data, ideally on the fly, using only a modest desktop hardware.

Muthmann et al. [2015] have designed two such algorithms, both of which were then parallelised and re-implemented in modern C++11 by Encinas [2016] as his Master Thesis for Cognitive Sciences here at The University of Edinburgh. Given these implementations, I have further adopted and extended the algorithms so that they may be applied to and validated against the KampffLab ground-truth dataset.

### 3.1 Online detection algorithm

The online algorithm traverses the data channel-by-channel computing a dynamic voltage baseline value for each channel. If at any time step the raw signal value crosses a threshold derived from this baseline the algorithm records a spike. Since the algorithm only operates with data from the current time frame and baselines computed from previous frames, it can be run simultaneously with an ongoing recording (an online algorithm).

To compensate for correlations of the median voltage of the signal across all channels, we subtract it from the raw signal of every channel. Then, after every time step $t$, for every channel of the MEA, we define the online estimate of the baseline $b$ for time step $t$.
$t + 1$ as follows, where $s_t$ is the voltage of the signal and $v_t$ the variability estimate on that channel at that time step.

$$b_{t+1} = \begin{cases} 
    b_t + \frac{1}{3}v_t & s_t > b_t + v_t \\
    b_t - \frac{1}{2}v_t & s_t < b_t - v_t \\
    b_t & \text{otherwise} 
\end{cases} \quad (3.1)$$

The variability estimate is itself updated incrementally by a constant value $f_v$ at every time step. Notice that $v_t$ gets decreased if the signal was in the interval $[b_t - 6v_t, \infty)$ which compensates for detected spikes.

$$v_{t+1} = \begin{cases} 
    v_t + f_v & s_t \in [b_t - v_t, b_t - 5v_t) \\
    v_t - f_v & s_t \in [b_t - v_t, b_t) \cup [b_t - 6v_t, \infty) \\
    v_t & \text{otherwise} 
\end{cases} \quad (3.2)$$

The threshold for spike detection at time step $t$ is then set to $b_t - \theta v_t$ where $\theta$ is a parameter of the algorithm [Table 3.1]. If the signal crosses the threshold, three criteria are evaluated to ensure that the event detected exhibits the characteristic spike shape and that the current time step is the peak of the spike:

1. For the next $\tau_{event}$ steps there was no larger minimum than current value.
   $$\forall t', t' \in (t, t + \tau_{event}) : s_{t'} \geq s_t$$

2. The spike repolarises in the next $\tau_{event}$ steps.
   $$\exists t', t' \in (t, t + \tau_{event}) : s_{t'} > b_t + \theta b$$

3. The event is wider than $\tau_{ev} - 1$ frames.
   $$\sum_{t' = t}^{t + \tau_{ev}} s_{t'} - b_{t'} > \theta_{ev}$$

The stages of the algorithm are illustrated in Figure 3.1, highlighting two sample cases where the signal crossed the threshold and criteria 2. (repolarisation) or 3. (width) were violated and hence the algorithm didn’t detect these false positives.

![Figure 3.1: First, the online algorithm computes the voltage baseline, then derives the detection threshold and detects any events which cross it. Lastly it discards events which do not exhibit well defined spike shape. Credit: Muthmann et al. [2015]](image-url)
3.2 Spatial interpolation algorithm

Due to the near-cellular resolution of the MEA technology, one spike event can get recorded by multiple neighbouring channels. What is more, due to MEA’s very high sampling rate the detections may be offset by a few frames, introducing many false positives into the raw data. To counter this phenomenon Muthmann et al. introduced an algorithm which for every time step interpolates the values of the signal from multiple neighbouring channels, taking a weighted average of the group. This average value is then set as the true signal strength of the channel and a spike detection similar to the online algorithm is performed. The variability estimate (Eq. 3.2) is weighted in the same manner and for every group of channels used for interpolation, the signal with lowest amplitude gets discarded. To account both for signals originating from between the electrodes and for the ones close to an electrode, two different weightings are computed (Figure 3.2).

Five-channel interpolation. For signals originating close to the electrode, the algorithm averages over the three largest of the four direct neighbour channels. Since the signal originated close to the central channel, it’s weight, parametrised by \( w_{cs} \), shall be set higher than that of neighbouring channels. Formally, for channel \( ch \) the new signal value \( s'_{ch} \) can be defined in terms of the original signal value \( s_{ch} \) and the set of signal values of four neighbouring channels \( S_N \).

\[
s'_{ch} = \frac{w_{cs}}{3 + w_{cs}} s_{ch} + \frac{1}{3 + w_{cs}} \left( \left( \sum_{s \in S_N} s \right) - \min(S_N) \right)
\]  

(3.3)
Four-channel interpolation. For signal which originates from between the grid of electrodes, the average signal value of the four closest electrodes is taken to compute the new signal value. However instead of assigning the final result to one of them, the value is saved to a virtual grid centred in between the real electrodes (Figure 3.2). For channel $ch$ we therefore write:

$$s'_{ch} = \frac{1}{3} \left( \sum_{s \in S_N} s_{ch} \right) - \min(S_N)$$

(3.4)

where $S_N$ is the set of signals from the bottom, right and bottom-right neighbouring channels.

After the interpolation step is performed for both the signal values and the variability estimate, the baselines are computed using the online algorithm procedure (Equation 3.1). To account for potential time shift between neighbouring channels when recording with high sampling rates, the minimum signal value over two consecutive time frames is taken. This value is then compared to the dynamic threshold and a potential event is screened using criteria of the online algorithm.

Lastly, since multiple channels are now considered in context of each other, the algorithm could potentially detect the same event again on the neighbouring channels. Hence, for every interval $\tau_{\text{coinc}}$ only the lowest local minimum is recorded from among the four virtual and four real neighbouring channels.

### 3.3 Modifying the algorithms

Despite the theoretical robustness of both algorithms, a considerable amount of work had to be invested into adapting them for usage on KampffLab data. This incompatibility mainly stemmed from a series of assumptions the researches made based on the hardware design of their MEA. The parameters of the algorithms have been tuned to produce reasonable results (Table 3.1), however no automatised parameter optimisation (i.e. grid search) has been conducted.

When interpolating over the neighbouring channels, the original algorithm skips the literal edge cases (that is: the first and last row, and the first and last column) so that it is always guaranteed to have signals from all four (or three) neighbouring channels. This simplifying assumption is justified by the 64x64 resolution of the 3Brain MEA, where only a small fraction of the data gets discarded. KampffLab however, uses a rectangular MEA with 32x4 electrodes where the edges account for $\sim 53\%$ of all data, making the discard infeasible. I have therefore modified the interpolation algorithm, exploiting the fact that replacing an element in $S_N$ by a signal value 0 has no effect on the final signal value in either interpolation For the sum term, adding 0 makes no change. For the minimum term the zero element will always be the smallest, due to data being in unsigned integer domain and hence will be discarded.
4-channel interpolation. Assuming indexing from zero we can then define two predicates representing rightmost column \( R \) and bottom row \( B \) as:

\[
R \leftrightarrow (ch + 1 \equiv 0 \mod r)
\]

\[
B \leftrightarrow (ch > r(c - 1))
\]

where \( ch \) is the channel index, \( r \) the number of rows and \( c \) the number of columns. Then we construct the set \( S_N \) as:

\[
S_N = \begin{cases} 
\{0, s_{ch}\} & R \land B \\
\{0, s_{ch}, s_{ch}+r\} & R \land \neg B \\
\{0, s_{ch}, s_{ch}+1\} & \neg R \land B \\
\{s_{ch}, s_{ch}+1, s_{ch}+r, s_{ch}+r+1\} & \neg R \land \neg B 
\end{cases}
\]

Lastly, the weights are updated by the current number of neighbouring channels, instead of the constant 3 present in Equations 3.3 and 3.4. Similarly, for the edge cases of five-channel interpolation the one neighbouring channel out of bounds is replaced by zero, effectively forcing the algorithm to discard this particular channel. The behaviour of five-channel interpolation in the corners is identical to the original algorithm and the data is discarded.

No spatial adjustments were needed for the online algorithm, since it performs detection per individual channels. However, due to the hardware limitations of the original MEA, the amplifier on the chip occasionally saturated the signal recording and recorded a few frames with maximal signal values permissible (so called “outliers”). The original implementation contained functions to identify and handle these outliers. Since raw data from KampffLab is not scaled to \( \mu \)Volts in order to speed up computation (integer instead of float arithmetics), many of the well defined spikes were mistakenly identified as outliers and hence discarded. After identifying this issue, the corresponding code has been removed, as the raw KampffLab data has no such artefacts.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Default Value</th>
<th>Adapted Value</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>( \theta )</td>
<td>6v</td>
<td>20v</td>
<td>Detection threshold</td>
</tr>
<tr>
<td>( f_s )</td>
<td>7022 Hz</td>
<td>30 kHz</td>
<td>Sampling rate</td>
</tr>
<tr>
<td>( f_v )</td>
<td>( 1/32 f_s ) ( \mu )V</td>
<td></td>
<td>Variability update rate</td>
</tr>
<tr>
<td>( \theta_{ev} )</td>
<td>(-10.5v)</td>
<td></td>
<td>Minimum depolarisation area</td>
</tr>
<tr>
<td>( \tau_{ev} )</td>
<td>0.4 ms</td>
<td>0.3 ms</td>
<td>Minimum depolarisation width</td>
</tr>
<tr>
<td>( \tau_{event} )</td>
<td>1 ms</td>
<td>3.3 ms</td>
<td>Maximum depolarisation width</td>
</tr>
<tr>
<td>( \theta_b )</td>
<td>0</td>
<td>0</td>
<td>Repolarisation threshold</td>
</tr>
</tbody>
</table>

Table 3.1: Parameters of the online algorithm and their values used for ground-truth analysis (Adapted) and in the original research (Default).
3.4 KampffLab Data Preprocessing

The KampffLab have made their paired recordings publicly available in rather cumbersome format. The indexing of the raw data is counter-intuitive and the mapping which sorts the indices is only included as a compiled pdf file. Similarly, the metadata are distributed as a .docx file, requiring manual handling when using various datasets. Using the Python programming language, I have scripted a program which:

- Reads raw data in chunks, size of which is specified by the user. Since even short MEA recordings produce order of GigaBytes of data, this feature makes the manipulation of the dataset feasible even on a desktop machine.
- Sorts indices of the main data array, so that the data may be represented as a matrix with 32 rows and 4 columns, where proximity between elements corresponds to the real-word proximity (crucial for spatial interpolation).
- Parses the docx file, extracting vital metadata information (e.g. dimensions of the MEA, sampling rate, type encoding of the raw data).
- Performs a few simple assertions about consistency of data and raises warnings if these are violated.
- Bundles data and metadata into one file using NASA’s standard format for large datasets HDF5. This follows the established convention in the field of neurobiology [Dougherty et al., 2009, Stevenson and Kording, 2011, Stoewer et al., 2014] and is also used by Muthmann et al. in their work. The main advantages of this data format are its interoperability among programming languages, its ability to provide automatic access to metadata of any type (similar to python dictionaries) and optimised disk seeks, making data access faster and less memory heavy.
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Results

The validation of spike detection algorithms was performed on two distinct recordings from the KampffLab dataset series. These were deliberately chosen for their different characteristics, dataset A having little noise and extremely well defined spikes on the ground truth data recording (Figure 4.1), while dataset B exhibited high noise pollution and significantly smaller average amplitudes on both the tetrode and the MEA recordings (Table 4.1). Both recordings were obtained from a similar configuration, where the tetrode was positioned $\sim 78 \mu m$ from the closest MEA electrode.

<table>
<thead>
<tr>
<th></th>
<th>A</th>
<th>B</th>
</tr>
</thead>
<tbody>
<tr>
<td>Length of recording</td>
<td>829.9s</td>
<td>772.2s</td>
</tr>
<tr>
<td>MEA-Tetrode distance</td>
<td>77.4$\mu$m</td>
<td>78$\mu$m</td>
</tr>
<tr>
<td>Average peak-peak amplitude on the MEA channel closest to the tetrode</td>
<td>24$\mu$V</td>
<td>7$\mu$V</td>
</tr>
<tr>
<td>Number of distinct spikes detected by tetrode</td>
<td>3336</td>
<td>453</td>
</tr>
</tbody>
</table>

Table 4.1: Properties of KampffLab recordings used for evaluation.

In order to validate a MEA algorithm, we need to show that it can detect the vast majority of the ground-truth events. Recall, defined as the ratio of true positives to all positives, was chosen as an appropriate measure as it captures precisely the relationship between ground-truth events (positives) and corresponding spikes detected on the MEA (true positives). To calculate recall, for every ground-truth spike, we examine the corresponding time interval on the MEA: if a spike has occurred in $t$ milliseconds before or after the ground-truth spike, we record it as a true positive. The threshold parameter was set as the independent variable and recall was evaluated for varying threshold values. It is worth noting that although it is customary to evaluate both recall and precision (defined as the ratio between true positives and false positives), the precision measure does not apply particularly well to our context. The purpose of MEA is to detect high numbers of neurons, possibly multiple on a single channel, all of which would have to be (incorrectly) recorded as false positives when evaluating precision.
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Figure 4.1: Thirty second long samples of tetrode recordings from datasets A and B. Peaks of spikes, as detected by the online algorithm, are shown in red.

4.1 Online Algorithm

For dataset A, where the spikes are defined very clearly, the recall changes only marginally even if the threshold is set to more permissive values. When using the MEA channel closest to the tetrode only, the recall is sub-par, detecting less than 65% of the ground-truth events. After including all the adjacent channels in the calculation of true positives (i.e. if a spike has occurred on the channel or any of the surrounding channels in $t$ milliseconds before or after the ground-truth spike...) recall increased significantly for every threshold value, maintaining the slightly increasing profile (Figure 4.2).

For dataset B, the high noise ratio and smaller spike amplitudes change the recall profile dramatically. The online algorithm fails to detect the majority of ground-truth events even for modest threshold values. However after the threshold is set to very permissive values ($< 10$), up to 79.4% of the ground truth events are detected. For dataset B, only the variant with surrounding channels was used.

Figure 4.2: Recall evaluated for decreasing values of the threshold parameter (low threshold value ↔ more permissive algorithm). All measurements reported for TP time interval $t = 3ms$. 
Figure 4.3: A detailed inspection of the results of online spike detection on dataset A (top) and dataset B (bottom) with the threshold set to 5. The overlay of ground truth data is shown (light-grey/orange) indicating the expected position of spikes detected (blue dash).
The performance of the algorithm was also inspected visually and a few sample detections on the MEA channels are presented together with overlaid ground-truth recording (Figure 4.3). An ideal scenario can be seen in 4.3B, where the MEA data exhibits a well-defined spike pattern peaking in the same time frame as the ground-truth data. Similarly in 4.3C, the spike shape is well-defined and occurs within the time-window \( t \), albeit a couple of frames later. When examining scenario 4.3A, we can see that the MEA did not record an event significantly different from the current noise variance levels, and hence the algorithm did not detect anything (i.e. False Negative).

Similar scenarios were much more common in dataset B. The raw data does not deviate from noise significantly in either 4.3F, nor 4.3G. Despite being well defined, the two later spikes in 4.3G are outside of the time-window, and are hence not recorded as true positives. On the contrary, the noise in 4.3F does occur in the time window of the spike and gets incorrectly recorded as true positive. Lastly, in 4.3E we observe an event with very unorthodox shape occurring slightly earlier than the ground-truth time frame, being correctly identified as a spike. The rest of the sample contains eight more detected events, out of which only two exhibit a distinct spike shape considering the high level of noise present.

### 4.2 Interpolation Algorithm

The modification of the interpolation algorithm has been implemented successfully and allowed for detection on the edges of the MEA. Unfortunately, the original parallel implementation has proven to be flawed, containing an obscure bug, which caused the algorithm to behave non-deterministically. I did not manage to fix the implementation, and hence no reliable results can be reported for the interpolation algorithm.

### 4.3 Detailed shape analysis of ground-truth data

The occasional discrepancy between the ground-truth data recorded by the tetrode and raw MEA recording is surprising. Especially in dataset A, the ground-truth events are so large in magnitude that if the MEA can detect any, it should detect all. A working hypothesis was proposed, suggesting that the tetrode could be picking up signals from a different neuron near-by, which however is too far away from the MEA and hence it’s activity cannot be seen in the raw MEA data.

Detailed analysis was carried out on the shapes of the ground-truth spikes in dataset A in an attempt to prove this hypothesis. Due to the fact that every neuron produces a uniquely skewed spike shape, we could then distinguish between the spikes from the ground-truth neuron and spikes from the nearby neuron. Shapes of all ground-truth spike events were extracted into 80 dimensional vectors, by taking the voltage values from 20 frames prior to, and 60 frames following, the spike peak (Figure 4.4).
4.3. Detailed shape analysis of ground-truth data

Figure 4.4: Shapes of all ground-truth spikes in dataset A. Spike is rendered green, if an event has been detected on the MEA in a time window $t < 1ms$ from the spike (true positive), red otherwise.

Figure 4.5: Principal Component Analysis (PCA) of shapes of all ground-truth spikes in dataset A. The original 80 dimensional representations of shapes were reduced to one dimension (y axis).
Inspecting the shapes visually, no significant difference was observed between the shapes of the events which can be also detected on the MEA (Green) and shapes of those which cannot (Red).

Principal Component Analysis (PCA), a standard dimensionality reduction technique [Pearson, 1901], has been applied to each spike shape in order to examine their multi-dimensional similarity. Due to high percentage of variance explained by the first principal component (52.9%) the spike shapes were reduced to one dimension only and could be then graphed as a function of the order they occurred in (Figure 4.5). This unusual representation then allows inspection of similarity over time, a property which figure 4.4 lacked. Consistent with the visual inspection, no significant separation between the shapes of detected and non-detected spikes could be observed.
Chapter 5

Discussion

The modifications to spike detection algorithms proposed in Chapter 3 have been implemented successfully. Both the online and the interpolation algorithms were able to detect spikes on the narrow KampffLab MEA, including the edge cases. And although no consistent results could be reported for the latter algorithm, the goal of this project, to modify the existing implementation of the algorithm for different dimensions and source of data was achieved successfully.

The performance of the online algorithm has been validated on two distinctly different datasets, both recorded in-vivo hence exhibiting significant low-frequency noise. On dataset B, the algorithm didn’t detect majority of the spikes unless it’s threshold was set to unusually small values. This was caused by the presence of high-frequency noise, which increased the variability estimate making the algorithm less sensitive to spikes with lower peak-to-peak amplitudes. Since on average the spike amplitudes in dataset B are small, (7µV) the only way these would be detected is by decreasing the threshold to unusually small values. The low threshold, however, was observed to increase the number of actual false positives, where mere noise was recorded as spikes. The tradeoff between high recall and high accuracy is discussed in section 5.1 together with proposed solutions to this dilemma.

The recall for dataset A was almost independent of the threshold sensitivity. Since the spikes in this dataset are very well defined and with high peak-to-peak amplitudes both in the tetrode and in the MEA recordings, the algorithm was able to detect majority of events even with strict detection threshold. The recall was increased significantly by including the surrounding channels when calculating true-positives, suggesting that the detection needs to account also for spatial locality of events, rather than temporal locality only. Yet, even when taking the surrounding channels into account, recall stayed under 90% for all threshold values. Does that mean that the online algorithm is insufficient?

Due to the high volume of detected events, it was infeasible to manually inspect all cases when the online algorithm failed to record a true-positive spike. However, when inspecting the detection performance in detail, for both datasets we observed many cases where the raw MEA signal simply didn’t exhibit a significant spike shape in the
Chapter 5. Discussion

Time-window of a ground-truth event. Shapes of ground truth events were examined in detail to rule out any interference from other near-by neurons. The results of both principal component analysis and of the visual inspection conclusively rule out any interference, since no separation between the ground-truth event shapes can be observed.

Another possible reason could be the distance of the MEA from the neuron. The opinion in the literature is split on the exact upper limit on distance from which it is possible to record neural activity extracellularly, with some researchers reporting successful recordings from distances > 140µm [Du et al., 2011] and some presenting the limit to be closer to 40µm [Ruz and Schultz, 2014]. The KampffLab team propose that it is not the mere distance from the neuron, but also its spatial position which influences both the spike amplitudes and the number of channels upon which it can be detected [Neto et al., 2016]. If the MEA is positioned parallel to the major axis of the neuron, the amplitudes of events will be distributed evenly among multiple channels and noticeably smaller in magnitude, a behaviour we observed in dataset B. Mechler et al. [2011] investigated this phenomenon in depth, by slowly inserting a tetrode into the visual cortex in < 10µm steps and recording the extracellular currents during the process. They were then able to use this sequential information to deconstruct the complex anatomic structure of the cellular network, observing unusual discrepancies in observed neural activity. It is therefore possible that due to the spatial configuration, some ground-truth events were not recorded on the channel closest to the neuron, nor by any of the surrounding channels (in which case no improvement would be achieved by using the interpolation algorithm).

Is it then even possible to achieve satisfactory performance, where the algorithm would recall almost all (> 99.5%) spikes?

5.1 Part 2 of the MInf project

One alternative is to lower the detection threshold significantly (e.g. by another order of magnitude), accepting the fact that many actual false positives will be recorded as well. This approach might seem incorrect from the standpoint of spike detection itself, but becomes acceptable as we take the big picture into account. Spike detection is only the first step in so-called “spike sorting” process, purpose of which is not only to detect spike events but also to examine their properties and to then assign them to individual neurons (Figure 5.1).

After detection, the origin of spike events is localised spatially. Since one event may be detected on multiple channels, it is then possible to compute its precise location as the centre of mass given the amplitudes of the surrounding channels. The complex localisation algorithm designed by Muthmann et al. [2015] performs multiple baseline estimates, based on both global and local voltage fluctuations, in order to weight the surrounding channels correctly and therefore achieve high spatial precision.

The next step is to then examine the shape of each individual spike. Depending on the sampling frequency and the biological properties of the cells recorded, a certain number of frames before and after the spike peak are cut out to represent the raw shape
5.2 Future work in the field

The state-of-the-art MEAs are not only getting increasingly denser (i.e. contain more and smaller electrodes) but are also able to sample neural activity with increasingly
higher frequencies [Ruther and Paul, 2015]. Extracting more data with higher frequencies will emphasise the need for computational efficiency of detection algorithms. Increased detail of data might not improve the spike detection itself but should aid the shape analysis step, enabling more precise clustering and hence better discard of false positives.

The innovative setup proposed by the KampflLab team laid solid foundations for producing more paired recordings from various types of neural tissues *in-vivo*. One possible step could hence be to transform spike detection into a big data problem. Recording multitude of ground-truth data (targets) paired with MEA recordings (inputs) could open the door for (nowadays very much hyped) supervised machine learning approach. This has been attempted almost 20 years ago, where with mere 300 sample spike shapes Kim and Kim were able to achieve > 90% recall using shallow (artificial) neural networks and simple pre-processing. Using significantly bigger training data, modern methods and new model architectures this could yield near perfect detection performance. A more ambitious approach would be to train a classifier on data from all channels and try and approximate the whole spike sorting pipeline.

In the upcoming years, the challenge in the field of neural electrophysiology will be two-fold: to invent devices capable of recording more neural cells, preferably *in-vivo* and to design algorithms which can efficiently and reliably process this influx of data. Or as they say, with more data comes more analysis.
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