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Abstract

Adversarial attacks on language models have demonstrated the ability to extract

sensitive information from the model’s training data. However, research in this area has

primarily focused on models with transformer architectures. With the recent rise of state

space models (SSMs), it is important to explore whether models with SSM architecture

exhibit similar patterns of memorization to transformer-based models, and if so to

what extent. This work specifically examines the SSM Mamba and transformer Pythia

models on their memorization of sensitive data. This was done through examining the

model’s output for extraction and membership inference attacks. The results found that

the SSM model, Mamba, consistently exhibited higher memorization than transformer

Pythia on both prefix attack and membership inference metrics.

The comparison was further extended to evaluate the trade-off between memoriza-

tion and practical utility by assessing the models’ performance on tasks not included

in their training data. This ensured the performance scores were impervious to the

effects of memorization. The experiment revealed that, on average across all tasks,

Mamba outperformed Pythia for smaller model sizes, while Pythia demonstrated su-

perior performance for larger models. However, when looking at specific categories,

Mamba consistently achieved higher scores in math-related tasks, while Pythia excelled

in instruction-following tasks. These results suggest that different architectures may

be better suited for different domains. Considering both experiments, future research

should prioritize exploring and comparing additional defenses, such as unlearning, to

enhance model safety and reexamine how these defences impact the model’s perfor-

mance.
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Chapter 1

Introduction

Top-performing language models excel due to their ability to identify and leverage

patterns in training data [63]. However, this strength also presents a vulnerability, as

adversaries can exploit it to extract sensitive information even without direct access

to the training data [39]. This issue is particularly concerning for private [57] and

copyrighted data [34], especially since larger models have been shown to memorize

more information [9]. Understanding these metrics, however, provides an opportunity

to improve the models and address these vulnerabilities more effectively.

Research on large language model (LLM) memorization has predominantly focused

on models with transformer architectures: exploring various metrics of memoriza-

tion [9], developing new adversarial attacks [3, 29, 64], and devising defense mecha-

nisms [33, 36]. However, with the rise of state space model (SSM) architectures like

Mamba [23], which offer faster and more efficient alternatives, there is an urgent need

to assess the implications of SSM architectures on model memorization. For certain

applications, such as retrieving biomedical terms [69], higher memorization could be

beneficial and pose minimal risk. Yet, in other areas, such as when SSM models are

trained on healthcare data [13, 38], increased memorization could pose significant

security risks. Without understanding the implications of SSM architectures on model

memorization, these vulnerabilities cannot be effectively addressed.

This paper evaluates the SSM architecture by comparing it to the transformer

architecture, which has become the standard in modern natural language processing

tasks [16]. The primary models compared are the SSM model Mamba [23] and the

transformer model Pythia [6]. To investigate memorization of sensitive data in the SSM

architecture, the study replicates experiments for prefix attacks originally designed for

transformer models [9] and examines how factors such as model size, data type, and

1



Chapter 1. Introduction 2

input length affect memorization. The impact of memorization on performance is also

considered, as it could potentially enhance performance depending on the deployment

context. This assessment involves evaluating the models across various benchmark

categories with tasks not seen during training, ensuring that any memorization does

not artificially inflate scores. Finally, the paper revisits memorization of sensitive data

by conducting membership inference tests to determine whether attackers can infer

the inclusion of specific data points. This evaluation includes testing across various

membership inference methods, input sizes, and model sizes.

This work contributes findings that the SSM model Mamba exhibits higher memo-

rization in extraction attacks across various model sizes, data subsets, and input sizes.

Further experiments that evaluated the performance of these models demonstrate that, on

average, Mamba performs better for comparable smaller models, while Pythia surpasses

Mamba for larger model sizes. Notably, across different sizes, Mamba consistently

excels in Math benchmarks, whereas Pythia leads in Instruction Following tasks. Finally,

when the models were assessed on memorization through membership inference attacks

(MIAs), Mamba consistently demonstrated greater susceptibility for attackers to infer

whether specific data points were included in the training set.

The remainder of the paper is structured as follows: Chapter 2 provides the necessary

background and context for the study, setting the stage for the experiments and analyses.

Chapter 3 focuses on adversarial attacks, specifically examining the memorization of

passages across different model sizes, input lengths, and data subsets. Chapter 4 presents

performance benchmarking of the models, evaluating their effectiveness on unseen

data to understand their generalization capabilities. Chapter 5 explores membership

inference attacks, discussing their effectiveness and potential applications for model

defences. Finally, Chapter 6 concludes the dissertation by summarizing the key findings,

limitations, and suggesting directions for future research.



Chapter 2

Background

This chapter looks into similar works that compare architectures and then gives founda-

tion for the work done in the remaining chapters of the paper.

2.1 Related Works & Relevancy

Sequence modelling is crucial in the language domain for natural language processing

(NLP), but it is also highly prevalent in other areas such as time series analysis, speech

processing, and bioinformatics. Transformers have proven to dominate across these

fields in terms of performance. However, one significant drawback is their application

to long sequences, as they suffer from O(N²) attention complexity and struggle with

handling inductive bias [61]. Recently, state space models (SSMs) have emerged as a

promising alternative due to their ability to efficiently handle long-range dependencies

with linear time complexity, making them more scalable for long sequences. Addition-

ally, SSMs inherently incorporate inductive biases, which allows them to generalize

better in certain contexts, offering a potential advantage over transformers in specific

tasks [24]. These models, particularly the structured state space sequences (S4) and its

variants such as Hippo [19], Hyena [48], and the Mamba model [23], have shown consid-

erable promise in sequence modelling. They have demonstrated superior performance

in areas traditionally dominated by transformers, such as DNA modelling [40].

The release of Mamba [23] included a suite of models trained on The Pile [20]1.

Compared to similar transformer models trained on The Pile [6, 47, 8], the Mamba

model outperforms existing transformer-based models on popular understanding and

1The Pile is an 825 GiB open source dataset for language models that is composed of 22 high-quality
datasets [20].

3



Chapter 2. Background 4

comprehension benchmarks such as LAMBADA [41] and HELLASWAG [70] in pre-

vious studies [23, 26]. However, beyond performance metrics, the architectural differ-

ences between these models have not been extensively studied. Notably, prior work

has compared transformers and state space models on copying tasks, where the model

replicates the input sequence exactly, which demonstrated transformers to have superior

performance. However, in n-gram lookup tasks, where the model predicts the next word

or sequence based on the preceding context, Mamba models outperformed transformers

for prefix lookups for longer inputs [31]. Other research has compared the models on

in-context learning (ICL) tasks and found that they perform similarly on standard ICL

tasks [44], though Mamba models excel with longer input sequences [22]. Yet, there has

been less focus on how these architectures impact adversarial attacks and memorization

capabilities. Most studies concentrate on evaluating popular open-source transformers

and recent state-of-the-art models [9, 18, 39], rather than examining how architectural

choices influence a model’s memorization abilities. This work aims to establish a

foundation for understanding the effect of architecture on model memorization and

whether this impacts performance on unseen benchmarks.

2.2 Datasets & Models

The focus of representation for the transformer and the state space model were chosen

as Pythia [6] and Mamba [23]. These were chosen because they contain a large suite of

models with comparable sizes and were trained on roughly the same number of tokens

of The Pile [20]. One extension of this work compares additional transformer models

of similar sizes, all trained on The Pile. Another extension explores the SlimPajama

dataset [55] by evaluating a different Mamba model [1] and the Bittensor Language

Model (BTLM) [17], both trained on this dataset. The comparative metrics for these

models can be seen in Table 2.1. Some models in this study exhibit slight variations

in token counts compared to the baseline metrics of Mamba and Pythia, but they offer

valuable insights by examining a broader spectrum of models rather than focusing

solely on two. The comparison of state space models is limited to Mamba due to

its compatibility with the dataset on which it was trained. Although hybrid SSM-

transformer models were not available with the same dataset, we included a hybrid

RNN-transformer model, the Receptance Weighted Key Value (RWKV) model [47].

RWKV was selected because it has been evaluated alongside Mamba in performance

studies [23] and in-context learning [22], and it is comparable in size and dataset. This
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inclusion provides additional context and insight into the performance of hybrid models.

The models analyzed in this paper were trained on open-source datasets The Pile
and SlimPajama. The Pile is a comprehensive and varied dataset, but it includes sources

such as Pile-CC, which contains a subset of Common Crawl [5]. This subset introduces

redundancies in the training data, making it difficult to assess the degree of duplication

in each model’s training data and the extent to which this alters the model. In contrast,

SlimPajama [55] is a cleaned and deduplicated version of the RedPajama dataset [15].

Recent research has highlighted that data quality is as crucial as data quantity for large

language models [46]. By removing duplicates, SlimPajama enhances data density,

aiming to enable models to achieve higher accuracy with the same compute budget.

Model Architecture Dataset Number of Tokens

Mamba SSM The Pile 300 billion

Pythia Transformer The Pile 300 billion

GPT-Neo Transformer The Pile 420 billion

RWKV-42 RNN Transformer Hybrid The Pile 332 billion

Mamba SSM SlimPajama 604 billion

BTLM Transformer SlimPajama 627 billion

Table 2.1: Overview of compared language models, their architectures, training datasets,

and the number of tokens they were trained on.

2.3 Benchmark Contamination

Large language models are commonly evaluated using benchmarks that contain ques-

tions tailored to specific tasks, such as mathematical problems or summarization, to

assess their performance. Most benchmarks produce standardized results by asking

the same questions to each model, enabling effective comparisons. However, many

well-known benchmarks have become contaminated because the training data for these

models often includes content from third-party entities unconcerned with the bench-

marks [49, 59, 50]. Crawlers continuously gather data from the internet, making it

difficult to determine which benchmarks were included in training [50]. This issue is

exacerbated with closed-source models, where training data is not publicly disclosed.

For the models used in this study Table 2.1, it is unknown whether any benchmarks

2Version 4 of the RWKV pre-trained models were chosen as more recent versions were not trained on
The Pile.
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appeared in their training, so it was assumed that well-known benchmarks might be

contaminated.

In response, new publicly available benchmarks have been created to evaluate

models on unseen data [65, 66]. These recent benchmarks primarily focus on newer,

fine-tuned models that score highly on other benchmark leaderboards, and the base

models discussed in this paper had not been benchmarked on them at the time of writing.

2.4 Transformers vs. State Space Models

Understanding the theoretical differences between transformer models and state
space models (SSMs) is pertinent for evaluating, as it can help explain how they will

handle data patterns and generate outputs. Thus, this section will delve into these

architectures, providing a comprehensive overview of each, their distinct characteristics,

and performance implications.

2.4.1 Transformers

Transformers are designed to capture complex patterns in sequences through their

self-attention mechanism. The primary components of a transformer block, as can be

seen in Figure 2.1a, and their implications for pattern handling are:

(a) Transformer block (b) Mamba block

Figure 2.1: Illustrative comparison of (a) transformer and (b) Mamba architectures.

1. Self-Attention Mechanism: The self-attention mechanism transforms each word

or token into three vectors: Query (Q), Key (K), and Value (V). The attention

score is computed using the formula:



Chapter 2. Background 7

Attention(Q,K,V ) = softmax
(

QKT
√

dk

)
V

where dk is the dimension of the Key vectors. This mechanism allows the model

to dynamically focus on different parts of the input sequence. By computing

attention scores, the model can identify and weigh important tokens based on

their relevance to each other. This ability to attend to various parts of the se-

quence makes transformers highly effective at capturing intricate patterns and

relationships in data. This means that transformers can generate outputs that are

contextually relevant and coherent by leveraging patterns observed throughout

the sequence.

2. Feed-Forward Neural Network: Following the self-attention mechanism, the

output is processed through a feed-forward neural network:

FFN(x) = ReLU(xW1 +b1)W2 +b2

where W1 and W2 are weight matrices, and b1 and b2 are bias vectors. This

component refines the output from the self-attention layer, enhancing the model’s

ability to generate outputs based on the identified patterns. The feed-forward

network helps integrate and apply the learned patterns to produce meaningful

responses.

3. Layer Normalization and Residual Connections: Transformers incorporate

layer normalization and residual connections to stabilize training and improve

gradient flow:

LayerNorm(x+Sublayer(x))

where Sublayer(x) represents the output of the self-attention or feed-forward

network. These features facilitate effective pattern integration and ensure that

important patterns are preserved and utilized in generating outputs. Residual

connections help in managing the flow of information, making sure that key

patterns are not lost through the layers.
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RWKV Model

While this paper primarily examines the differences between transformers and SSMs,

it is important to acknowledge hybrid models like RWKV, which integrate recurrent

mechanisms with transformer-like attention components. RWKV deviates from tra-

ditional transformers by incorporating a recurrent weighted key-value memory and a

modified attention mechanism that processes tokens sequentially, focusing on relevant

past information to maintain long-term dependencies efficiently. For a more detailed

overview of the RWKV architecture, please refer to Appendix A.

2.4.2 State Space Models (SSMs)

State space models like Mamba adopt a different approach to sequence modeling,

impacting their ability to manage and produce outputs based on data patterns:

1. State-Space Representation: SSMs represent sequences as evolving states over

time using state-space equations:

xt+1 = Axt +But +wt

yt =Cxt +Dut + vt

where xt is the state at time t, ut is the input, yt is the output, and wt and vt are

process and measurement noise, respectively. This representation allows the

model to handle temporal dependencies and incorporate noise in a structured

manner, affecting how well it can process and generate outputs based on the

sequence’s patterns.

2. Selective Copying and Block Architecture: Mamba’s architecture includes

specialized blocks and a selective copying mechanism, which impacts its pattern

handling:

• Selective Copying: Mamba employs selective copying to integrate rele-

vant information from past states into current computations. This approach

allows the model to focus on significant patterns and features while disre-

garding less relevant data. By selectively copying key information, Mamba

can handle complex patterns and dependencies effectively.
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• Block Architecture: Instead of using self-attention, Mamba’s architecture

consists of specialized blocks designed to manage different aspects of se-

quence processing. These blocks handle temporal dependencies and noise,

offering a different approach to pattern integration compared to transform-

ers. The block architecture influences how Mamba processes sequences and

generates outputs, making it effective at managing structured patterns over

time. This architecture can be seen Figure 2.1b

2.5 Style of Attacks

In recent years, large language models (LLMs) have advanced significantly in generating

and understanding natural language. However, these advancements pose challenges in

data privacy and model security [62]. A major concern is the ability to extract sensitive

training data from models without direct access to the original dataset, highlighting

serious privacy issues as sensitive information can be inferred from model outputs [60].

2.5.1 Graybox and Blackbox Attacks

To address these security concerns, researchers have developed various attack method-

ologies to probe the resilience of machine learning models under limited knowledge

conditions. The National Institute of Standards and Technology (NIST) categorizes

these attack methodologies into gray-box and black-box attacks, where the attacker has

restricted or no full access to the model’s internals [62].

Two primary types of attacks are graybox and blackbox attacks:

1. Graybox Attacks: Graybox attacks occur when attackers have partial knowledge

about a model, which they use to enhance their data extraction techniques. Recent

research has shown that by leveraging knowledge of the model’s architecture and

specifics about its training data, attackers can significantly improve their ability

to extract sensitive information. For instance, recent research demonstrated

how attackers utilized partial insights into the model’s structure to refine their

extraction methods, resulting in more efficient and targeted data retrieval [72].

Similarly, other research illustrated that understanding a model’s parameters or

training processes could further enhance the effectiveness of these attacks, as

attackers can use this knowledge to better exploit vulnerabilities in the model [43].
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2. Blackbox Attacks: Black-box attacks are conducted without any knowledge

of the model’s internal workings, with the attacker only having access to the

model’s inputs and outputs. These attacks aim to infer information about the

training data and reverse-engineer the model’s behavior based solely on input-

output interactions. Recent work has demonstrated that adversaries can extract

training data from black-box models in a manner similar to gray-box attacks [39].

While this paper focuses on gray-box attacks due to the need for models with

known architectures and training data, the vulnerabilities identified can extend to

black-box attacks for both architectures.

2.5.2 Relevance of Prefix and Membership Inference Attacks

Extraction attacks and membership inference attacks are crucial for understanding

privacy vulnerabilities in machine learning models, as outlined by NIST [62]. In our

research, we specifically focus on prefix attacks, a subtype of extraction attacks, to

investigate how they reveal memorization and potential privacy risks.

1. Prefix Attacks: These attacks involve querying a model with a specific prefix to

determine if it can continue or recall a piece of information, potentially exposing

sensitive training data. Known as prefix attacks, they reveal how well a model

memorizes and regurgitates information from its training set. For example, if a

model consistently generates similar outputs following a given prefix, it suggests

that the training data may have contained comparable information, which can be

problematic if it involves sensitive details.

2. Membership Inference Attacks: These attacks aim to ascertain whether a

specific data point was included in the training set by analyzing the model’s

responses or confidence levels. High confidence in predictions related to training

data points can indicate that those examples were part of the training set, thus

potentially exposing sensitive information.

Both types of attacks expose vulnerabilities in blackbox and graybox scenarios,

where attackers have varying levels of access to model internals. Analyzing these attacks,

alongside evaluating model performance on unseen tasks, provides a comprehensive

understanding of memorization and privacy implications for different architectures.



Chapter 3

Prefix Attacks

This chapter investigates the effect of model size, the effect of different data subsets,

and the effect of the input prompt length on the model’s memorization of training

data. Memorization metrics for exact memorization, fuzzy memorization, and the

input prompt repeating the model’s output are measured and compared within these

experiments.

3.1 Purpose

The work done on memorization that will be evaluated in this chapter further expands

some of the previous assessments of transformer and state space models on copying

tasks. Previous research demonstrated that Mamba, compared to transformers, exhibits

superior performance when using the a prefix key variant of the n-gram lookup task

compared to state space models [31]. This finding suggests that the Mamba model may

show stronger memorization capabilities than transformers when prompted with a prefix

sequence of training data that it has seen before.

Unlike the lookup tasks, however, the prefix attack in this chapter examines more

than just the next token produced by the model, and evaluates the next 50 tokens gener-

ated by the model’s output. In this way, it exposes the vulnerabilities of these models.

This attack allows for increased understanding around the practical implications of

memorization in real-world applications, such as language generation and data privacy.

By applying prefix attacks, we can assess not only how well models remember specific

sequences but also how their architecture influences the extent of memorization, provid-

ing valuable insight into their respective strengths and limitations. This comparative

analysis helps in identifying which model architecture is more robust against potential

11
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adversarial attacks and thus better suited for tasks requiring nuanced understanding and

generation of text.

3.2 Experimental Setup

3.2.1 Preparation of Samples

Figure 3.1: Flowchart illustrating the process of the prefix attack experiment from the

source dataset to the output of the model.

The experimental framework for the prefix attack builds on the methodology pro-

posed by Carlini [9]. The initial step involves sourcing the dataset that was used to

train the model, which meant The Pile, from the training split, was used as our source

dataset. Then, as can be seen in Figure 3.1, the dataset processing began with streaming

this data into a local dataset. Data was streamed until a subset of 100,000 samples was

extracted from the dataset. The dataset was then shuffled, using a specified seed to

ensure randomness and reproducibility. These samples were concatenated into a single

string, with each individual text separated by an appropriate delimiter. A sample chunk

to assess memorization was then created by selecting a random index from the string

and extracting the next 10,000 characters.

These chunks were split based on whitespace and then tokenized. From the tok-

enized input, the prompt was then obtained by truncating to a specified input length,

and the following 50 tokens were saved as the suffix for later comparison. Both prompt

and suffix were decoded special tokens omitted to prevent complications in the analysis.

A decoded version of this split is shown in Figure 3.2.

To make the experiment more efficient, batch processing was used. This involved

dividing the total number of samples by the batch size and rounding up to determine

the number of batches needed:
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Figure 3.2: Example of the end portion of a 200-token generated sample from The Pile.

The excerpt shows the final 50 tokens used as the suffix for comparison against the

model’s output, with the preceding 150 tokens used as the prompt.

Number of batches =
⌈

Nsamples

batch size

⌉
(3.1)

where Nsamples represents the total number of samples.

In each batch, input IDs and attention masks from the initial encoding tokenization

were grouped together, and the model processed these inputs to generate output. The

generated text was then decoded by the tokenizer, with special tokens removed to ensure

consistency.

In addition to saving the decoded samples, prompts, suffixes, and model outputs,

perplexity and zlib compression scores were recorded. The primary focus for assess-

ing memorization was the comparison of the model’s output to the original sample.

While perplexity and zlib scores have been reliable indicators of memorization when

comparing transformer models[39], they did not consistently indicate memorization

patterns across architectures in this experiment. The related work and definitions for

these metrics are detailed in Appendix B section B.1 and section B.2.

3.2.2 Evaluation Metrics

Fuzzy Memorization

Fuzzy memorization was assessed using the BLEU score, a metric originally developed

for evaluating machine translation systems. The BLEU score, introduced by Papineni

et al. [42], quantifies the overlap between the generated text and reference text by

measuring n-gram precision. The score ranges from 0 to 1, with a score closer to 1

indicating higher similarity to the reference text. The BLEU score is computed as

follows:

BLEU = exp

(
N

∑
n=1

log(pn)

)
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(a) Fuzzy memorization (b) Exact memorization (c) Prompt repetition

Figure 3.3: Visualization of metrics for model output from samples generated from The

Pile during the experiment: (a) fuzzy memorization, where the model output partially

matched the expected output within the BLEU threshold; (b) exact memorization, where

the model output exactly matched the expected output with a BLEU score of 1; (c)

prompt repetition, where the model output was contained within the input prompt.

where pn represents the precision of n-grams for a given length n. Specifically, pn is

calculated by:

pn =
Number of n-grams in both output and reference

Total number of n-grams in output

The BLEU score was chosen for this analysis because it provides a quantitative

measure of how closely the generated output matches the training data, reflecting the

model’s memorization capability. Samples that scored between 0.75 ≤ x < 1, were

deemed to be fuzzy memorized. This range was selected to account for the fact that not

all outputs need to be exact, and high scores are still able to demonstrate a significant

level of memorization as seen in Figure 3.3a. Unlike previous studies that included

BLEU scores of 1 in their analysis of fuzzy memorization [9], our approach excludes

these exact matches to more accurately examine whether there are differentiating

patterns in the architectures’ performance on near-exact versus exact scores.

Exact Memorization

Exact memorization was evaluated by checking if the model’s response contained the

precise next 50 tokens from the prompt. This was done through examining the model’s

BLEU score where scores of 1 indicated an exact match as seen in Figure 3.3b.

Prompt Repetition

Another metric of interest was prompt repetition, where the output of the model was

compared to the prompt input, which can be observed in Figure 3.3c. This allowed

the measurement to be unaffected by varying prompt lengths as the model’s output



Chapter 3. Prefix Attacks 15

was fixed at 50 tokens. Although not a direct measure of memorization, this metric

was used to help in assessing whether the model is retaining or overfitting to specific

prompts. Further, this metric could be indicative of potential trends in how the differing

architectures process and memorize inputs.

Limitations

Despite all models being trained on The Pile dataset, the specific training segments and

total token counts, while comparable, still vary between models. This variation is due

to The Pile dataset being substantial, with a total size of 825 GiB [5], and many of the

models being trained on ≈300 tokens. Because the models in question were trained

on fewer tokens—less than half of the total available tokens—means that some of the

samples used when prompting the models may not have been seen during training. This

limitation may result in metrics demonstrating lower than actual memorization levels.

Another challenge with The Pile dataset is that some subsets have been redacted

due to copyright issues since its creation. As a result, the version of The Pile used

in this experiment lacks these copyrighted subsets, differing from the version used

during the models’ training. This discrepancy may lead to artificially higher or lower

memorization results, depending on the models’ performance on those specific subsets.

Additionally, prior studies on prefix attacks often compare significantly larger models,

such as those with 7 billion parameters, to better assess trends. However, the largest

pre-trained Mamba model, with 2.8 billion parameters, limits the comparison to smaller

models, which may not fully capture the memorization effects seen in larger models.

Baseline

To measure memorization effectively, the baseline dataset was set to stream 10,000

samples from The Pile. Each sample was processed into a single string and divided into

chunks of 200 tokens. For each chunk, the input length (prompt) was set to 150 tokens,

and the output length was evaluated for 50 tokens. This choice aligns with Carlini et.

al’s methodology [39], providing a consistent basis for comparison and validating the

experimental results.

This initial baseline setup established the groundwork for our experiments, which

could then be used as a reference point for exploring the effect of various experimental

parameters. In the subsequent sections, we build upon this baseline to investigate

variations in model sizes, architectures, data subsets, and the length of the input prompt
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influence the model’s memorization output.

3.3 Model Sizes and Variants

Building on the baseline framework, the first set of experiments aimed to evaluate how

different model sizes within the transformer and SSM architectures impact memorization

across various evaluation metrics. The next goal was to compare these architectures,

trained on The Pile, with those trained on the SlimPajama dataset to identify any

recurring patterns within the same architecture across different datasets. Additionally,

the study explored how other transformer models and transformer-hybrid architecture

variants exhibit memorization behaviors across different sizes, providing a broader

understanding of how model architecture and size influence memorization. After initial

runs showed a pattern of variation, an additional investigation into the distribution

of memorization across multiple runs was explored to gain further insight into the

consistency and variability of memorization within the setup of each model.

3.3.1 Experimental Procedure

To assess memorization, we utilized the baseline setup with each model and corre-

sponding model size. While initially, the models were run three times to ensure the

accuracy of the evaluation metrics, this was increased to a minimum of five runs per

model size to better assess the distribution of results. This adjustment was necessary

due to the diverse content in The Pile [20], which includes code, math, English, and

other languages, potentially influencing memorization scores.

3.3.2 Results and Analysis

Impact of Model Size on Memorization

We assessed the impact of model size on memorization capabilities for both Pythia

and Mamba models. Figures Figure 3.4a and Figure 3.4b show that larger models

generally exhibit higher memorization for both exact and fuzzy metrics for both Pythia

and Mamba, with Mamba showing greater memorization. Prompt repetition values

remain fairly consistent across different model sizes, with variation between sizes less

than 0.5%, indicating that model size does not have a significant effect on prompt

repetition for Pythia and Mamba models.
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(a) Fuzzy memorization (b) Exact memorization (c) Prompt repetition

Figure 3.4: Different sized models examined on The Pile for samples of length 200

tokens for metrics: (a) fuzzy memorization, (b) exact memorization, and (c) prompt

repetition.

Comparison of SlimPajama and The Pile-Trained Models

Model Name Dataset Prompt Rep Exact Fuzzy

Mamba-2.8b The Pile 0.0061 0.0226 0.0131
Pythia-2.8b The Pile 0.0068 0.0181 0.0123

Mamba-2.8b SlimPajama 0.0025 0.0107 0.0062
BTLM-3b SlimPajama 0.0022 0.0080 0.0058

Table 3.1: Model performance comparison for SlimPajama and The Pile datasets on the

memorization metrics for respective data sources on samples sized 200 tokens. Higher

scoring model metrics within each grouping are bolded.

Table 3.1 compares the performance of the Mamba model trained on The Pile and

SlimPajama datasets, showing similar memorization patterns across both datasets, with

SSM models demonstrating greater fuzzy and exact memorization.

For prompt repetition, models trained on SlimPajama scored lower, suggesting

that training data may influence repetition. Among models trained on The Pile, trans-

formers had the highest repetition, while SSM models showed greater repetition with

SlimPajama. This divergence indicates a need for further analysis and additional runs.

Performance of Other Transformer Models and Variants

We also examined other transformer models, including GPT-Neo and the RWKV model,

across different sizes to gain a broader understanding of how the Mamba model com-
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pares. Figure 3.4a and Figure 3.4b display their memorization performance. The

transformer model GPT-Neo shows behavior very similar to Pythia in fuzzy memoriza-

tion and slightly lower exact memorization. In contrast, the RNN-transformer hybrid

RWKV demonstrates notably lower memorization, likely due to the vanishing gradi-

ent problem. This issue arises when gradients become exceedingly small, leading to

information loss over long-term dependencies as it propagates through the network [45]

Distribution and Averaging

Figure 3.5: Box-and-whisker plot illustrating the distribution of exact memorization across

multiple runs for each model on The Pile dataset for sample lengths of 200 tokens.

To ensure robustness, each model was run at least five times, and the box-and-

whisker plot in Figure 3.5 reflects the distribution of results. The plot shows variations

in memorization performance, with noticeable skewness in the median values for many

models, indicating a non-uniform distribution. The outliers for the smaller models,

Mamba 130m and Pythia 160m, suggest that memorization may depend on the type of

data sampled.

The plot also highlights variability across different runs, showing both the con-

sistency and variability of memorization for each model. Smaller models in both the

Pythia and Mamba suites display some outliers, with memorization values around 1.5%

lower than their medians, indicating greater variability in memorization compared to

larger models. Despite this variability, the medians across model suites remain relatively

consistent, suggesting that each model type has a characteristic memorization perfor-

mance. The broad distribution range for both Pythia and Mamba models underscores
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how memorization can fluctuate depending on the specific data samples from The Pile

dataset.

3.4 Subset Analysis

Given the observed variation in memorization from models trained on the full The Pile

dataset [20], as depicted in Figure 3.5, we extended our analysis to investigate how

memorization patterns differ across various subsets of data. By using split versions of

The Pile, categorized into different subsets, we aimed to determine whether certain types

of data are more susceptible to memorization than others. This approach provides insight

into whether state space models, like Mamba, are particularly prone to memorizing

structured and predictable data types, such as mathematical sequences and programming

code, which align well with their architecture [4].

Initial experiments focused on smaller model sizes, as these often reveal how

architectural features influence memorization due to their reduced complexity [52].

Smaller models offer a clearer view of the effects of various architectural components [2]

and allow findings to be extrapolated to larger models [11]. This approach also enables

more efficient iterative testing and experimentation [27]. Subsequently, larger Pythia

and Mamba models were tested on selected subsets to evaluate how increased model

capacity influences memorization, which showed similar patterns, with results discussed

in Appendix C.

3.4.1 Experimental Procedure

For this analysis, instead of streaming from The Pile as a whole, we used a version of

the dataset that had been split into its respective subsets. Each subset was streamed

individually for sample evaluation, allowing us to investigate how memorization varies

across datasets with distinct characteristics and sizes. It’s important to note that some

subsets, particularly those containing copyrighted content like books and subtitles, were

excluded from the study for ethical reasons.

Aside from the data source, all other parameters such as number of samples and

batch size remained consistent with the baseline setup, ensuring that the analysis of

memorization patterns across different subsets was directly comparable to previous

conditions.
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3.4.2 Results and Analysis

(a) Fuzzy memorization (b) Exact memorization

(c) Prompt repetition

Figure 3.6: Memorization and prompt repetition patterns measured on different subsets

of The Pile dataset for memorization metrics: (a) fuzzy memorization, (b) exact memo-

rization, and (c) prompt repetition.

The results indicate that both fuzzy and exact memorization scores follow a similar

pattern, with the GitHub subset showing the highest memorization scores across both

metrics. Notably, the Enron Emails subset also exhibits high memorization scores,

particularly in fuzzy memorization, suggesting its conversational nature might contribute

to its prominence. This is in contrast to the FreeLaw and HackerNews subsets, which

have lower memorization scores.

Interestingly, while the fuzzy and exact memorization scores align, prompt repeti-

tion shows some divergence. GitHub, PubMed Central, and Enron Emails stand out

with the highest levels of prompt repetition. Despite StackExchange demonstrating
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higher memorization scores compared to PubMed Central in both exact and fuzzy

memorization, it exhibits lower prompt repetition. This discrepancy highlights the

variability in how different types of data influence memorization and prompt repetition

patterns.

3.5 Input Prompt Length

This section examines how input prompt length affects memorization in transformer-

based models. This also allows for a greater exploration of the role of attention mech-

anisms across different architectures. Recent research shows that attention dynamics

are central to capturing long-range dependencies and can influence memorization [63].

Since attention mechanisms manage contextual information, variations in input length

could reveal how attention is distributed among models of different sizes. Based on

Carlini et al.’s findings [9], input length alone may not significantly influence memo-

rization for transformers, but this has not been explored for SSMs. This study expands

on this by evaluating whether varying input lengths impact memorization differently

across model architectures.

3.5.1 Experimental Procedure

To analyze the effect of input prompt length, three model sizes were selected from both

the Mamba and Pythia suites trained on The Pile dataset: the smallest, intermediate,

and largest models.

Data samples of varying lengths—100, 200, 500, and 1,000 tokens—were streamed

from The Pile dataset. Each sample retained the last 50 tokens for evaluation, and used

the rest as the input to the model. This setup was designed to assess whether longer

prompts, which offer more context, affect memorization patterns differently across

model architectures.

3.5.2 Results and Analysis

The results for exact memorization reveal that input length influences memorization

patterns differently across models. While the transformer model Pythia aligned with

the trends found in Carlini et al.’s research [9], showing memorization increasing

across different sized input lengths, the exact memorization for the Mamba model is

more complex. While Mamba exhibits similar trends for the shorter input lengths of
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(a) Exact memorization (b) Fuzzy memorization (c) Prompt repetition

Figure 3.7: Results of memorization across different sized sequence lengths, which

affect the size of input prompt to models. Metrics are shown for (a) exact memorization,

(b) fuzzy memorization, and (c) prompt repetition.

sample sizes 100, 200, and 1,000, it provides a divergent result for sample length 500.

Notably, the largest size Mamba model demonstrates expected findings, but the small

and medium-sized models show slight inversions at this length. This divergence might

be related to how attention mechanisms manage longer contexts in state space models,

where attention behavior could differ significantly at higher input lengths, impacting

memorization.

Interestingly, this finding is exacerbated when looking at the fuzzy memorization of

the models. While the Pythia models show an increase in memorization up to length

500, the smallest Mamba model shows the greatest inversion at this length, with the

medium showing slightly less inversion. These results suggest that model size affects

how memorization scales with input length, indicating that larger models might handle

longer contexts differently, possibly due to variations in attention dynamics.

Despite the divergence of results for Mamba within exact and fuzzy memorization,

the results for both Pythia and Mamba models show similar patterns for prompt rep-

etition. The pattern for prompt repetition memorization follows a similar pattern to

Carlini et. al’s results for exact memorization [9]. While not against the same metric,

it is interesting to note that the type of memorization metrics shows that the Mamba

acts similarly to the Pythia model in some of its output and differently for other metrics.

These discrepancies may be influenced by dataset variance, yet both Pythia and Mamba

models display increased prompt repetition for smaller models and longer input lengths.

This warrants further investigation into the underlying causes and implications.
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3.6 Summary and Insights

Across the various experiments, the role of prompt repetition initially appeared to offer

little insight when examining model sizes. However, when considering subsets and input

lengths, prompt repetition revealed deeper patterns of model memorization that were

not as evident from other metrics. Notably, Mamba demonstrated greater memorization

compared to the Pythia model. This observation was somewhat contradicted by the use

of a sample size of 500 in the experiments. To gain a clearer understanding, it would be

valuable to investigate larger Mamba models (e.g., 6.9 billion parameters) and to test a

broader range of input lengths, between 200 and 1000, to identify if there is a specific

length where memorization is minimal for smaller models.

Another significant finding was the higher memorization of GitHub content in both

Pythia and Mamba models compared to other subsets. Further experiments could

explore whether certain coding languages are more frequently memorised than others.

Additionally, the DM Mathematics subset exhibited almost no memorization, which is

intriguing given that code and mathematical content are often considered similar. This

discrepancy suggests that different types of structured data may impact memorization

differently.
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Performance Evaluation

In the previous chapter, we explored the prefix attack, examining how memorization

can be exploited in models. Building on that foundation, we now shift our focus to

evaluating the overall performance of these models on a variety of practical benchmarks.

This chapter focuses on assessing how these models perform in tasks that reflect different

domains of real-world challenges.

4.1 Purpose

Mamba has demonstrated stronger performance over transformers on a range of bench-

marks [23, 26], including WinoGrande[51], ARC-C[14], ARC-E[14], PIQA[7], and

HellaSwag[70]. Given these results, we anticipate that Mamba will achieve higher

average scores on the LiveBench benchmarks compared to traditional transformers.

Mamba’s architecture, optimized for handling structured and sequential data through

state-space dynamics, gives it a distinct edge in tasks requiring complex pattern recog-

nition and analytical reasoning. In contrast, transformers, while highly effective in

general-purpose tasks, may struggle with the analytical reasoning required in these

benchmarks [63].

However, Mamba has shown greater memorization tendencies. Since LiveBench

is uncontaminated—designed to assess performance on fresh, unseen data that was

not in training—Mamba may score lower if its previous high scores were due to

memorization rather than genuine capability. This raises a critical point: was Mamba’s

superior performance on prior benchmarks genuinely reflective of its strengths, or was

it artificially inflated by memorization?

This chapter evaluates model performance across various benchmarks, focusing

24
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on how memorization influences their effectiveness in real-world applications. The

primary objective is to compare transformer models with the state space model (SSM)

Mamba, highlighting their respective performance across diverse tasks.

4.2 Experimental Setup

To assess model performance beyond memorization, we used LiveBench, which pro-

vides six distinct benches: Data Analysis, Math, Coding, Instruction Following, Lan-

guage, and Reasoning. These benchmarks contain multiple tasks that are regularly

updated to reflect current standards and minimize biases from prior exposure, which aid

in finding whether there is a tradeoff between memorization and performance between

architectures.

Retrieval and Evaluation of Benchmarks

Figure 4.1: Diagram illustrating the workflow for benchmark evaluation and performance

scoring. Bench, tasks, and questions are represented from 1 to n where 1 represents

the first object and n lists the last object for each collection. The CSV file names ‘all

tasks’ and ‘all groups’ correspond to the automatic files generated upon evaluation.

LiveBench ensures accurate and relevant question retrieval through an automated

query system that is illustrated in Figure 4.1. Questions are selected based on recency

and relevance to maintain alignment with current standards. Retrieved questions are

organized and stored in a structured database, categorized by type, difficulty, and

benchmark area, facilitating efficient access and updates.

The model’s generated answers for each task’s questions are saved in a corre-

sponding JSONL file1 containing question IDs, answer IDs, model IDs, choices, and

1A ‘JSONL’ file, or JSON Lines file, is a file format where each line is a separate JSON object. It is
often used for storing large datasets where each line represents an individual data entry.



Chapter 4. Performance Evaluation 26

timestamps. As seen in Figure 4.1, these files are then evaluated with task scoring and

bench group re-scoring.

4.3 Model Sizes and Variants

The primary focus of this section is to investigate the impact of model size on bench-

mark performance and to identify any emerging trends. Additionally, we then explore

whether models of similar parameter sizes but trained on different datasets (The Pile vs.

SlimPajama) exhibit comparable performance patterns.

4.3.1 Experimental Procedure

To address these questions, we first conducted experiments to compare the performance

of the Pythia and Mamba models across five different sizes. For each model size, the

models were tasked with generating answers for each bench’s tasks. After all tasks were

completed, the scores were gathered for each model.

Secondly, to explore models trained on different datasets, we evaluated the transformer-

based BTLM-3b model and the SlimPajama Mamba model. For the BTLM model, a

new adapter was created to ensure compatibility with Hugging Face and proper tokenizer

setup, allowing it to be evaluated using the same methodology. Additionally, although

updates were made to the LiveBench repository during the extension to the SlimPajama

models—including new question sets and structural changes—these updates were ex-

cluded from this experiment to maintain consistency with prior benchmarks. While

LiveBench aims to provide current benchmarks, we used the same dataset and questions

as in previous experiments to ensure standardization and to facilitate direct comparisons

of task breakdowns and category scores.

4.3.2 Performance Evaluation for Model Sizes

Table 4.1 presents the performance results across the categories, with specific analysis

of each benchmark task comoposition scores in section D.2. When looking first to

the Math benchmark, it is seen that Mamba models consistently outperform Pythia

models for all model sizes. This trend is particularly noticeable when comparing the

largest models, where Pythia scores 0.08 and Mamba scores 3.52. However, it is

interesting to note that for this category the results do not indicate an increase with
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model performance, as the smallest model is able to achieve a score of 4.15 and the

largest decreases to 3.52.

Next, looking to the Reasoning benchmark, while the transformer models show

a trend of scores being greater for larger models, Mamba models demonstrate high

variability, as the highest score on this benchmark is for the model sized 370m and the

largest 2.8b Mamba model scores zero. Further analysis of the tasks in this benchmark

in Appendix D subsection D.2.6 demonstrate that the variation in scores is due to the

Mamba model being only able to score on the second task, while the transformer model

only able to score on the first task.

Table 2.1 also indicates no scores for Coding benchmark and Data Analysis
benchmark. The evaluation producing scores of zero suggests that these tasks may

require specific capabilities or fine-tuning that the evaluated models did not possess.

However, low-scoring models of the leaderboard also showed scores of zero for this

metric as seen in section D.2 Table D.1, which demonstrates the difficulty of this metric.

Factors contributing to the no-score entries could include the complexity of the tasks,

potential differences in benchmark design, and limitations of the models themselves.

Additionally, the specific evaluation criteria of the benchmarks may have also played a

role in the zero score.

The Language benchmark shows notably similar performance for the Pythia and

Mamba models. While the Mamba is able to outperform the Pythia for the largest

and smallest sizes, Pythia shows greater performance for mid-sized models. On the

Instruction Following benchmark the Mamba model shows similar and slightly

greater performance on smaller models. However, for larger models Pythia increasingly

outperforms the Mamba model.

When analyzing the Global Average of the performance scores, it is evident that

the models were not specifically fine-tuned for individual tasks, which could explain

some of the observed variations. The Mamba-130m and Pythia-160m models exhibit

similar average performance, with Mamba slightly outperforming Pythia. However,

performance tends to deteriorate for larger Mamba models, particularly with the Mamba-

1.4b and Mamba-2.8b models.

4.3.3 Performance Comparison to SlimPajama Models

After analyzing models trained on The Pile, we extended our comparison to models

trained on the SlimPajama dataset to see if the trends maintained for architectures on a
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Model
Global

Average
Coding

Data
Analysis

Math Language Reasoning
Instruction
Following

Mamba-130m 3.41 0.00 0.00 4.15 2.51 1.00 12.82
Pythia-160m 3.26 0.00 0.00 4.00 2.44 1.00 12.15

Mamba-370m 3.96 0.00 0.00 3.54 1.47 5.00 13.77
Pythia-410m 2.85 0.00 0.00 1.76 2.31 1.00 12.05

Mamba-790m 3.54 0.00 0.00 2.31 2.03 4.00 12.91

Pythia-1b 3.23 0.00 0.00 0.00 2.12 4.00 13.25

Mamba-1.4b 3.92 0.00 0.00 4.45 2.01 1.00 16.07

Pythia-1.4b 4.71 0.00 0.00 2.12 3.68 4.00 18.43

Mamba-2.8b 2.60 0.00 0.00 3.52 2.19 0.00 9.88

Pythia-2.8b 3.19 0.00 0.00 0.08 2.06 3.00 13.98

Mamba-2.8b-SP 2.22 0.00 0.00 0.44 2.34 0.00 10.50

BTLM-3b-SP 6.68 0.00 0.19 0.90 1.88 12.00 25.09

Table 4.1: Performance of models on global average of all categories and the results

of each benchmark category from LiveBench: Coding, Data Analysis, Math, Language,

Reasoning, and Instruction Following. Bolded values represent the highest result within

each benchmark category, with bolded models indicating highest overall average. The

bottom two models, denoted with the -SP suffix, were trained on the SlimPajama dataset,

while the other models were trained on The Pile. Scores reflect the automatic evaluation

results from LiveBench.

different dataset.

Overall, the trends exhibited for the largest size Mamba and Pythia model maintain

for the Mamba-SP and BTLM-SP models. The only category that does not follow this

trend is for the Math benchmark, where the Mamba performs noticeably lower than

it had previously and the transformer BTLM is able to score higher. Additionally, the

BTLM transformer model was able to achieve a score for the Data Analysis benchmark

that had previously only acheived zero scores. This suggests that the training data may

be an important factor for models being able to score on this metric.

Further comparison of the SlimPajama against The Pile models reveal that the

SlimPajama dataset allowed the transformer model to score four times greater for the

Reasoning benchmark and almost double for the Instruction Following benchmark when

compared to The Pile transformer counterpart. For these metrics, the Mamba showed

negligible difference.
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Overall, the comparative analysis between models trained on The Pile and SlimPa-

jama datasets reveals that while Mamba models perform strongly in certain bench-

marks like Math, transformer models maintain superior performance in reasoning and

instruction-following tasks for large model sizes. These insights underline the influence

of training data and model architecture on overall performance.

4.4 Summary and Insights

The Mamba models exhibit clear advantages in math-related benchmarks compared

to transformers, highlighting the effectiveness of the state space model architecture in

managing numerical and pattern-based tasks. Despite this strength, there is notable vari-

ability in Mamba’s performance on reasoning tasks, with larger models showing reduced

effectiveness. This suggests that while Mamba excels in mathematical problem-solving,

its capabilities in reasoning and instruction-following require further investigation or

fine-tuning.

Additionally, Mamba’s underperformance in data analysis and coding tasks raises

questions about its generalizability across different benchmarks. This discrepancy could

indicate that the model struggles with more complex tasks or that the benchmarks used

were particularly challenging. Further analysis should explore whether Mamba’s lower

performance is due to the inherent difficulty of these benchmarks or limitations in the

model itself, by evaluating its ability to produce nonzero scores on simpler coding and

data analysis tasks. Including transformer models in this investigation would provide a

clearer understanding through comparison.

Notably, Mamba’s performance decline on tasks where it previously excelled sug-

gests that earlier high scores may have been influenced by memorization rather than

genuine model capabilities. To address this, a detailed analysis is needed to determine

if memorization of specific training data contributed to these discrepancies.

The evaluation of models trained on the SlimPajama dataset reinforces the significant

impact of training data and model size on performance. Future research should focus

on fine-tuning models for specific tasks to improve their performance to see if that

could improve its performance. Additionally, exploring adjustments in training data

and model architecture may help overcome current limitations. Overall, while Mamba

demonstrates strong performance in certain benchmarks, ongoing research is essential

to address its limitations and enhance its capabilities across a wider range of tasks.



Chapter 5

Membership Inference

This chapter looks more closely into the memorization of the architectures through the

lens of membership inference attacks (MIAs) – an attack that examines the likelihood

of a specific data sample being included in the model’s training dataset. This section

compares the architectures by exploring the performance of the models across MIA

attacks for methods of Neighborhood Attack, Min-K%, and Min-K%++. It also explores

the metrics across model variants, different-sized models, and different input lengths.

5.1 Purpose

While Mamba has shown greater memorization when evaluated on prefix adversarial

attacks, it was still able to outperform transformer models for mathematical tasks. This

suggests that though it has demonstrated increased memorization of passages of training

data, it may be a worthwhile choice depending on the purpose of the model. Expanding

on the initial work done on memorization to MIA attacks allows for a greater assessment

of the susceptibility to different styles of attacks by being able to generate metrics for

the likelihood that the model will be able to identify data it has been trained on.

Although a different style of attack, due to the high memorization observed for

prefix attacks, suggests that the Mamba model may also show heightened susceptibility

to MIAs compared to Pythia. If models that performed well in memorization tasks are

vulnerable to membership inference, it would suggest that their ability to retain and

recall training data could be compromising their privacy [28].

MIA attacks were also chosen as they often lay the groundwork for defense mech-

anisms for unlearning as they help identify which data points are memorized by the

model. Through this, data can be classified to find the best candidates for unlearning,

30
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which has shown to be successful in improving the model’s privacy and robustness

against MIA vulnerabilities [12, 54]. In using this attack, this experiment can better

offer insight into the best future direction for unlearning to apply defenses to the models.

This chapter aims to provide a comprehensive evaluation of membership inference

risks associated with the models studied, using the observed memorization patterns

to gauge privacy vulnerabilities and highlight potential avenues for future privacy

enhancements.

5.2 Experimental Setup

5.2.1 Dataset

Because the dataset for membership inference attacks includes data used in training

and similar data not used in training, allows for the attacks to assess the likelihood

of the seen versus unseen data. Instead of sourcing The Pile and non-The Pile data

for this experiment, this study utilizes a benchmarked membership inference dataset

WikiMIA [56]. WikiMIA was selected because it offers different-sized input lengths

(32, 64, 128, and 256 tokens), which are useful for examining how models handle

different text lengths. Additionally, because the set is benchmarked, it allows the results

of this study to not only be reproducible but also allows the findings to be compared

to other MIA studies. This choice enables an analysis of the impact of input length on

membership inference.

MIA attacks do this by calculating the score of the likelihood for the input given

to be included in the training data. In methods like the Neighborhood Attack and Min-

K% attacks, thresholds are used to classify samples based on their loss or probability

characteristics. For instance, in the Neighborhood Attack, a threshold might be set to

decide if the loss of a target sample significantly deviates from its neighbors. Similarly,

Min-K% and Min-K%++ use thresholds to classify tokens or sequences based on their

probabilities. While the application of thresholds differs, the underlying concept of

setting criteria to classify samples is similar across these methods.

5.2.2 Neighborhood Attack

The Neighborhood Attack method, as shown in Figure 5.1, infers membership by

comparing the loss of a target sample with the losses of its syntactically and semantically

similar neighbors. This technique operates under the assumption that if a sample was
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included in the training data, its loss would be comparable to that of its neighbors.

For this study, we employed the BERT-base-cased model [16] for the proposal model

that would create the neighbor samples as it aligns with prior research done for the

neighborhood attack [37, 67]. To evaluate the membership inference, we evaluated 10

neighbors against each target sample, as this number aligned with established practices

in the literature [37], and allowed for a meaningful comparison while maintaining

manageable computational requirements.

Figure 5.1: For a given target sample x, a pretrained masked language model generates

a set of neighbor sentences by substituting words in the original sample. The losses of

these generated neighbors and the original sample are then compared using the target

model. If the losses for the neighbors are similar to the loss for the target sample, and

the difference between them is below a specified threshold γ, this suggests that the

target sample is likely to be part of the model’s training data.

5.2.3 Min-K% and Min-K%++ Methodologies

The Min-K% and Min-K%++ methods are used to determine whether a text sequence

was part of a model’s training data by analyzing token probabilities. These methods are

both scoring functions, with process illustrated in Figure 5.2.

The Min-K% method focuses on tokens with the lowest probabilities within a

sequence. It calculates the average log-likelihood of the lowest k% of these tokens.

This approach works on the assumption that tokens from non-member sequences often

exhibit unusually lower probabilities, making them easier to identify. The log-likelihood

and corresponding score for this method is computed using the following formula:

Min-K%token(xt) = log p(xt | x<t), (5.1)
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Figure 5.2: Process of evaluation for both the the Min-K% and Min-K%++ methodologies.

Both methods are used for scoring is able to determine whether the text that the model

was prompted with was included in the training data.

Min-K%(x) =
1

|min-K%| ∑
xt∈min-K%

Min-K%token(xt). (5.2)

where p(xt | x<t) represents the probability of token xt given the preceding tokens

x<t . The overall Min-K% score is then calculated by averaging these log-likelihood

values over the minimum-K% of tokens.

The Min-K%++ method extends Min-K% by introducing a normalization step to

reduce the impact of variability in token probabilities. This method calculates the log

probability of each token, but then normalizes this value by subtracting the mean and

dividing by the standard deviation of the log probabilities for all candidate tokens. The

normalized log probability and given score is given by:

Min-K%++token(xt) =
log p(xt | x<t)−µx<t

σx<t

, (5.3)

Min-K%++(x) =
1

|min-K%| ∑
xt∈min-K%

Min-K%++token(xt). (5.4)

where µx<t and σx<t are the mean and standard deviation of the log probabilities,

respectively.

It can be seen from Equation 5.2 and Equation 5.4 that these methodologies are

structured similarly, with the only difference being the normalization of tokens of Equa-

tion 5.1, which can be seen in Equation 5.3. While Min-K% has proven effective

for evaluating membership inference and unlearning, this research incorporates the

newer Min-K%++ method because of the strong findings. Min-K%++ introduces σx<t ,

inspired by temperature scaling [25], to calibrate prediction confidence by adjusting

model outputs with a dynamic, input-adaptive factor rather than a fixed constant. This

approach has shown to improve performance, especially in cases with variable token

distributions. By normalizing log probabilities, the Min-K%++ research aims to provide

a more balanced and accurate assessment compared to the simpler Min-K% method [71].
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Because of the similarities, both will be evaluated against the architectures to examine

if the differing architectures of comparable sizes present similar patterns across the

evaluation metrics.

5.2.4 Output Results

Figure 5.3: Receiver Operating Characteristic (ROC) curve is created from plotting the

True Positive Rate (TPR) against the False Positive Rate (FPR). This curve illustrates

how well the model distinguishes between training data members and non-members.

The Area Under the ROC Curve (AUROC) represents the overall effectiveness of the

model, with higher values indicating better performance in identifying whether a sample

was part of the training data.

For evaluating membership inference attacks, we used consistent rates across all

models. Specifically, a True Positive Rate (TPR) threshold of 95% was set, meaning the

model aims to correctly identify 95% of actual members. This threshold automatically

determines the False Positive Rate (FPR) as 5%, indicating the proportion of non-

members incorrectly classified as members. This approach balances sensitivity and

specificity, as shown in Figure 5.3 and uses values that are in line with standard practices

for evaluating membership inference attacks [67, 57, 10].

5.2.5 Limitations

Although the WikiMIA dataset contains sizes of input up to 256 tokens, later experi-

ments for input length only tested the lower three input sizes of 32, 64, and 128 tokens

due to time constraints. Additionally, these experiments were limited to the WikiMIA

dataset to focus on input length, but further experiments could expand to different

subsets of The Pile through testing with the other benchmarked membership inference

dataset MIMIR [18], which contains subsets of MIA data collection for subsets of The
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Pile. This was not done due to the time needed to evaluate each subset, however, it

would help expand on the initial work done for prefix attacks on subsets. This direction

would allow for a greater understanding of security for specific domains.

5.3 Neighborhood Attacks

The goal of this section is to evaluate how the SSM and transformer architectures exhibit

memorization based on their AUROC score on the neighborhood attack, and whether a

smaller model and larger model will show similar patterns. Additionally, experiments

were done to expand the study to transformer and transformer-like models of different

sizes to broaden the study, as was done previously for prefix attacks.

5.3.1 Experimental Procedure

To address the SSM and transformer architecture on the Neighborhood Attack, we first

selected the smallest and largest models from the Mamba and Pythia suites. They were

then evaluated on 10 generated neighbor samples and compared to the initial sample.

Each model was subjected to the attack from the WikiMIA sample with an input length

of 64, which was chosen as the (something about 64 is greater than 32 but less than 128

so it is a central metric).

This evaluation was then extended to include RWKV-4 and GPT-Neo models as

well as including the small, medium, and large variants for each model type. Each

model was attacked on the same set of samples and 10 neighbors for standardization.

5.3.2 Model Sizes

The results of this experiment indicate that Mamba shows greater memorization as

indicated by the larger ROC blue curves for the Mamba model compared to the green

curves for the Pythia in Figure 5.4a. Further looking at the lighter colored curves that

are drawn for the smaller architectures against the darker colored curves for the larger

in Figure 5.4a, demonstrates a similar increase in memorization across small to large

model sizes for both Mamba and Pythia.
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(a) (b)

Figure 5.4: (a) Shows the TPR against the FPR for the smallest and largest Pythia and

Mamba models, which create the ROC curve on an input length of 64. (b) Shows the

measurement of different models, and their respective sizes against their corresponding

AUROC score on an input length of 64.

5.3.3 Additional Models

Expanding on the initial findings of the comparison between the small and large Mamba

and Pythia models on the Neighborhood Attack, other models with transformer and

transformer-like architectures were examined to see the effect of model size on the

memorization which can be viewed in Figure 5.4b. When observing the line graph,

transformer-based architectures GPT-Neo and Pythia perform similarly, with the Pythia

model showing less memorization for the smaller model size.

The greatest divergence of the memorization metrics occurs for the larger sizes

of Mamba and the RNN-transformer hybrid RWKV-4. These demonstrate greater

memorization than the transformer models. The high metric for RWKV-4 suggests that

the previous low memorization performance of the RWKV-4 model on the prefix attack

was due to the difficulty in tokenizing the longer input. It is also notable that the hybrid

RNN appears to exhibit higher memorization than the pure transformer models, but still

less than the SSM architecture of Mamba.

5.4 Comparison of Membership Inference Attacks

This section examines the performance of membership inference attacks across model

sizes and input lengths to see if there are similar trends to those found for the prefix

attacks. The goal is to assess how sample input length and model size influence

membership inference across all metrics to identify any common trends. This analysis
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parallels similar experiments done previously for prefix attacks to determine if they

exhibit comparable effects.

A more detailed analysis to compare the Min-K% and Min-K%++ methods on

the influence of k on AUROC values for the 2.8b Pythia and Mamba models was also

explored and can be found in Appendix B section B.4.

5.4.1 Experimental Procedure

For testing the effect of the model size across the three attacks, the small, large, and

extra large were chosen for Pythia and Mamba models. These were tested on WikiMIA

lengths of 64. Within the Neighborhood Attack, 10 neighbors were used for comparison.

Next, for testing the WikiMIA length, lengths 32, 64, and 128 were tested on the largest

Pythia and Mamba models. The 2.8b models were chosen for analysis as it showed

the largest models demonstrated the most divergence in the previous experiment( Fig-

ure 5.4b), and thus might be easiest to visualize the divergent patterns between the

architectures.

5.4.2 Effect of Model Size

(a) (b)

Figure 5.5: (a) AUROC scores of Min-K% and Min-K%++ methods across different model

sizes to demonstrate memorization. (b) Effect of input length on Min-K% and Min-K%++

performance of classification, demonstrated by the AUROC score.

Figure 5.5a displays the performance of the MIA methods across different model

sizes. Most notable is as size increases for the Mamba and Pythia models, on the

Neighborhood Attack in green is the slightly lower score for Mamba. This differs

from the other MIA attacks, where Mamba, in solid lines, consistently shows greater
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memorization than its dashed counterpart. The overall trends of the graph indicate

that for scoring, the MIA Min-K%++ attack demonstrates the greatest AUROC scores,

followed by the Neighborhood Attack, with the Min-K% having the lowest scores.

However, for the smallest models, the Neighborhood Attack demonstrates the most

effective at getting both Pythia and Mamba models to achieve the highest AUROC

scores. This suggests that for smaller models the Neighborhood Attack may be more

effective, but for larger models, the Min-K%++ could be more effective.

5.4.3 Effect of Input Length

When comparing the results for input lengths of 32 and 64 tokens, there is a notable

decrease in AUROC scores for all models and MIA attacks(Figure 5.5b). Interestingly,

the decrease appears smallest for the Mamba model in the Min-K%++ attack and

greatest for the Mamba model in the Neighbor attack. This suggests that depending on

the size of the input sequence, there could be more optimal MIA attacks. Across all

MIA attacks the Mamba is shown to memorize more than its Pythia counterpart, which

reflects similar results to the previous experiment on model size.

5.5 Summary and Insights

Evaluation of the variety of MIA attacks demonstrated that Mamba had greater memo-

rization, as predicted by the AUROC scores across Min-K%, Min-K%++, and Neigh-

borhood Attack. While demonstrating less memorization than Mamba, the RWKV-4

exhibited interesting behavior by showing greater memorization for larger-sized models

than the transformer models. Additionally, The findings across model sizes indicate that

the Neighborhood attack for mid-sized Mamba and Pythia models should be further

examined as Mamba showed less performance. Lastly, when examining the effect of

the input length, the results for size 64 appeared the smallest. As the base experiment

for the experiments conducted in this chapter, similar experiments of sizes 32 and 128

could be done to further assess if the results are a novelty of the 64 lengths or whether

they are consistent. Additionally, adding the input length of 256 could help evaluate the

trend of input length and may highlight the patterns better.
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Conclusions

6.1 Summary

This work focused on analyzing the memorization and performance of SSM and trans-

former architectures by comparing the Mamba (SSM) and Pythia (transformer) models.

The initial exploration focused on analyzing memorization using prefix attacks, where

the model was given the start of a training data passage and its output was compared to

the actual end of that passage. The findings showed that Mamba exhibited greater exact

and fuzzy memorization, consistent with previous research suggesting a correlation

between Mamba’s superior recall in n-gram prefix lookup tasks and its performance

in these memorization tests [31]. Further analysis revealed higher memorization for

both models on the GitHub subset compared to other subsets of The Pile. Additionally,

when examining input lengths for larger samples of 500 tokens, the Mamba model

displayed divergent behavior, possibly due to varying attention mechanisms across

different Mamba model sizes. Next, evaluations on the uncontaminated LiveBench

benchmark aligned with previous research [23, 26] for smaller models, with Mamba

averaging higher scores than Pythia. However, for larger models, the results deviated,

with Pythia outperforming Mamba on these tasks. Mamba models generally excelled

in mathematical tasks, while transformers performed better in instruction-following

tasks. Notably, neither model scored on the data analysis and coding tasks, likely due

to the benchmarks’ difficulty. Lastly, memorization was revisited in the domain of

membership inference, which can determine the likelihood that a piece of data was

shown in the model’s training. The findings across multiple MIA attacks demonstrated

greater memorization for Mamba models, which supported the previous findings for the

prefix attacks.
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6.2 Limitations

The greatest limitation within this study was the availability of pre-trained Mamba

models. As larger models demonstrate are shown to exhibit greater memorization with

memorization examined on models of sized 6.9b and greater [39], the trends found for

this study may not scale the same for the Mamba architecture as they do for the Pythia

architecture. Additionally, because of the divergent architectures, pre-trained models on

de-duped and quantized models would allow for greater ability to measure the effect of

those as defences [33, 36] across the different architectures in being able to analyze the

strongest defense technique per architecture.

Another limitation of this study was the focus on generative models, such as Pythia

and Mamba, did not allow for other adversarial attacks such as masked attacks that

require fill-mask functionality [73]. This constraint prevented the analysis of masked

attacks on these models. The study would have also benefited from further evaluation

of the models on easier performance benchmarks for coding and data analysis tasks to

better understand the performance difference between the architectures. However, such

an analysis was not feasible due to computational constraints.

6.3 Future directions

Based on the initial experiments with prefix attacks, a more detailed analysis of mem-

orization on 500-token samples across different sizes of the Mamba model is needed.

This should include how it performs for tasks that have a prompt of this length as well

as assessing the variation of memorization across the subsets of The Pile to assess the

distribution of membership inference across the subsets. However, the results suggest

that this could be due to attention, and should be explored further. Additionally, further

work on analyzing the comparative performance of the models on less difficult coding

and data analysis tasks, such as Codereval [68] and InfiAgent-DABench [30], is needed

to better understand whether the 0 score was due to both models’ inability to perform

these styles of attacks, or if, on simpler tasks, one of the models is capable of superior

performance. Lastly, additional work should be done to expand on the initial MIA work

to determine the effect unlearning has on the models. Specifically, if for the same setup,

the Mamba model is more effective at unlearning and retaining performance compared

to transformer models, which have been shown to be effective at unlearning by targeting

data identified as likely memorized through MIA [54].
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Appendix A

Architectures

A.1 RWKV Architecture

RWKV models leverage a combination of recurrent mechanisms and weighted key-

value memory to handle sequential data. Their design and components are tailored to

capture and memorize patterns effectively. The diagram of the components can be seen

in Figure A.1, with the key aspects of RWKV models being:

1. Recurrent Weighted Key-Value Memory: The RWKV architecture incorporates

a recurrent mechanism with a key-value memory component. This mechanism

maintains a dynamic memory of past information, where each token in the

sequence is associated with a set of weighted key-value pairs. The recurrence

enables the model to retain and use information from previous tokens, which

is crucial for understanding long-range dependencies in the data. The memory

update process involves:

Memoryt+1 = Update(Memoryt , Inputt)

where Update represents a function that combines the previous memory with the

current input. This setup allows the model to store and recall information over

extended sequences, making it adept at capturing and utilizing patterns observed

in the data.

2. Recurrent Processing with Weighted Key-Value Storage: RWKV models

process inputs recurrently, applying transformations to the input tokens and their

associated memory:
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Outputt = Transform(Inputt ,Memoryt)

where Transform represents the function that computes the output based on the

input and the current memory. This approach helps the model generate outputs

by leveraging both the current input and the stored context, allowing it to capture

complex patterns and relationships in the data.

3. Scalable Memory Management and Efficiency: RWKV models are designed

to be efficient in handling large-scale data. The architecture balances the need for

comprehensive memory with computational efficiency:

Efficient Memory Management = Scale(Memory,Data Size)

where Scale adjusts the memory capacity according to the size of the input data.

This feature ensures that the model can handle long sequences and large datasets

effectively, making it scalable for various applications.

4. Integration of Recurrence with Transformer-like Components: While RWKV

models utilize recurrent mechanisms, they also incorporate components inspired

by transformer architectures, such as attention mechanisms. This hybrid approach

enables the model to benefit from both recurrent and attention-based processing:

Hybrid Processing = Recurrent Processing+Attention Mechanisms

This integration allows RWKV models to leverage the strengths of both recurrent

and attention-based methods, improving their ability to capture and generate

patterns in data.
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Figure A.1: Architecture of the RWKV model, illustrating the integration of RNN and

transformer components.



Appendix B

Additional Membership Inference

B.1 Perplexity

Perplexity is a common metric used to evaluate language models and their ability to

predict a sample of text. It is defined as the exponentiation of the entropy, which

measures the average uncertainty in predicting the next token. For a given model, the

perplexity PP of a sequence of tokens is calculated as:

PP = exp

(
− 1

N

N

∑
i=1

log p(xi)

)

where p(xi) is the probability assigned by the model to token xi, and N is the total

number of tokens. Lower perplexity values indicate that the model is better at predicting

the sequence, reflecting a more accurate representation of the language structure.

The concept of perplexity originates from information theory and was introduced

to the field of natural language processing as a way to assess the performance of

probabilistic models. The metric was initially used by researchers like Shannon in the

1940s to measure the uncertainty in predicting sequences of symbols [53]. In modern

NLP, perplexity provides insight into how well a model captures the statistical properties

of the language [21].

While perplexity can be a measure of membership inference, other studies on

the perplexity for response to LAMBADA questions by measuring the responses of

perplexity demonstrated lower perplexity scores for each Mamba model than to each

transformer counterpart [23, 26]. Despite studies from Calini using perplexity as a

metric [9] for a partial relation to the model per
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B.2 Zlib Compression Score

The zlib compression score measures the compressibility of the text, which can indirectly

reflect how much redundancy or repetitive patterns are present in the output. Zlib is a

widely used compression library that implements the DEFLATE algorithm. This score

is computed by:

zlib score =
length of compressed output

length of original text
A lower zlib score indicates higher compressibility, meaning the text contains more

redundant or repetitive information.

The DEFLATE algorithm, which zlib is based on, was designed by Phil Katz and

first introduced in the 1990s [35]. It combines LZ77 compression and Huffman coding

to effectively reduce the size of data while preserving the original information. In

the context of evaluating text models, the zlib score helps quantify how much the

generated text can be compressed, providing another dimension to assess the model’s

memorization and output characteristics.

B.3 Comparison of PPL & Zlib Scores

B.3.1 Experimental Procedures

Similar to the way the results were analyzed for results of the memorization metric, the

results of the different model sizes on the perplexity and Zlib scores were also measured,

to see if there were any trends between them. For this, the model output was analyzed

by the tokenizer and model and the zlib evaluated the model’s output string.

B.3.2 Effect on Model Sizes

The results for the Zlib score indicate that the Mamba and the Pythia have extremely

similar results, with the results looking like they overlap. The average zlib score appears

to remain relatively the same throughout changes of the model’s size. However, when

evaluating the average perplexity of the models, the Mamba model shows less perplexity

than the compared Pythia model. This is notable as some literature notes that perplexity

reflects higher memorization, but it was shown that Mamba memorizes more than

Pythia.
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Figure B.1: Average zlib score of the model’s output compared to the model sizes.

Figure B.2: Increasing model sizes against the average perplexity of the model.

B.3.3 Effect on Data Subsets

When analyzing the results from the prefix attacks, the Zlib and perplexity metrics

revealed that the DM Mathematics subset exhibited lower perplexity and Zlib scores.

This suggests a higher level of memorization for both exact and fuzzy memorization.

However, this was not reflected in the actual text. In contrast, subsets like EuroParl and

PubMed Abstracts also showed lower perplexity, but they exhibited minimal memo-

rization in both fuzzy and exact metrics. This indicates that perplexity scores might

be more indicative of memorization in certain domains or when comparing specific

samples across different subsets.

B.4 Min-K% and Min-K%++ Comparison

A comparison of the line plots confirmed the findings of the Min-K%++ research [71],

with the Min-K%++ method showing less deviation for different values of k. It is also
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(a) PPL

(b) Zlib

Figure B.3: Results of small Mamba and Pythia models for membership inference metrics

on subsets of The Pile: (a) perplexity (PPL) and (b) Zlib.

visible that the AUROC values are higher for the Min-K%++ experiment. It is important

to note that the k values may aid in identifying patterns to unlearn for the model. While

the Min-K% method has been proven to help with defense, the Min-K%++ method

has not yet been used in that manner. It is also interesting to note that both models

exhibit similar responses and patterns, although the Mamba model scores higher in

the Min-K% evaluation. Additionally, for potential unlearning tasks, higher k values

indicating greater memorization could suggest that the Mamba model might show better

performance after initial stages of unlearning, given its propensity to memorize more

during training.
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Figure B.4: Comparison of the Min-K% PROB, represented by mink and Min-K%++,

represented by mink++, methods across different values of k for 2.8b sized Mamba and

Pythia models. The figure illustrates how the performance metrics, such as AUROC,

vary with changes in k. Min-K%++ generally shows less deviation and higher AUROC

scores compared to Min-K%.



Appendix C

Additional Prefix Attack

C.1 Subset Analysis on Large Models

The results for the larger run models on the subset data indicate similar patterns of

memorization for the subsets. However, the prompt repetition measured for the larger

subsets when compared to the smaller experiment run Figure 3.6c that the Mamba

models show greater repetition than Pythia models for larger sized models in Figure C.1c.

Additionally, the prompt repetition for the Enron Emails subset becomes slightly larger

than that for Github in both models. Interestingly, on the datasets tested, Mamba shows

similar patterns of greater memorization for both fuzzy and exact memorization metrics

as seen in Figure C.1a and Figure C.1b.
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(a) Fuzzy memorization

(b) Exact memorization

(c) Prompt repetition

Figure C.1: Results on 2.8b sized Mamba and Pythia models for memorization metrics:

(a) fuzzy memorization, (b) exact memorization, and (c) prompt repetition.



Appendix D

Performance

D.1 Comparison Baselines

While the primary focus of this study was on the Pythia and Mamba models, it is

important to contextualize their performance within the broader landscape of models

evaluated on this benchmark. Notably, many top-scoring and leaderboard models

are significantly larger and fine-tuned beyond the 2.8B parameter size of the Pythia

and Mamba models. Therefore, it is crucial to compare these results with those of

lower-scoring models to provide a complete picture.

The low scores (0) observed for both the Data Analysis and Coding metrics in the

Pythia and Mamba models highlight the challenges of this benchmark. The reference

models, as shown in Table D.1, also achieved a score of 0 in these categories. This

aligns with the benchmark’s characterisation of being exceptionally challenging, as

previously outlined.

D.1.1 Reference Model Scores

Model
Global

Average
Coding

Data
Analysis

Math Language Reasoning
Instruction
Following

llama-2-7b-chat 10.25 0.00 0.00 44.88 6.86 4.78 5.00

qwen1.5-0.5b-chat 5.26 0.00 0.00 21.30 2.88 3.39 4.00

Table D.1: Performance of reference models across different categories.

When evaluating how other models perform in the Math category Table D.1, the

results are comparable to those of the Mamba models, which is promising. However, it
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is noted that most models scored lower in Instruction Following metrics compared to

the reference models. This disparity is expected, as the reference models are fine-tuned,

whereas the main models in this study are baseline models. Consequently, the baseline

models generally underperform in these sections.

Overall, it is notable that the highest-performing model from our experiments

surpasses the lowest-scoring model on the leaderboard, specifically the Qwen-1.5-0.5b-

chat model from the LiveBench leaderboard with the average of 5.26 being lower than

the best performig transformer model seen in this study which received an average of

6.678 as seen in Table 4.1. This finding is promising and suggests that the adaptations

made to the benchmark for the Mamba models and BTLM model were effective, as

demonstrated by their improved performance.

D.2 Model Scores by Task

While the large overview was covered in the main portion of the paper, it can be

more beneficial to comprehend the performance of the models and gain a further

understanding by looking at how they perform on each task, rather than just on the total

averaged benchmark for each section. This chapter divides into a section of each of the

respective section tasks and the scores for each.

D.2.1 Coding Tasks

For the Mamba and transformer models trained on The Pile and SlimPajama, the overall

benchmark averaged to 0 for all of the models Table 4.1. None of the tasks show a

deviance from the original analysis as all indicate 0 here as well Table D.2.

D.2.2 Data Analysis Tasks

For the data analysis tasks it is interesting to note that despite the average of 0 for all of

the averaged models on the data analysis benchmark Table 4.1, not all of the results are

zero when looking at the individual tasks. The BTLM transformer model was able to

retrieve a non-zero score for one of the tasks.

In the TableJoin task, the model is provided with two tables that have partially

overlapping columns and is required to create a valid join mapping between them. This

task is conceptually similar to the Summarize task, where the model must infer and

consolidate information from the provided data. Transformer models have demonstrated
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Model LCB Generation Coding Completion

Mamba-130m 0.00 0.00

Pythia-160m 0.00 0.00

Mamba-370m 0.00 0.00

Pythia-410m 0.00 0.00

Mamba-790m 0.00 0.00

Pythia-1b 0.00 0.00

Mamba-1.4b 0.00 0.00

Pythia-1.4b 0.00 0.00

Mamba-2.8b 0.00 0.00

Pythia-2.8b 0.00 0.00

Mamba-2.8b-SP 0.00 0.00

BTLM-3b-SP 0.00 0.00

Table D.2: Individual scores for each task in the Coding benchmark from LiveBench.

strong performance in the Summarize task, as shown in Table D.4. This suggests that

transformer models may also perform well in the TableJoin task due to their ability to

effectively handle and integrate complex information.

D.2.3 Instruction Following Tasks

Looking at each individual task for instruction following, for the models Pythia and

Mamba that were trained on The Pile, it is interesting to note that while the mod-

els averaged to show that the Pythia models showed higher scores for instruction

following Table 4.1 that the Mamba model is often better on the story generation met-

ric Table D.4. The prompt of this task is that given a set of sentences, the model is asked

”Please generate a story based on the sentences provided” [66]. When compared to

the other tasks that are based on understanding the text, the Pythia transformer models

show higher results. However, for results that require less memorization of the prompt,

the Mamba demonstrates stronger performance.
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Model CTA Table Join Table Reformat

Mamba-130m 0.00 0.00 0.00

Pythia-160m 0.00 0.00 0.00

Mamba-370m 0.00 0.00 0.00

Pythia-410m 0.00 0.00 0.00

Mamba-790m 0.00 0.00 0.00

Pythia-1b 0.00 0.00 0.00

Mamba-1.4b 0.00 0.00 0.00

Pythia-1.4b 0.00 0.00 0.00

Mamba-2.8b 0.00 0.00 0.00

Pythia-2.8b 0.00 0.00 0.00

Mamba-2.8b-SP 0.00 0.00 0.00

BTLM-3b-SP 0.00 0.58 0.00

Table D.3: Individual scores for each task in the Data Analysis benchmark from

LiveBench.

D.2.4 Language Tasks

For the language tasts, the Pythia models consistently outperform the Mamba models. It

is also intresting to note that the Mamba model values seem to increase for sizes 790m

and 1.4b, which are when the comparable sized Pythia models decrease in their own

performance. This trend then changed for the 2.8b sized model for the models, where

the Pythia performs approximately four times as well than the Mamba model.

An interesting observation when looking at the 2.8b slimpajama models is that the

mamaba model appears to outperform the transformer model on this metric. Similarly,

unlike the Pythia 2.8b sized model that was also able to score on the connections task,

the BTLM model is unable to score. This may suggest that the type of data the model is

trained on is important, and that the possibility of a de-duplified dataset may result in a

more difficult ability to perform well on language tasks.

D.2.5 Math Tasks

In the main metrics, the Mamba models were able to significantly outperform the trans-

former models for The Pile, but were quite similar on the SlimPajama dataset Table 4.1.
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Model Paraphrase Simplify Story Generation Summarize

Mamba-130m 10.78 13.87 13.92 12.70

Pythia-160m 13.02 14.53 11.33 9.70

Mamba-370m 12.62 11.40 16.08 14.98

Pythia-410m 11.45 11.20 12.75 12.78

Mamba-790m 12.70 10.87 17.25 10.83

Pythia-1b 13.78 9.20 14.25 15.75

Mamba-1.4b 13.70 14.47 18.42 17.70

Pythia-1.4b 23.83 15.12 13.67 21.12

Mamba-2.8b 6.50 8.17 12.08 12.78

Pythia-2.8b 2.33 16.33 7.83 29.40

Mamba-2.8b-SP 12.53 11.87 9.17 8.45

BTLM-3b-SP 21.08 24.72 21.92 32.65

Table D.4: Individual scores for each task in the Instruction Following benchmark from

LiveBench. Models that are bolded indicate the highest overall performance within their

model size and dataset grouping, while bolded numbers represent the highest result for

each task within the respective grouping.

It is interesting to note that within the individual metrics that for the Mamba

2.8b model was a slight reduction in performance on the Olympiad benchmark, but

was able to score on the AMPS Hard metric. The Olympiad benchmark is based in

questions from international IMO competitions that are prestigious competitions for

high school students. Additionally, the AMPS dataset is are synthetically generated

math questions that are harder as random primitives are drawn from a larger and more

difficult distribution across the 10 most difficult tasks within AMPS. For this metric, it

is notable that a non-tuned Mamba model was able to score on this metric.

Another thing to notice from the table is that the SlimPajama models were not able

to score as well on these metrics. This demonstrates the importance of data within the

models training and demonstrate that the distribution of data within the dataset could be

important in the baseline models ability to perform.
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Model Connections Plot Unscrambling Typos

Mamba-130m 0.00 5.02 0.00

Pythia-160m 0.00 4.87 0.00

Mamba-370m 0.00 4.40 0.00

Pythia-410m 0.00 6.94 0.00

Mamba-790m 0.00 6.08 0.00

Pythia-1b 0.00 6.36 0.00

Mamba-1.4b 0.00 6.04 0.00

Pythia-1.4b 0.00 7.36 0.00

Mamba-2.8b 0.00 4.37 0.00

Pythia-2.8b 0.00 4.12 0.00

Mamba-2.8b-SP 0.00 7.13 0.00

BTLM-3b 0.00 5.64 0.00

Table D.5: Individual scores for each task in the Language benchmark from LiveBench.

Models that are bolded indicate the highest overall performance within their model size

and dataset grouping, while bolded numbers represent the highest result for each task

within the respective grouping.

D.2.6 Reasoning Tasks

Within the Mamba and Pythia models in the averaged category of reasoning Table 4.1

the Mamba model proved to have higher overall performance on the reasoning task

for the 370m when compared to Pythia sized 410m. Notably, when looking at the task

breakdown for the reasoning benchmark in Table D.7, the results show that for the

models of that size, each only scored non-zero for different tasks. The Web of Lies

v2, is a harder version of Big-Bench Hard [58] that evaluates the truth for a boolean

function that is expressed as a word problem. The task Zebra Puzzles was based off of

the existing well-known reasoning task [32] that tests models on their ability logically

deduce information given a list of statements that create constraints. Additionally, the

Mamba models are unable to score on the Web of Lies v2 task, but are able to score on

the Zebra Puzzle task.

This suggests that the Mamba model may be capable of reasoning through logic,

but may struggle with following instructions in language. This is supported by the



Appendix D. Performance 65

Model AMPS Hard Olympiad Math Comp

Mamba-130m 0.00 12.43 0.00

Pythia-160m 0.00 11.99 0.00

Mamba-370m 0.00 9.58 1.04

Pythia-410m 0.00 5.28 0.00

Mamba-790m 0.00 6.92 0.00

Pythia-1b 0.00 0.00 0.00

Mamba-1.4b 0.00 13.36 0.00

Pythia-1.4b 0.00 6.35 0.00

Mamba-2.8b 1.00 9.57 0.00

Pythia-2.8b 0.00 0.23 0.00

Mamba-2.8b-SP 0.00 1.31 0.00

BTLM-3b-SP 0.00 2.70 0.00

Table D.6: Individual scores for each task in the Math benchmark from LiveBench.

Models that are bolded indicate the highest overall performance within their model size

and dataset grouping, while bolded numbers represent the highest result for each task

within the respective grouping.

higher scores of the Mamba model on the mathematical benchmarks that have a greater

focus on logic Table D.6 and the Pythia models performing higher on the instruction

following tasks Table D.4.
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Model Web of Lies v2 Zebra Puzzle

Mamba-130m 0.00 2.00

Pythia-160m 0.00 2.00

Mamba-370m 0.00 10.00

Pythia-410m 2.00 0.00

Mamba-790m 0.00 8.00

Pythia-1b 4.00 4.00

Mamba-1.4b 0.00 2.00

Pythia-1.4b 8.00 0.00

Mamba-2.8b 0.00 0.00

Pythia-2.8b 2.00 4.00

Mamba-2.8b-SP 0.00 0.00

BTLM-3b-SP 4.00 20.00

Table D.7: Individual scores for each task in the Reasoning benchmark from LiveBench.

Models that are bolded indicate the highest overall performance within their model size

and dataset grouping, while bolded numbers represent the highest result for each task

within the respective grouping.
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