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Abstract

Cyber insurance policies primarily provide financial backup for the occurrence of

any computer-related events such as cyber-attacks. The policies cover two types of

losses: first-party loss and third-party loss and help in mitigating the financial burden

resulting from these events. The project presented two novel contributions, in the field

of Natural Language Processing under the domain of cyber insurance policies: a dataset

for question-answering and a fine-tuned large language model(LLM). The question-

answering dataset consists of 6848 rows and comprises questions having three answer

types- Yes/No, Inclusions/Exclusions, and Extractive. We developed types of fine-tuned

LLMs- a short-context T5 model, and a long-context Longformer Encoder-Decoder

(LED) model, and analysed with BLEU score, ROUGE scores, F1 score and Exact

Match (EM) scores. Fine-tuning both LED and T5 on the curated dataset exhibits better

performance when compared to their zero-shot counterparts. Moreover, we proved the

hypothesis that long-context models perform better than short-context models for all

question types. Analysing the decoding strategy for the LED model, it was found that

the optimal strategy differs based upon the question type, where Beam Search (beam

width 2) outperformed in Yes/No and Extractive questions, while Nucleus Sampling

(thresholding 0.9) outperformed in Inclusions/Exclusions questions. Ablation studies

performed on LED models demonstrate that increasing the unfreezing of more fine-

tuned encoder-decoder layers improves performance. Moreover, the local attention-only

variant shows better performance than the local and global variants for questions with

answer types Yes/No and Inclusions/Exclusions. This model can be used in low-risk

situations such as validating manual analysis or performing initial coverage comparison.

In addition, it is important to note that responses from the model are to be validated by

human beings.
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Chapter 1

Introduction

The increasing use of digital services and products in the current society has paved

the way for cyber events such as data breaches and security incidents resulting in huge

financial deficits[42, 49, 56, 67]. Though individuals and organizations have relied on

traditional methods such as antivirus software and threat detection tools, optimal cyber

protection has not yet been achieved. As a result, they have turned to cyber insurance

policies as an effective tool for risk management to compensate the losses due to these

attacks[49] .

Cyber insurance is defined as those insurance policies that address first-party losses

and third-party losses due to computer attacks as well as the failure of information

systems. First-party losses mainly consist of direct damages that are incurred by the

primary party in the insurance contract, which is the policyholder and includes “identity

recovery”, “cyber extortion”, “computer attack”, etc. Third-party loss on the other hand,

mainly addresses the loss suffered by the external parties of the contract, due to the

negligence of the insured, and includes “Data Compromise”, “Network Security”, and

“Electronic Media”. The policyholder can be an individual or an organization[56].

The key actors in cyber insurance include- “Insurer” and “Insured”. “Insurer”, also

known as “Insurance carrier” provides financial support or protection to individuals

as well as organizations by taking over the financial burden in exchange for monetary

compensation. On the other hand, “Insured” also known as “policyholder”, is an entity

that requests for insurance and transfers the risk[42].

Cyber insurance offers several advantages. Firstly, it encourages significant in-

vestments in cyber protection by institutions or organizations and helps in curbing the

financial crisis implying bankruptcy[38]. Secondly, by improving the overall level

of cyber protection, cyber insurance can enhance societal well-being. Finally, cyber
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Chapter 1. Introduction 2

insurance helps in setting up novel and advanced standards in cyber security[67].

However, cyber insurance faces several challenges. One major challenge of cyber

insurance policy documents is the lack of transparency in the insurance policy docu-

ments, thereby making it difficult for organizations to compare the coverages between

various insurers[56]. Another major challenge is the rising volume of unstructured

data, which includes textual data. Since insurance documents are highly unstructured,

traditional methods of actuary that outperformed well in the past, struggle to handle the

data effectively[8].

1.1 Project Hypothesis & Objectives

Large Language Models (LLMs) have shown benchmarking results for tasks related

to natural language processing (NLP). LLMs have a large number of applications in

healthcare[47], business[57], law[40], etc. where important contents can be extracted

from the document[8]. Based on the applicability of LLMs in various domains, the

main objective of this project is to explore the adaptation of LLMs in the evaluation of

cyber insurance policies using question-answering tasks.

The primary hypothesis is that long-context models outperform short-context models

when dealing with long-context documents. To investigate this hypothesis we use the

following research questions:

1. How do we construct a ground truth dataset that evaluates effectiveness for

question-answering tasks to detect terms and conditions for coverage or exclu-

sions, definitions of certain terminologies, etc?

2. Compare the performance of long context LLMs with short context LLMs.

(a) Evaluate and compare the zero-shot performance of long-context and short-

context LLMs.

(b) Analyze and compare the performance of both types of LLMs after fine-

tuning with the curated dataset.

3. How can we evaluate the performance of LLMs across the entire dataset and

various question types?

(a) What is the Exact Match and F1 score for the entire dataset?

(b) What is the Exact Match and F1 score for Yes/No questions?
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(c) What is the Exact Match and F1 score for Inclusions/Exclusions questions?

(d) What are the Exact Match, F1, ROUGE and BLEU scores for extractive

questions?

1.2 Contribution

The outcome of this project has multiple significant contributions to Natural Language

Processing (NLP) in the domain of cyber insurance policies. The first contribution is

a question-answering dataset comprising 6848 questions consisting of three distinct

question types- Inclusions/Exclusions questions, Yes/No questions, and Extractive

questions. The second contribution is based on fine-tuning two distinct Large Language

Models: T5-small, which is a short-context model, and Longformer Encoder Decoder

(LED), which is a long-context model. Upon analysing the performance throughout the

entire dataset and various question types, it was found that a long-context model exhibits

superior performance when compared to a short-context model. We also identified the

best decoding strategy to retrieve the correct word from the models, compared various

attention mechanisms, and compared the effect of unfreezing various encoder-decoder

layers.

In conclusion, the project has significantly advanced applications of NLP in the do-

main of cyber insurance by creating a question-answering dataset and by demonstrating

the superior performance of long-context LLMs.

1.3 Dissertation Outline

The entire document is divided into six chapters. Chapter 2 provides background

literature on cyber insurance policies, Large Language Models (LLMs) and Transformer

Architecture, Question answering- Datasets and Metrics, and Domain-specific LLMs.

Chapter 3 focuses on Methodology which tells about the Dataset Creation, preparation

of LLMs, various decoding strategies, and various Evaluation Metrics. Chapter 4

discusses the various experiments conducted, which include results from zero-shot,

fine-tuning, decoding strategy, and various ablation studies on Longformer Encoder

Decoder. Chapter 5 contains Implications of the results, challenges or Limitations, and

various Future Works. Chapter 6 gives a proper conclusion to our study. ’



Chapter 2

Background

2.1 Cyber Insurance Policies

The reliance of the contemporary society on IT services is increasing significantly and

result in unfavourable events or cyber risks such as ransomware, cyber attack, cyber-

bullying, etc [19, 25]. These cyber risks can result in economic losses and intangible

losses. Economic losses include credit monitoring costs, loss of intellectual property.

Meanwhile, intangible losses include reputation damage, customer turnover, etc. [74]

Insurance aims to protect individuals from suffering loss due to an unfavourable

event[62]. For taking a premium, insurers pay money resulting to cover the events

specified in the policy. This is also known as indemnity payments[25].

Cyber insurance policies are a set of policies which provide financial backup for the

direct loss as well as a loss by another entity that is not part of the agreement but has

suffered a loss due to the insured’s actions resulting from issues related to information

technology systems. These policies typically include two types of coverage: first-party

and third-party coverage. Under first party coverage, the insurer directly pays the money

to the insured. Some of the examples include identity recovery, cyber extortion, etc.

Meanwhile, third party coverage is related to claims that are brought by the parties who

are not part of the contract and suffers loss due to the conduct of insured. This includes

loss due to Electronic Media and Network Security[56].

Cyber insurance can also be categorised as home cyber insurance or consumer cyber

insurance. Home cyber insurance policies cover the losses due to tampering of digital

assets such as hardware while Consumer cyber insurance policies cover losses due to

extortion, fraud and cyber attacks[25].

Exclusions in cyber insurance policies are those events which are not covered by

4
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any policy. Some of the examples include harms due to fire, natural calamities, etc[25].

One major challenge in cyber insurance policies is the lack of transparency. As a re-

sult, organizations face difficulty in understanding these policies and initiate appropriate

decision-making [55].

To address this, an NLP based framework which mainly comprises of basic machine

learning algorithm principles for classifying cyber insurance policies were created. This

framework mainly encompassed TF-IDF for the representation of words as numbers,

and utilises Multinomial Naive Bayes classifier as the machine learning algorithm. The

model achieved an accuracy of 83%. The study addressed the need for robust prediction

of policy pattern. Utilisation of advanced machine learning and deep learning algorithms

were suggested as some of the future works to improvise the performance[55].

2.2 Large Language Models

Large Language Models (LLMs), whose core architecture is based on Transformers

[68] are pre-trained on a large corpora and then fine-tuned on a specific task on a small

dataset[10]. LLMs have shown benchmark-setting results for various tasks related

to natural language processing (NLP). These models can perform two kinds of tasks:

Sentence Level tasks and Token Level tasks. The former understands and predicts

the relation between sentences. This mainly includes natural language inference and

paraphrasing. On the other hand, the latter, which includes question answering and

named entity recognition, predicts the fine-grained output at the token level[16].

The evolution of LLMs can be traced back to encoder-decoder based on Recurrent

Neural Networks (RNNs). One major issue with RNN is its tendency to forget long-

range sequences due to the vanishing gradient problem[21, 48]. Long Short Term

Memory (LSTM)[22] addresses this issue by using gates and additive connections.

However, LSTM encoder-decoder architecture faced two challenges. The first issue

is recency bias, which is more bias towards the recent words of the input sequence.

Another issue was the creation of a bottleneck by representing a sentence of arbitrary

length to a vector of fixed-length[48].

The attention mechanism addressed these issues by calculating how much a target

word focuses on every source word. This is done by calculating the similarity between

the source and target using dot products. A higher value of the dot product implies

high similarity, while, a lower value of the dot product implies low similarity. When

the attention is calculated between two input vectors, then it is called the self-attention



Chapter 2. Background 6

mechanism and forms the core of the Transformer architecture[68]. Let Q,K,V respec-

tively represent the query, key and value matrices of linear projections of a transformer

model. The attention score is calculated by

Attention(Q,K,V ) = softmax
(

QKT
√

dk

)
V (2.1)

In a self-attention mechanism, every input vector is represented in three different forms:

query, key and value. The query representation compares an input vector with other

input vectors to get the weights for calculating its own output vector. Meanwhile, the

key representation compares an input vector to other inputs to get the attention weights

to calculate their outputs. Whereas, the value representation uses these weights to

compute the weighted for the output vector. Self-attention has advantages over RNN

models mainly, in terms of the computational complexity, thereby making it easier for

processing long-range sequences when compared with RNNs[68].

Multi-head attention on the other hand performs attention operation across different

representation subspaces based on the positions. Position embeddings are used to model

the positioning of a sequence, since self-attention is invariant to position[68].

Figure 2.1: Transformer Model Architecture[68]

The transformer architecture(Figure 2.1) consists of 6 encoders and 6 decoders.

Each encoder takes the input sequence and forms a continuous representation as output.

This continuous representation is passed into the decoder as input to generate the output,

where one symbol is generated at each time and uses the output previously generated as
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an input. The encoder comprises of two sub-layers: a multi-head attention mechanism

and a feed-forward network layer (FFN). Each sub-layer has a residual connection[21]

around it and is followed by layer normalization[24]. Each decoder has three sub-layers,

including those from the encoder and an additional sub-layer which conducts multi-head

attention over the encoder output. Like the encoder, every sublayer has a Residual

connection around it and is followed by Layer Normalization. Self-attention sub-layer

in the decoder layer is modified to prevent attention of position to later positions.[68]

LLMs can be used for a vast number of applications such as question answering,

summarisation, machine translation, etc[52]. Examples include GPT[10], Llama[66],

etc. Models like BERT[17] and T5[53] are also considered as LLMs[60]. In general,

LLMs show superior performance on unseen tasks and when given appropriate instruc-

tion [13]. Open-source LLMs such as Llama[60] aim to create efficient models that can

be enabled by fine-tuning on smaller datasets which are custom-made. Closed-source

LLMs such as GPT[52] place restrictions on training data and architecture[27].

2.2.1 T5

T5[53] is a transformer-based model, which utilises an encoder-decoder architecture

and can process “text-to-text” contents (Figure 2.2). The T5 model has a context length

of 512 tokens. The architecture of T5 shares similarities with that of the Transformer

encoder-decoder architecture[68] as shown in Figure 2.1 with few exceptions.

Figure 2.2: T5 Model Framework[53]

One of the major differences is regarding the normalization, where the T5 model

does not consider bias. Another difference is regarding the residual connection, where

transformers place the residual connection before the layer normalisation, while in the

T5 model, the order is reversed. Another major third difference is regarding the position

embeddings. While the original transformer uses sinusoidal position embeddings, the

T5 model simplifies the concept. For T5, position embeddings are formulated by making
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it a scalar which is added to the logit, primarily for calculation of attention weights.

These position embeddings vary for each head within a layer, while these are consistent

across all the layers [53, 68].

The structure of the decoder is similar to that of the encoder. The only difference

between an encoder and a decoder is that a standard attention mechanism is attached

to every self-attention layer which attends to the encoder’s output. The decoder uses a

causal or autoregressive self-attention mechanism where the model can attend to the

previous outputs. Thus, the final decoder block’s output is processed through a dense

layer having a softmax output where the weights of the dense layer are shared with the

embedding matrix of the input[53].

Dividing deep into the architecture of both encoder and decoder for each block,

the FFN comprises a dense layer with an output dimensionality of 3072, followed by

ReLU, and then by another dense layer. All attention mechanisms have 12 heads, and,

for each attention mechanism, the dimensions of the matrices “key” and “value” are 64.

Whereas, the remaining embeddings with their sub-layers maintain a dimensionality of

768. The major pre-training objective of the model is span corruption where the model

needs to predict the tokens that are missing or corrupted. An objective is designed in

such a way that 15% of input tokens are randomly sampled and removed. Therefore,

the aim of the pre-training objective is to predict the tokens that were dropped out [53].

There are five model sizes corresponding to this model: Small, Base, Large, 3

Billion model and 11 Billion model that offers flexibility on parameter counts[53].

2.2.2 Longformer Encoder Decoder (LED)

Longformer-Encoder-Decoder (LED), a sequence-to-sequence variant of the Long-

former model that can process longer documents up to 16384 tokens efficiently. This is

mainly because the complexity is reduced to linear from quadratic in sequence length,

and can stem from modification of transformers through sparsification. The Longformer

follows a hybrid attention mechanism, which is a combination of local and global

attention, and the attention window stands as the core. The fixed-size window that

surrounds each token, emphasises the importance of local context and is similar to

the Convolutional Neural Networks (CNNs), where larger receptive fields are formed

by stacking layers. Observing Figure 2.3b, for each token there exist 1
2w tokens on

either side, where w represents the window size. The complexity is O(n×w) and scales

with the input sequence length n in a linear way. “Dilated sliding window” is used
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to capture dependencies of longer ranges without increasing the computational costs

significantly. Thus as shown in Figure 2.3b with fixed dilation d, l layers, and window

size w for all layers, the receptive field has been increased to l × d ×w. With small

values of d, the receptive field reaches up to thousands of tokens, thereby increasing

the model’s ability to capture long-range dependencies. The multi-headed mechanism

helps increase the performance of the model by making some heads with dilation focus

on a longer context, while heads without dilation focus on the local context. Global

attention is incorporated for selected input locations to address task-specific learning

needs. Hence, tokens with global attention attend to all other tokens and vice versa. In

question-answering, question tokens are assigned global attention. The complexity of

local and global combined is O(n) as shown in Figure 2.3d. The architecture of the

Longformer Encoder Decoder (LED) is inspired by the Bidirectional and Autoregressive

Transformers (BART) model(Figure 2.4) which can handle “text-to-text” tasks, with the

exception of attention patterns. The encoder utilises a combination of local and global

attention while the decoder utilises self-attention to the tokens which are encoded and

previously decoded. There are two model sizes- LED-base with 6 layers and LED-large

with 12 layers in both the encoder as well as decoder stacks. For our analysis, we use

LED-base model[9, 36].

(a) (b) (c) (d)

Figure 2.3: LED Model (a) Default self-attention (n2) (b) Attention- Sliding window (c)

Attention- Sliding window Dilated (d) Global & Sliding Window Attention[9]

Both the encoder as well as decoder are arranged as stack.

Figure 2.4: Architecture of LED & BART[36]
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2.3 Decoding Strategies

Decoding strategies refer to the different methods in generating outputs from a model

to form meaningful sequences. There are two main ways of decoding- deterministic

method and stochastic methods. Deterministic method means selecting the word with

highest probability and stochastic method means selecting a word in random[43, 48].

The different decoding strategy methods include: greedy decoding, beam search, top-k

sampling, nucleus sampling, and typical sampling. We describe each in the following

subsections.

2.3.1 Greedy Decoding

Greeding decoding[48] is the simplest and most straightforward decoding approach. At

each time step, the model selects the word with the highest probability. In other words,

let et represent the predicted word at time-step t.

et = argmax
i
, p(e)t,i (2.2)

where i represents the word in the vocabulary V of the model p(e)t,i represents the

probability of word i at time t. Since there is no backtracking, the word that has the

highest probability at time t can be a bad choice and can not be changed.

2.3.2 Beam Search

Beam search with the hyperparameter b is an extension of the greedy search algorithm

which selects the b best partial sequences at every time step t. The process continues

until the maximum sequence length is reached. When the beam size (b) equals 1, then

beam search becomes greedy decoding. One significant drawback is the phenomenon

of length bias where the algorithm favours shorter sequences upon increasing the beam

size. This can be attributed to the diminishing values of probability upon larger number

of multiplication operations. Moreover, as the beam size increases, it becomes more

computationally expensive [48].

2.3.3 Top-k Sampling

Top-k sampling with hyperparameter k is a stochastic method where the word selected

at time t is from a pool of k words that have the highest probability at the time t.
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Let P(x|x1:i−1) represent the probability distribution of words by the model over the

vocabulary V and x1:i−1 represents tokens that are previously generated. Let V (k)

represent the top-k words that are selected such that V (k) ⊂V maximises

∑
x∈V (k)

P(x | x1:i−1) (2.3)

The words in the set V (k) are those set of k words which has the highest probabilities

thereby truncating the distribution to k most probable words. In this decoding method,

the value of k plays a very important role. The combination of smaller k with flattened

distribution can result in sub-optimal results, where generic words can be generated

sometimes. Whereas in the case with larger k and peaked distribution, where inappro-

priate words are generated. Under many scenarios, the text generated by top-k sampling

has higher quality than the beam search or greedy search algorithms[18, 23].

2.3.4 Nucleus Sampling

Nucleus sampling[23] also known as top-p sampling with hyperparameter p is a stochas-

tic method which finds the next word by truncating probability distribution based on the

probability threshold p. Let P(x|x1:i−1) represent the probability distribution of words,

V represent the overall probability, V (p), also known as nucleus, represent the top-p

words in the vocabulary such that V (p) ⊂V and is the smallest set of words such that

∑
x∈V (p)

P(x | x1:i−1)≥ p (2.4)

What makes top-p sampling different from top-k sampling is the size of the nucleus

which is completely dynamic. This change in the nucleus size corresponds to a change

that occurs in the confidence region of the model over the vocabulary. Lower values of

p lead to focused outputs while higher values of p lead to diverse outputs[23].

2.3.5 Typical Sampling

Typical sampling[43] is an advanced decoding strategy whose aim is to generate text

that is more “human-like”. For a text to be human-like, information theory needs to be

incorporated while generating content. This ensures that information of word aligns

closely with the expectation of a word given the prior text. The main objective of this

sampling is given by the equation

argmin
c ∑

w∈C
|H(Wt = w | context)+ log p(Wt = w | context)| (2.5)
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subject to

∑
w∈C

p(Wt = w | context)≥ τ (2.6)

where Wt represents the word at time step t, H(Wt = w | context) represents the expected

information event also known as conditional entropy, also known as expected informa-

tion content p(Wt = w | context) represents the probability of word given context and τ

is the hyperparameter which controls total probability to be considered[43].

2.4 Question Answering

Question-Answering is a key task in Natural Language Processing and is mainly relevant

in Large Language Models (LLMs). There are two paradigms for question answering-

Information Retrieval question answering and Knowledge based question answering.

The former paradigm focuses on reading comprehension (RC) tasks which focuses on

retrieving relevant passages from text and utilising a reading comprehension algorithm

to get answers from the answer span[54]. While, the latter paradigm constructs a

semantic query from the text and is sent to the database containing facts to retrieve an

answer.[28]

2.4.1 Datasets

The question-answering tasks contain a large number of benchmark datasets. We discuss

the datasets SQuAD and BoolQ.

2.4.1.1 SQuAD

Stanford Question Answering Dataset (SQuAD)[54] is a benchmark reading compre-

hension dataset developed with the help of human experts. The total number of question-

answer pairs is 107785 which are based on articles of count 536 from Wikipedia. The

creation of the dataset incorporated three stages that mainly involved assembling pas-

sages, collection of question-answer pairs, and fetching supplementary answers. The

questions were developed in such a way that it was formulated by crowdsource workers

in their own words, without copying word phrases from the paragraph. The dataset

encompassed various kinds of answers such as date, numerical values, persons, loca-

tions, entities and various kinds of phrases. Also, there exist syntactic as well as lexical

differences between the questions and their corresponding answer.
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2.4.1.2 BoolQ

Another benchmarking reading-comprehension dataset is BoolQ[14]. While the main

focus of SQuAD is extractive answers that are span-based, BoolQ has binary “Yes” or

“No” answers. This difference in the answering shifts the focus on attending complex,

non-factoid information processing and problem-solving based on inference, thereby

holding similarity to datasets that are entailment-based. The dataset having 16000

naturally occurring yes or no questions are paired with paragraphs which contains the

relevant answer. Based on the context and the question, the model needs to predict the

answer as either “Yes” or “No”. Another important highlight pertaining to this dataset

is the requirement of the detection of entailment in paragraphs rather than looking at a

pair of sentences. Among the 16000 questions, 3000 questions are obtained from the

Natural Questions (NQ) dataset[32]. The number of questions that have the answer

“Yes” is much more prevalent in the dataset. The average length of questions is 8.9

tokens indicating short questions. On the other hand, passages are longer having a

context length of 108 tokens.

2.4.1.3 Document-Structuring

A large number of documents have strong structures that include pages, representations,

PDFs, etc. Representing the structured document as plain text can disagree with the

mental model of the user in a structured document. Thus, it leads to a scenario, where the

users can answer the questions trivially, but it can fail with the contemporary approaches

in the document question-answering using Large Language Models. To address this

gap, LLMs address the document structure. Adobe Extract API is used to convert the

PDF into an HTML-like tree that includes titles of sections, paragraphs, tables, etc[2, 3].

The tree is later parsed to fetch sections, heading, and section levels gathering all the

necessary text in each page. It is later fed into a document for querying and extracting

pieces of information. This is prompted in the Large Language Model GPT-3.5. The

results show that the system exhibits better performance in terms of answer quality than

its baselines by a small margin. [58]

2.4.2 Metrics

An evaluation metric measures the performance of a machine-learning or a deep-learning

model, which helps in quantifying and comparing the quality or efficiency of different

approaches[46, 63]. These metrics can vary on the objectives of a study. For our
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research, we have six different metrics - Exact Match, F1 Score, ROUGE-L Precision,

ROUGE-L Recall, ROUGE-L F1 Score, and BLEU scores, and discussed as follows.

2.4.2.1 Exact Match

This refers to the ratio of predicted answers that exactly match with the ground truth

answer. For each observation, the value will be either 1 (if the answer is correct) or 0

(if the answer is incorrect). For each observation, the maximum exact match score is

computed. The EM score for the entire dataset can be calculated as the arithmetic mean

of the EM scores of individual observations. [28, 54]

2.4.2.2 F1 Score

The mean number of tokens that overlap between the predicted and gold answers, which

are treated as a bag of tokens. For each question, the predicted answer is compared

to all ground-truth answers to calculate the F1 score. The highest F1 score has been

selected for the question. To assess the F1 score of the entire dataset, the arithmetic

mean of individual F1 scores is calculated.[28, 54]

2.4.2.3 ROUGE-L

Recall-Oriented Understudy for Gisting Evaluation (ROUGE) is a metric that evaluates

the number of overlapping units between the text generated by the model and the

ground-truth text. ROUGE-L, a variant of ROUGE is used to calculate the length of the

Longest Common Subsequence (LCS) between the generated and ground-truth text.

Let X ,Y represent two subsequences of length m and n respectively. Longest

Common Subsequence LCS(X ,Y ) is defined as the subsequence common in both X and

Y , and has maximum length.

The recall of the ROUGE-L is calculated by the formula

Rlcs =
LCS(X ,Y )

m
(2.7)

It is a ratio of the length of the longest common subsequence to the length of the ground

truth sentence.

The precision of the ROUGE-L is calculated by the formula

Plcs =
LCS(X ,Y )

n
(2.8)
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It is a ratio of the length of the longest common subsequence to the length of the

predicted sentence.

The F-Score of the ROUGE-L is calculated by the formula

Flcs =
(1+β2)RlcsPlcs

Rlcs +β2Plcs
(2.9)

When β = 1,

F1lcs =
2RlcsPlcs

Rlcs +Plcs
(2.10)

Hence Equation 2.10 is F1 score which is the harmonic mean of recall and precision[39].

Although ROUGE-L is generally used for summarization tasks, it is applied for

question-answering datasets such as MS-MARCO. One major advantage of the ROUGE

score is that it does not require a predefined n-gram size[11, 75].

2.4.2.4 BLEU

The primary objective of the BLEU score is to obtain the number of matches after

comparing the candidate’s n-grams with the reference’s n-grams[50]. A higher number

of matches indicates better performance of the model. The principal foundation of

this metric is precision, which is the ratio number of words that are common in both

candidate and reference. One major problem with precision is the over-generation

of “reasonable” words that result in faulty results. To overcome this issue, modified

n-gram precision is calculated by calculating the n-gram counts in candidates as well

as the maximum number of counts in the reference. The count of candidate words is

clipped by their respective maximum value followed by addition, and division by the

total number of n-grams as candidates. BLEU scores are calculated by the formula

BLEU = BP∗ exp
N

∑
n=1

wnlogpn (2.11)

where BP refers to the brevity penalty and is calculated by

BP =

1 if c > r

e(1−r/c) if c ≤ r
(2.12)

where pn represents the geometric mean of the modified n-gram precisions, N represents

the maximum length, wn represent the positive value weights which get summed up to

one, c represents the length of the candidate, and r represents the length of the corpus.

According to the baseline settings, the default value of N is set as 4 and the weights

(wn) are uniform which is 1
N [50].
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Though the BLEU metric is meant for machine translation, it is now widely used

across sequence-to-sequence tasks which includes question-answering as well [11, 75].

2.5 Domain-specific LLM

Domain-specific LLMs have exhibted outperforming results on the tasks related to the

domain when compared to the general purpose models[72]. One example is BioBERT,

which is trained with bio-medical corpus has outperformed BERT in bio-medical related

natural language tasks[34]. Another example is the P5 model, based on the pre-trained

weights of T5 model which excels in recommendation tasks[20].

LLMs have found numerous applications in the finance domain. BloombergGPT, a

language model with 50 billion parameters was developed by training on a vast financial

dataset which encompassed 363 billion tokens from Bloomberg’s data sources. The

model tends to outperform general LLMs in tasks related to finance [72]. FinBERT,

a BERT model trained on financial data has exhibited state-of-the-art performance in

sentiment analysis classification [7]. Financial LANGuage model (FLANG) utilises

financial-based keywords and phrases to enable better masking objectives combined

with span boundary and in-filling objectives[59].

Alongside these LLMs, benchmark datasets have been developed for the financial

domain. Financial Language Understanding Evaluation[59] comprises 5 NLP tasks in

finance- Sentiment Analysis, Classification, Detection of structure boundary, Named

Entity Recognition and Question Answering. Another relevant benchmark dataset is the

FINQA dataset, which focuses completely on question answering and contains 8281

pairs of question answers based on the reports of 500 S&P companies [12].

Narrowing down the finance domain to cyber-insurance, there exists a significant

gap: no LLMs have been developed to date. Our project bridges this gap with two

primary contributions. Firstly, it will develop a question-answering dataset based on

cyber insurance policies. Secondly, it will train an LLM in the domain of cyber insurance

policies based on the already curated dataset. Thus, these contributions correspond to a

novel approach in applying LLMs to the field of cyber insurance, thereby potentially

improving the ability to understand and analyse highly modular cyber insurance policy

documents.
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Methodology

3.1 Dataset

The question-answer dataset used throughout the entire project is a significant research-

contribution as it was based on hand-annotation. Both the questions as well as answers

were hand-annotated from 50 cyber insurance policy documents. These policy doc-

uments were obtained from two major sources: exhaustive internet searches, and

contributions from the dissertation supervisor. The policy documents were primarily

focused on two key regions: The United Kingdom (UK) and The United States of

America (US).

3.1.1 Question-Answer Types

A question-answer dataset majorly consists of question, context and answer. The

templates for various questions are provided in Appendix A.

3.1.1.1 Yes-No

This section focuses on those a specific category of questions that answer binary- “Yes”

or “No” responses. The questions have been structured to address the following areas:

1. Determine whether a term comes under inclusion

2. To check whether a term comes under exclusion

3. Understand the applicability of certain terms or scenarios under another term.

4. Investigate the coverage eligibility with respect to the timeframe before the

commencement of policy or after the occurrence of an incident.

17
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The questions are formulated based on the pattern from the BoolQ dataset(Section

2.4.1.2) [14], whose answers are either “Yes” or “No”. The questions in our dataset

are in such a way that the first word is either of the given indicator words- “Are”,

“Will”, “Is”, “Has”, “Can”, “Does”, “Could” and “Did”. While designing the dataset,

a conscious effort has been made to maintain a balance between the labels “Yes” or

“No”, thereby preventing the bias towards one type of answer. We chose this type of

questions because of its inference-based nature. Either of the words “Yes” or “No” are

not mentioned in the context explicitly. Hence, the model needs to produce these terms

by inferring from context and question[14].

3.1.1.2 Inclusion-Exclusion

This section aims to explore those questions which examine whether a given term comes

under “Inclusions” or “Exclusions”. The answer is binary, where the label will be either

“Inclusions” or “Exclusions”. The reason for choosing this type of question is due to

the inferential nature and holds similarity with Yes or No question (Section 3.1.1.1). In

some cases, the policy document which serves as the context in question-answering may

not contain the exact terms- “inclusions” or ‘exclusions”, but the synonyms of these

terms. The model needs to predict either of these labels by inference from questions

and contexts corresponding to the questions[14].

3.1.1.3 Extractive Questions

Unlike the previously discussed sections 3.1.1.1, 3.1.1.2, that focuses on producing

label value as answers such as “inclusions” or “exclusions”, “yes” or “no”, this section

discusses those questions that are descriptive-based and answers that are directly ex-

tracted from the document, similar to SQuAD (Section 2.4.1.1), thus forming extractive

question answering[54]. The descriptive questions have encompassed three following

areas:

1. Identify and extract specific conditions for a term to come under inclusion.

2. Identifying those exceptions that come within the exclusion of a particular term

3. Extraction of definitions of each term in the policy document.

We chose extractive types of question-answers since it is ensured that the exact language,

as well as the policy context, are maintained with minimal misrepresentation risk as

well as inaccurate paraphrasing.
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3.1.2 Context Representation

The cyber insurance policy documents are large documents that are available in PDF

format, spanned across multiple pages, and structured into multiple sections and sub-

sections. Representing such structured data in the form of plain text can lead to

sub-optimal results. This limitation underscores the need to represent the document as

structured content[58].

3.1.2.1 Extraction of the context

To achieve the structured representation of the document, Adobe API[2] was used to

extract the content along with the metadata of PDF documents. The metadata comprises

tags that have a close resemblance with the elements of HTML[3]. Thus, a two-step

conversion process was incorporated for converting PDF documents into properly

structured text. The first step involves the conversion of extracted content along with its

metadata into an HTML document. The second step involves converting an HTML into

a Markdown format, which maintains the structure of the document while significantly

reducing the number of unwanted tokens.

3.1.2.2 Context Representation in T5 Model

The maximum context length of T5 model[53] is 512 tokens. Hence, neither the

policy document nor the sections whose token size exceeds by a considerable margin

can be accommodated into smaller context models like T5. Thus, to overcome this

limitation, the entire document was split into small meaningful chunks such that it

can accommodate questions and the context that corresponds to the question, thereby

providing the model with the necessary information for accurate response generation[9].

The length of context is between 45 & 490, such that it can accommodate the question.

3.1.2.3 Context Representation in Longformer Encoder Decoder (LED)

Since the context length of cyber insurance policies and sections in it is large, Long-

former Encoder Decoder (LED)[9] whose context size is 16384 and output size is

1024 is used. This can accommodate the entire policy document without any chunking

strategy. Upon analyzing the count of tokens in a document, all documents except one

to two have a token count below 16384. The documents could be processed without

modification. The remaining 1-2 documents have token size between 16384 and 20000.

For these documents, unwanted sections were removed randomly ensuring that the
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number of tokens is less than 16384, thereby maintaining all necessary information

corresponding to our objectives. Therefore, the length of context is between 3025 &

15578 so that the input can include questions as well.

3.1.3 Count of Questions and Answers

Our dataset comprises 6848 question-answer pairs from 50 policy documents. The

documents are divided into a train-valid-test ratio of 7:2:1. The count of questions is

mentioned in Table 3.1.

Question Type Training Data Validation Data Testing Data

Yes/No 1820 552 335

Inclusions/Exclusions 1499 453 222

Extractive 1486 288 193

Overall 4805 1293 750

Table 3.1: Number of question-answer pairs in training, testing, and validation data for

various question types

3.2 Language Models

Our dataset has three types of answers that include inclusions/exclusions, yes/no,

and extractive answers. Utilising models like BERT[16] becomes difficult since it can

process one task at a time. In other words, the training objective is different for extractive

answers and yes/no answers. To solve this, the “text-to-text” model architecture that

has text as both input and output is used. This implies a unified approach to a consistent

training objective for pre-training and fine-tuning. This versatility helps in models

becoming an ideal choice for a large number of tasks in natural language processing,

including but not limited to summarization, question-answering, and classification[15].

For our study, we used the T5 model[53] as a short context model and the Long-

former Encoder Decoder (LED) model[9] as a long context model.

3.2.1 T5 Model

T5 [53] is a transformer-based model, that utilises an encoder-decoder architecture

for processing “text-to-text”. The model can process up to 512 tokens in a single
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pass. The model outperforms other task-specific architectures due to its ability to

achieve comparable performance. Furthermore, when combined with scale, the model

managed to set new state-of-the-art benchmarks in 18 out of 24 natural language tasks,

which includes question-answering, thereby highlighting the effectiveness in various

challenges pertaining to natural language processing. For our analysis, T5-small which

consists of six encoder-decoder layers was used.

We fine-tuned this model by unfreezing the last three encoder and decoder layers

for two major reasons. Firstly, fine-tuning one-fourth layers helps in achieving 90 % of

the original quality of the original transformer-base model. Secondly, restricting our

fine-tuning to the last output layer can result in sub-optimal performance[33].

The input format we approached aligns with the original implementation paper and

is given below

"question: " <Mention question> " context: " <Mention context>

For the answer, the tokenization process employs a strategic approach to handle padding.

The value -100 substitutes the padding token ID. This substitution holds a key where

-100 serves as a flag and the loss function ignores these padding tokens during the

calculation of loss. Thereby it ensures that the performance evaluation of the model is

focused on the meaningful parts of output, instead of being skewed by padding[51].

In our study, beam search was used as the decoding strategy and aligned with the

original implementation of T5.

3.2.2 Challenges with T5 Model

Despite achieving a state-of-the-art performance, the model faces two significant chal-

lenges which are highly relevant in the field of cyber insurance policies comprising

documents whose size is extremely large.

1. Transformer Complexity: The complexity of transformers is associated with

the self-attention component of transformers. This self-attention component

by capturing context-level information from the whole sequence plays an in-

strumental role in attaining the state-of-the-art performance of the models. But

this powerful feature comes at a cost, where the computational and memory

requirements of self-attention are defined by O(n2), where n defines the length of

the input sequence. When the input sequence is large, quadratic scaling can be

problematic, since a larger computational resource is required. Hence, processing
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large documents such as insurance documents that span up to a large number of

pages would be extremely difficult [9].

2. Shorter Context Length: The maximum input length of T5 model is 512 tokens.

This poses a significant challenge while sealing with long-context documents,

that are mainly found in real-world applications. To address these challenges,

researchers have three major approaches. The first approach is document trun-

cation, where the document is cut off at the maximum length of the context.

The second approach is chunking, where the entire document is split into small

independent or overlapping chunks and each chunk is processed separately. The

third approach is a retrieval-based approach, where necessary documents are

retrieved and passed to extract the answers. All these approaches fall into a

common problem which is the loss of information[9]. Consider an example,

where we divide the “Exclusions” section of our document into multiple chunks,

and a question comes up to decide whether a term comes under Inclusions or

Exclusions. The model can return sub-optimal results if the particular chunk does

not have any term related to Exclusions. Hence, relying on this model will be

fatal [9].

3.2.3 Longformer Encoder Decoder

To address the issues associated with the short context models like T5 as mentioned

in Section 3.2.2, we use models capable of handling longer context. In our study,

Longformer-Encoder-Decoder (LED)(Section 3.2.3)[9], a sequence-to-sequence variant

of the Longformer model is used. The LED model achieves significant advantages over

T5, out of which is context length. The model can process 16384 tokens in a single pass

and is 32 times greater than the size of the T5 model.

The unique attention mechanism scales linearly with the input sequence, instead

of quadratic functions[68], makes it easier to process long-context models[9]. LED

model is completely inspired from the architecture of Bidirectional and Auto-Regressive

Transformers (BART) [36] with the exception of implementing the attention pattern.

For our study, we use the LED-base model. The model consists of 6 encoder-

decoder layers. We fine-tune only the last three encoder-decoder layers while keeping

the first three encoder-decoder layers frozen for three major reasons. The first reason is

the issues associated with computational memory complexity which brings a serious

challenge in a limited computational environment. The second reason holds similarity
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with that of the T5 model, where fine-tuning only one-fourth of layers helps in achieving

90% efficiency of the original transformer-base model. The final reason is fine-tuning

only the last output layer can result in sub-optimal performance.

The input structure for the LED model is given below and is different from that of

T5 model(Section 3.2.1)

<s> Mention question </s></s> Mention context </s>

where <s> represents the beginning of the sequence, while </s> represent both the end

of sequence and seperator.

One major feature of LED model implementation is regarding the global attention

mask. According to the original implementation of the LED model, question tokens are

given global attention since the global tokens will attend to all the local tokens. Hence

question tokens are assigned the value of 1 thereby indicating global attention while

context tokens are assigned the value of 0, thereby indicating local attention[9, 15].

Similar to the T5 model, we have substituted the padding token ID with -100 since

it helps in ignoring padding tokens while calculating the loss. In addition, beam search

is used for the model since it aligns with the original implementation of the model[9].

3.3 Decoding Experiments

Decoding strategies are mainly used for generating outputs from a model in the for-

mation of meaningful sequences. In our study, decoding strategies such as Greedy

Decoding, Beam Search, Top-k Sampling, and Nucleus Sampling are used. The detailed

explanation of these decoding strategies are given in Section 2.3.

3.3.1 Greedy Decoding

Greedy decoding is a straightforward decoding approach. The word generated at each

time step t is the one with the highest probability. We wanted to check whether the

model has learned the sequential order based on the highest probability. This will be

very much relevant in the identification of terminologies. Consider the case of the

term “phishing attack”. According to the greedy decoding strategy, soon after the word

“phishing” is found, the next word it should learn and predict is “attack”. We aim to

check whether the model will be able to predict words in such a fashion.
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3.3.2 Beam Search

Relying completely on greedy decoding results in sub-optimal results, resulting in

sequences which do not have any future word choices, and beam search comes to

the rescue for such situations[48]. Beam search is an extension of the greedy search

algorithm which selects the b best partial sequences at every time step t. This will help

in exploring more options of sequences, before reaching a final conclusion, thereby

preventing incomplete sentences. In our experiments, we try with the beam width values

of 2 and 5, to check the impact of increasing beam-width in the effect of generation.

We tried with beam width 10, but the current computational requirements were not

sufficient.

3.3.3 Top-k Sampling

Top-k sampling with hyperparameter k[18] is a stochastic method where the word

selected at time t is from a pool of k words that have the highest probability at that

time. We use Top-k sampling to predict the model’s trustworthy zone of prediction and

sample from it [23]. For our experiment, we use the values of k such as 1, 5, 10, and 30

to analyse the impact of less diverse to more diverse options, especially in extractive

answers.

3.3.4 Nucleus Sampling

Nucleus sampling [23] also known as top-p sampling with hyperparameter p is a

stochastic method which finds the next word by truncating probability distribution

based on the probability threshold p. Similar to top-k we use this method to predict the

trustworthy zone of model prediction, followed by sampling. Moreover, we also wanted

to dynamically produce the smallest subset of words probability exceeds threshold

probability limit p [23]. In our study, we use different p values such as 0.1, 0.3, 0.5,

0.7, and 0.9 to understand which probability threshold helps to generate better content.

3.3.5 Typical Sampling

We use typical sampling to generate “human-like” content which is highly relevant in

the generation of extractive content[43]. In addition, it helps in reducing the repetitions.

Similar to nucleus sampling, we use different p values such as 0.1, 0.3, 0.5, 0.7, and 0.9

to understand which probability threshold helps in the better generation of contents.
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3.4 Evaluation Metrics

An evaluation metric measures the performance of a machine-learning or a deep-learning

model, which helps in quantifying and comparing the quality or efficiency of different

approaches[46, 63]. These metrics can vary on the objectives of a study. For our

research, we have six different metrics - Exact Match, F1 Score, ROUGE-L Precision,

ROUGE-L Recall, ROUGE-L F1 Score, and BLEU scores. The range of these metrics

is between 0 and 100. Their explanations are mentioned in Section 2.4.2.

3.4.1 Exact Match

This metric measures how perfectly the predicted answer matches with the original

answer[28, 54]. Cyber insurance policies contain specific terminologies and definitions,

which cannot be changed. Having such a metric will help in understanding how well

the model has studied the contents exactly. We use this metric for all question types.

3.4.2 F1 Score

This metric measures the overlap between the predicted and gold answers. We utilise

this metric as it is a harmonic mean of Precision and Recall, thereby penalising lower

value of precision or recall[28, 54]. In the context of cyber insurance policies, this will

be useful since it can help in identifying how much overlap exists between the predicted

and original answer, especially in the extractive answers that generate a large number

of words. Similar to EM score, we use these metrics for all question types.

3.4.3 ROUGE-L

ROUGE-L, a variant of ROUGE is used to calculate the length of the Longest Com-

mon Sub-sequence (LCS), a sub-sequence common in both X and Y and has a maxi-

mum length. ROUGE-L scores include- ROUGE-L Precision, ROUGE-L Recall, and

ROUGE-L F Score. These scores are useful since they capture not only words but their

order as well[39]. This has implications in the domain of cyber insurance policies, since,

the policy documents contain terminologies which are not single words, but phrases

containing multiple words. Hence these metrics penalise if the model does not generate

words according to the order. For example, if the model generates “Attack Phishing”,

instead of “Phishing Attack” (correct term), the metric will penalise for the error. We

use this metric for only extractive questions.
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3.4.4 BLEU

BLEU scores utilise the overlap or match between the n-gram sequences of predicted

and original answers. This overlap is assessed in terms of the precision. This metric

quantifies the extent of generated answers matching the original answers in the perspec-

tive of using correct language pertaining to the cyber insurance policy domain. The use

of a brevity penalty ensures that the model generates detailed and informative answers.

This metric is used for evaluating extractive questions only[50].

3.5 Experiment Setup

The project implementation was entirely carried out by the programming Python 3.10.

For the implementation and training of models, “Transformer” library version 4.42.4

from hugging-face was used. The library “Datasets” with version 2.20.0 was employed

for handling the dataset, while Pytorch 2.3.1 with CUDA version 12.1 was used for

implementing optimizers and schedulers.

The hardware requirements for our project entirely varied on our model. For the

Longformer model, fine-tuning was performed on an A100 GPU with CUDA 12.1 and

40GB of RAM. Meanwhile, GPU L4 with 22.5 GB RAM was used for inference. On

the other hand, T5 was fine-tuned and inferred using a P100 GPU with 16 GB of RAM.

For the optimization, Adam optimizer is used mainly because of its ability to exhibit

better convergence and handling sparse gradients and non-stationary objectives. In

addition, it is an attractive option for resource-constrained environments. This can be

attributed to the utility of less memory and can work with machine learning algorithms

that are high-dimension [30].

Learning rate schedulers are mainly used for enhance the performance of generalisa-

tion since the performance can exhibit a pattern of plateau on the test dataset[44]. The

experiments utilised “Reduce LR on Plateau”, a learning rate scheduler whose change

of learning rate is based on either saturation or rise in the validation. The learning rate is

initialised with a very high value and reduces upon flattening of validation loss [5, 64].

The adjusting of the learning rate ensures that the performance of model should improve

while flattening[65]. For all our experiments, the minimum learning rate was 1e−6, the

factor of learning rate reduction is mentioned as 0.1, and patience, which defines the

number of epochs without any improvement after which learning rate reduction takes

place, is assigned the value of 2. For all the experiments, the number of epochs is 5.
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Evaluation & Results

4.1 Zero Shot Results

Zero-shot performance is the ability of the model to provide answers to perform tasks

on which it was not specifically trained. Zero-shot methods are increasing significantly

and are implemented across various tasks related to LLMs[1, 31, 73]. We use this as

our baseline, for which we wish to improve upon.

Model EM Score F1 Score

T5 Model 1.6194 14.4913

LED Model 0 1.5409

Table 4.1: Zero Shot Performance of T5 Model and LED Model on Overall Dataset.

The results presented in Table 4.1 show that the T5 model outperformed Longformer

Encoder Decoder (LED), an extension of BART[9], in terms of zero-shot performance.

While the EM score of LED was 0, T5 had an EM score of 1.6194. Moreover, the

F1 score of LED is 1.54 while the F1 score of T5 went to 14.5193 which means the

answers T5 get hold of similarity with the reference text. This clearly indicates that T5

is able to get some words as answers.

Model Name BLEU ROUGE-L

Recall

ROUGE-L

Precision

ROUGE-L

F Measure

EM

Score

F1

Score

T5 Model 32.6724 23.0568 76.1287 31.2523 5.7894 54.8277

LED Model 0.1589 8.8919 26.1919 5.9887 0 5.3088

Table 4.2: Zero Shot Performance of T5 Model and LED Model on Extractive Questions

27



Chapter 4. Evaluation & Results 28

The results from Table 4.2 demonstrated the superior performance of T5 over LED

on extractive questions on all metrics such as BLEU, ROUGE-L Recall, ROUGE-L

Precision, ROUGE-L F Measure, EM Score and, F1 Score. Table 4.3 demonstrates

the results for Inclusions/Exclusions and Yes/No questions. Similar to previous ob-

servations, for Yes/No questions, T5 exhibited better results than the LED model. On

the other hand, the results from Inclusions/Exclusions questions exhibited a different

picture. Both LED and T5 exhibited a zero EM score while LED showed superior

performance over the T5 model in the F1 score.

The exceptional performance of T5 can be attributed to its pre-training mechanism

[6]. The span-corruption objective which is mainly used for pre-training T5 exhibits

better performance as well as a better computational efficiency than the denoising

objective in BART which serves as the foundation of the LED model[53]. The mixture

of local and global attention that contributes to giving better attention between the

term and word corresponding to Inclusions or Exclusions has contributed to its better

performance in Inclusions/Exclusions question types.

Inclusions/Exclusions Yes/No Questions

Model Name EM Score F1 Score EM Score F1 Score

T5 Model 0 0.0526 0.4545 1.3790

LED Model 0 0.3003 0 0.1922

Table 4.3: Zero Shot Performance of T5 Model and LED Model on Inclusions/Exclusions

and Yes/No Questions.

4.2 Fine-tuning Results

Fine-tuning is an efficient method of transfer learning where the weights of Large

language models are updated[70]. We chose fine-tuning instead of prompt-tuning, a

method that tunes the model without updating weight but using prompts. This is because

the latter method exhibits poor quality results than the former. This can happen because

prompt tuning requires human intervention and is highly sensitive.[35].

From Table 4.4, the LED model with EM Score 59.0667 and F1 Score 68.7860

demonstrates a significant increase in performance when compared to the T5 model

with Exact Match (EM) and F1 Scores 29.6896 and 43.0115 respectively. Moreover,

comparing Table 4.4 with Table 4.1, both the fine-tuned models have improvised over

their zero-shot counterparts. This is supported by the results from Table 4.5, where the
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LED model outperforms T5 regarding Yes/No and Inclusions/Exclusions questions, in

both EM and F1 Scores. Similar is the results in Table 4.6 with the metrics such as

BLEU, ROUGE-L Precision, ROUGE-L F Measure, EM Score & F1 Score.

Model EM Score F1 Score

T5 Model 29.6896 43.0115

LED Model 59.0667 68.7860

Table 4.4: Fine-Tuned Performance of T5 Model and LED Model on Overall Dataset.

Inclusions/Exclusions Yes/No
Model Name EM Score F1 Score EM Score F1 Score

T5 Model 73.6363 73.6565 10.2719 10.4612

LED Model 75.6757 75.6757 64.4777 64.5441

Table 4.5: Fine-Tuned Performance of T5 Model and LED Model on Inclusions/Exclusions

and Yes/No Questions.

Model Name BLEU ROUGE-L
Recall

ROUGE-L
Precision

ROUGE-L
F Measure

EM
Score

F1
Score

T5 (Baseline) 49.0230 27.2617 76.4691 36.4769 12.6316 64.2337

LED Model 54.6425 79.0605 29.5875 38.9915 30.5699 68.2241

Table 4.6: Fine-Tuned Performance of T5 Model and LED Model on Extractive Questions

A major reason for LED outperforming T5 can be due to two reasons. Firstly, the per-

formance is directly proportional to the context and inference length [41, 45]. Secondly,

making the entire context a single chunk instead of splitting it into individual chunks

has resulted in the mitigation of errors, due to information loss and inconsistencies[9].

Meanwhile, the higher value of ROUGE-L Precision for T5 is attributed to the ability

of the model to capture and generate outputs that are coherent and precise locally[45].

4.3 Decoding Strategy

We analysed optimal decoding strategies in the LED model. The results from Table 4.7

show that for overall questions, beam search with a beam size of 2 exhibits the highest

EM and F1 Scores of 63.7333 and 73.0819 respectively. When analysing the beam

search patterns, increasing the beam width results in decreasing performance mainly
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due to greedy inference. Looking at the F1 score, Nucleus sampling exhibited the

highest score at 0.9 since a higher confidence region leads to better outputs. Analysing

the patterns in top-k sampling, it can be seen that the best value of the F1 score is shown

for k = 50 which is the highest since the increase in diversity contributes to a better

selection of tokens. For typical sampling, the best F1 score is shown when p is 0.3 since

focusing on more probable tokens will lead to better performance.

When examining multiple categories of questions, each question type has a dif-

ferent optimal decoding strategy. The Table 4.9 exhibits a complex pattern. For

Decoding Strategy EM Score F1 Score

Greedy Decoding 62.6667 72.0376

Beam Search (size = 2) 63.7333 73.0819
Beam Search (size = 5) 59.0667 68.7860

Nucleus Sampling (p=0.1) 62.6667 71.9840

Nucleus Sampling (p=0.3) 62.6667 72.1448

Nucleus Sampling (p=0.5) 62.9333 72.5030

Nucleus Sampling (p=0.7) 62.4000 71.7608

Nucleus Sampling (p=0.9) 62.1333 72.6031

Top-k Sampling (k=1) 62.6667 72.0376

Top-k Sampling (k=5) 59.3333 69.1526

Top-k Sampling (k=10) 59.4667 69.7658

Top-k Sampling (k=30) 60.8000 71.2042

Top-k Sampling (k=50) 60.9333 71.3816

Typical Sampling (p=0.1) 63.0667 72.0574

Typical Sampling (p=0.3) 63.4667 72.4619

Typical Sampling (p=0.5) 62.2667 72.0213

Typical Sampling (p=0.7) 62.2667 71.8961

Typical Sampling (p=0.9) 59.4667 69.3833

Table 4.7: Evaluation of Different Decoding Strategies on Overall Dataset.

Inclusions/Exclusions, Nucleus sampling with a threshold probability of 0.9 exhibited

the highest EM and F1 score of 80.1802. Meanwhile, for Yes/No questions, Beam

search with size 2 has the highest value of EM Score and F1 Score of 71.9405. Table

4.8 that contains extractive answers decoding shows that Beam search with beam size 2

has the highest scores.

The reason for the Beam search exhibiting higher scores overall can be due to the

deterministic nature of Beam search[43]. For the Yes/No questions, higher scores are
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Decoding Strategy BLEU ROUGE-L
Recall

ROUGE-L
Precision

ROUGE-L
F Measure

EM
Score

F1
Score

Greedy Decoding 50.6913 76.9806 27.3135 37.2895 27.9793 64.3949

Beam Search (size = 2) 54.1372 79.8906 29.2338 39.5472 32.1244 68.4532
Beam Search (size = 5) 54.6425 79.0605 29.5875 38.9915 30.5699 68.2241

Nucleus Sampling (p=0.1) 50.8590 76.7531 27.3359 37.1513 27.9793 64.1864

Nucleus Sampling (p=0.3) 51.2629 77.3768 28.1934 37.4723 27.9793 64.8113

Nucleus Sampling (p=0.5) 52.8911 78.0045 28.6109 38.5570 29.0155 66.2033

Nucleus Sampling (p=0.7) 49.1132 77.4873 27.5979 37.8084 28.4974 64.8735

Nucleus Sampling (p=0.9) 51.8712 77.4403 27.8149 38.1008 25.3886 65.7286

Top-k Sampling (k=1) 50.6913 76.9806 27.3135 37.2895 27.9793 64.3949

Top-k Sampling (k=5) 48.4358 76.7860 26.6639 36.9932 25.9067 64.0646

Top-k Sampling (k=10) 51.4829 76.2315 28.3586 38.3309 25.3886 65.4112

Top-k Sampling (k=30) 49.7358 75.9454 27.3839 37.4413 22.7979 63.2290

Top-k Sampling (k=50) 51.9423 75.4283 29.2959 39.0930 23.8342 64.4363

Typical Sampling (p=0.1) 49.8444 75.7738 27.2172 37.3606 29.5337 64.4719

Typical Sampling (p=0.3) 50.0836 76.7655 27.6959 38.1216 30.5699 65.5255

Typical Sampling (p=0.5) 53.0116 78.3918 28.2066 38.6666 29.0155 66.9220

Typical Sampling (p=0.7) 52.0551 76.5112 28.3001 38.0214 27.4611 64.8811

Typical Sampling (p=0.9) 50.1643 78.5746 27.9816 38.1958 26.9430 65.4792

Table 4.8: Evaluation of Different Decoding Strategies on Extractive Questions

exhibited when the beam size is low, which indicates that fewer options are required

for delivering a deterministic answer. Moreover, beam search is good in the generation

of generic tokens related to words “Yes”, and “No”[69]. On the other hand, for the

extractive answers, the highest scores are exhibited when the beam size is 2 not 5,

because as the size increases the inference which is greedy tends to go bad[71].

When decoding “Inclusions” or “Exclusions”, Nucleus sampling with a probability

threshold of 0.9 outperforms other decoding methods and other probability thresholds

within the same decoding strategy. This is mainly because the tokens pertaining to the

words “Inclusions” or “Exclusions” fall in a subset of words having a confidence region

which is high[23]. Therefore, the decoding strategy tends to vary on various question

types.
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Yes/No Inclusions/Exclusions
Decoding Strategy EM Score F1 Score EM Score F1 Score

Greedy Decoding 71.9403 71.9403 78.8288 78.8288

Beam Search (size = 2) 71.9405 71.9405 78.8288 78.8288

Beam Search (size = 5) 64.4777 64.5441 75.6757 75.6757

Nucleus Sampling (p=0.1) 71.9403 71.9403 78.8288 78.8288

Nucleus Sampling (p=0.3) 71.9403 71.9403 78.8288 78.8288

Nucleus Sampling (p=0.5) 71.9403 71.9403 78.8288 78.8288

Nucleus Sampling (p=0.7) 70.4478 70.4478 79.7297 79.7297

Nucleus Sampling (p=0.9) 71.3433 71.5423 80.1802 80.1802
Top-k Sampling (k=1) 71.9403 71.9403 78.8288 78.8288

Top-k Sampling (k=5) 65.3731 65.3731 79.2793 79.2793

Top-k Sampling (k=10) 67.1642 67.1642 77.4774 77.4774

Top-k Sampling (k=30) 70.7463 70.7463 78.8288 78.8288

Top-k Sampling (k=50) 71.0448 71.0448 77.9279 77.9279

Typical Sampling (p=0.1) 71.6418 71.6418 79.2793 79.2793

Typical Sampling (p=0.3) 71.9403 71.9403 79.2793 79.2793

Typical Sampling (p=0.5) 71.0448 71.0448 77.9279 77.9279

Typical Sampling (p=0.7) 71.3433 71.3433 78.8288 78.8288

Typical Sampling (p=0.9) 68.0597 68.0597 74.7748 74.7748

Table 4.9: Evaluation of Different Decoding Strategies on Yes/No and Inclu-

sions/Exclusions Questions.

4.4 Ablation Studies on Longformer Encoder Decoder

4.4.1 Attention Mechanisms

To understand and analyse the importance of local and global attention mechanisms in

the LED model, we conduct experiments by fine-tuning LED with only local attention

and comparing it with our default model which has both global and local attention. As

mentioned in Section 3.2.3, question tokens were assigned the global attention.

Attention Configuration EM Score F1 Score

Local + Global Attention 59.0667 68.7860

Local + No Local Attention 63.6000 73.0184

Table 4.10: Performance Analysis of LED Model with Different Attention Configurations

on Overall Dataset.

It was expected that the model with local and global attention configuration tends
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to outperform the model with only local attention[9]. The results from Table 4.10

completely contrast with the expectation where model with local and global attention

having EM and F1 Score values of 59.0667 and 68.7860 respectively underperforms

model with only local attention having EM and F1 score of 63 and 73.0184 respectively.

Upon breaking into individual question types (Table 4.11 and Table 4.12), we could

see that local and global attention show better results for Extractive questions while

Inclusions/Exclusions and Yes/No questions align with the overall trend where local

attention only model scores better than the combination of local and global attention.

Yes/No Inclusions/Exclusions
Attention Configuration EM Score F1 Score EM Score F1 Score

Local + Global Attention 64.4777 64.5441 75.6757 76.6757

Local + No Global Attention 70.7463 70.8870 84.2342 84.2342

Table 4.11: Performance Analysis of LED Model with Different Attention Configurations

on Yes/No and Inclusions/Exclusions Questions.

Attention Config-
uration

BLEU ROUGE-L
Recall

ROUGE-L
Precision

ROUGE-L
F Measure

EM
Score

F1
Score

Global + Local

Attention

54.6425 79.0605 29.5875 38.9915 30.5699 68.2241

Local + No

Global Attention

46.1012 71.1671 26.6392 36.5755 27.4611 63.8153

Table 4.12: Performance Analysis of LED Model with Different Attention Configurations

on Extractive Questions.

The reason for Inclusions/Exclusions and Yes/No exhibiting better performance for

local attention can be attributed to its dilated sliding window mechanism. This window

mechanism helps in increasing the receptive field and captures the information associ-

ated with the Inclusions and Exclusions more precisely than question tokens attending

to context separately. On the other hand, for extractive questions, a combination of local

and global attention helps in getting better output due to the addition of global attention.

The question tokens which are global attention tokens attend to every token in the topic

and vice-versa. This bidirectional flow helps the model to identify and map the correct

answer accurately from the given context.[9]
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4.4.2 Layer Unfreezing Effect

To understand the effect of layer unfreezing, experiments were conducted by unfreezing

the last 1, 2 and 3 layers of the LED model systematically. EM & F1 Scores were used

to interpret the results.

From Figure 4.1a and Figure 4.1b, it can be seen the model with 3 layers unfrozen

has the highest EM as well as F1 Score of 59.07 and 68.79 respectively, followed by

the model with 2 layers unfrozen with EM score 53.87 and F1 Score 63.33. The model

with 1 layer unfrozen exhibited the lowest performance among the three models with an

EM score of 42.59 and an F1 score of 51.47. These results demonstrate the relationship

between the number of layers unfrozen and the model performance, where increasing

the number of layers implies better performance of the model[33].

(a) Exact Match Performance Analysis (b) F1 Score Performance Analysis

Figure 4.1: Performance Analysis of LED Model with Layer Unfreezing on Overall

Dataset.

Yes/No Inclusions/Exclusions
Unfrozen layers EM Score F1 Score EM Score F1 Score

Last 3 Layers 64.4777 64.5441 75.6757 75.6757
Last 2 Layers 56.7164 56.8257 73.8739 73.8772

Last 1 Layer 38.5075 39.0374 70.4775 70.4775

Table 4.13: Performance Analysis of LED Model with Layer Unfreezing on Yes/No and

Inclusions/Exclusions Questions.

This result is supported by Table 4.13 and Table 4.14 where we broke down into dif-

ferent question types and analysed the results. For all the question types, the increasing

order of performance is Layer 1 unfrozen, Layer 2 unfrozen and then Layer 3 unfrozen.
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Unfrozen lay-
ers

BLEU ROUGE-L
Recall

ROUGE-L
Precision

ROUGE-L
F Measure

EM
Score

F1
Score

Last 3 Layers 54.6425 79.0605 29.5875 38.9915 30.5699 68.2241
Last 2 Layers 47.9529 72.1154 27.4675 36.4149 25.9067 62.4775

Last 1 Layer 32.3216 60.3197 23.8182 30.4502 17.6166 51.1841

Table 4.14: Performance Analysis of LED Model with Layer Unfreezing on Extractive

Questions.

These results support the finding in the literature that as the number of layers un-

frozen increases, model performance increases. Moreover, a high-quality performance

is exhibited when half of a model’s layers are fine-tuned. In addition, the sudden jump

in performance upon unfreezing second layer clearly aligns with the finding that the

only last layer fine-tuning is insufficient [33]. Therefore, this experiment has given a

clear idea of how increasing the number of layers required for unfreezing incorporates

a better understanding of knowledge.

4.5 Summary

This project aims to explore the application of Natural Language Processing (NLP)

in analyzing cyber insurance policies, which mainly focuses on two Large Language

Models: T5 and Longformer Encoder Decoder (LED). These models were evaluated

using different metrics such as Exact Match (EM), F1 Score, ROUGE-L Precision,

ROUGE-L Recall, ROUGE-L F1 Score, and BLEU score. Among these metrics, the

first two are used for all question types while the remaining are only for extractive

answering. The range of these metrics is between 0 and 100, where, a higher score

implies better performance.

Initially, we assessed the zero-shot performance of a model, which means assessing

model performance without any task-specific training. It was found that T5 outper-

formed LED, for the entire dataset. This advantage was primarily attributed to the

pre-training mechanism of T5. However, fine-tuning both models has resulted in sig-

nificant performance improvisation when compared to their zero-shot counterparts.

Moreover, the fine-tuned LED model overtook the performance of the fine-tuned T5

model. Upon analysing various question types such as Yes/No, Inclusions/Exclusions,

and Extractive questions, the LED model demonstrated superior performance for all

categories after training. We also investigated the methods to generate answers from the
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models also known as ‘decoding strategies’. It was found that “Beam search” yielded

the best performance for Yes/No and Extractive questions, while “Nucleus Sampling”

exhibited the most effective method for Inclusions/Exclusions.

In addition, two experiments were conducted on the architecture of the LED model-

attention mechanism and unfreezing encoder-decoder layers. The attention mechanism

was analysed by comparing the model with a mixture of local and global attention

with a model comprising only local attention. It was found that the local attention-only

model exhibited better performance than a model with a mixture of local and global

attention, generally. We analysed the performance of the LED model with unfreezing

the last 1, 2 and 3 encoder-decoder layers. It was found that as the number of unfrozen

layers increases, the model performance also increases.

In conclusion, the long-context LED model with a single context performs bet-

ter than the short-context T5 model with chunked contexts. Moreover, LED model

has become a very useful model in analysing long-context cyber insurance policy

documents.



Chapter 5

Discussion

5.1 Implications

The research project has brought contributions to natural language processing in the

domain of cyber insurance policies. The primary outcomes of the project include a

novel dataset and a model related to question-answering in cyber insurance policies.

The dataset consists of 6848 question-answer pairs focused on determining whether a

term comes under inclusions/exclusions, verifying whether a term is a specific example

of another term, assessing whether a specific event is a condition/exclusion, extracting

the definitions of terms from a document, identifying conditions for coverage, etc.

The findings from the model prove the hypothesis that fine-tuning long-context

models (LED) outperforms short-context models (T5). This result aligns with the

implementation of the Longformer model which demonstrates better performance by

taking long context without chunking[9]. Moreover, it also inclines with the increasing

performance of models with an increase in input and output length[41]. This is relevant

for tasks that incorporate policy documents. Breaking down the performance into

various questions, the LED model has demonstrated very high Exact Match and F1

scores for question types- Inclusions/Exclusions and Yes/No. Hence, this model can

be used by an end user in low-risk situations such as initial coverage comparison,

or validating manual analysis. Meanwhile, for the descriptive tasks which require

extraction, the performance of the model is quite low, as indicated by the Exact Match

(EM) scores. Thus, there is a requirement for human interaction to evaluate the response

to these kinds of questions.

An interesting observation from the research is the decoding strategies. For Yes/No

questions and extractive questions, the beam search gives better results while for inclu-

37
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sions/exclusions questions, it was Nucleus Sampling. This underlines the distinction of

decoding strategy performance on various question types.

Another interesting observation is the performance of models with local and global

attention and models with local attention only. It was expected that the former model

would outperform the latter model[9]. However, the results are contradictory where

the models with local and global attention outperform in extractive tasks, and the

local attention-only model outperforms in Yes/No questions and Inclusions/Exclusions

questions. This indicates that for an extractive task, the model needs to understand

what type of description they expect, whether it is regarding the condition or definition

which only comes when there exists attention between the question tokens. For Yes/No

and Inclusion/Exclusion type questions, the answers can be fetched more locally using

dilated sliding window attention. Thus, even for varying question types, the attention

mechanisms play a very major role.

One more interesting observation found in the model architecture is the performance

changes with an increase in the number of unfrozen encoder-decoder layers. As the

number of unfrozen layers increases, the model performance also increases. This clearly

proves the findings in the study where the model performance increases on increasing

the number of unfrozen layers[33].

5.2 Limitations

The research we conducted has limitations in two areas, namely, the dataset and model.

In the dataset, we relied on a manually annotated dataset encompassing multiple

question types such as Inclusions/Exclusions, Yes/No, and Descriptive questions based

on a set of 50 policies. These policies are limited to nations such as the US/UK, a dataset

issue. Hence the model developed cannot be used for evaluating policies other than the

US or UK. The second serious challenge is the smaller dataset size when compared to

the benchmark question-answering datasets such as Natural Questions[32], BoolQ[14],

SQuAD[54], etc. This is because the creation of ground truth data requires a review of

long, and complex policy documents by the expert which is very time-consuming and

expensive. Another challenge is regarding the type of questions. The dataset is limited

to only three types of questions. There are large types of questions within the policy

document to cover, such as retrieval of clause corresponding to an event. Finally, the

dataset is only limited to question-answering tasks and does not address other task types

such as Named Entity Recognition or Summarisation, etc.
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From the model perspective, the Longformer Encoder Decoder (LED) model was

used for our project. The model has nearly 160 million parameters and the context

length is 16384 tokens [9]. This is comparatively smaller than recently released models

such as Llama 3.1[4]. The second drawback is regarding the knowledge revision, where

continuous updation is required for the model since the policies can update over time

and certain clauses might be obsolete over time. The third drawback is regarding the

hallucinations of LLMs, which is the generation of information which are false or

non-sensical and is a common problem faced by LLMs[26].

5.3 Future Work

The future works include the methods to address the challenges mentioned by the Large

Language Models and datasets. From the dataset perspective, the first direction is to

utilise humans to answer the questions as a baseline, and train the model to beat the

performance of humans [15]. Another direction is to efficiently handle non-deterministic

answers. One such example is determining whether a term is “Exclusion” becomes

difficult due to some exceptions. Another suggestion is to incorporate new types of

questions such as retrieval-based questions. Retrieval-based questions focus on retrieval

of relevant clauses pertaining to a term (Eg: “data breach coverage”). Since the dataset

used in this study is limited to only question answering, other tasks such as summarising

policy documents can help since it can help organizations get an abstract of the entire

policy document and enhance faster decision-making.

Coming to the model-based changes, one direction is to explore bigger Large

Language Models (LLMs), since the performance is proportional to size [29]. Models

such as Llama 3.1[4] which has 405 Billion parameters and a context length of 128K

tokens are significantly larger than the LED model[9] whose size is 160 Million and the

context length is 16384 tokens. Hence it is expected that the Llama model would do

better[29]. Another direction is to fine-tune a Retrieval Augmented Generation (RAG)

network[37] in the domain of cyber-insurance policies. This helps in knowledge revision

and addresses the challenge of hallucinations. The RAG consists of two components-

a retriever and a generator. The retriever returns the top-K passages of text based on

a query. Generator, on the other hand, generates tokens based on previous tokens,

retrieved passage and an original input. Like an LLM, making a retriever domain-

specific can help in exhibiting better performance. Jointly fine-tuning the retriever and

generator for a domain outperforms independent retriever fine-tuning[61].



Chapter 6

Conclusions

This project makes two novel contributions to the field of natural language processing

under the cyber insurance domain. The first contribution is a new dataset introduced

for question-answering under three types of questions: yes/no, inclusions/exclusions,

and extractive tasks. The second contribution includes two models fine-tuned on the

question-answering pairs from the dataset: a T5 model with a chunked short context

and a Longformer Encoder Decoder (LED) model with a context without chunking.

Fine-tuning both models exhibited a significant rise in performance compared to

zero-shot baselines with the long-context LED model outperforming the short-context

T5 model across different question types. We tested various decoding strategies and

found that beam search with width 2 generates the best result for the whole dataset.

However, the optimal coding strategy can vary across question types. Beam search

with a width of 2 holds the best for Yes/No and extractive questions. Whereas, nucleus

sampling with a probability threshold of 0.9 was the most effective decoding strategy for

extractive question answers. Ablation studies conducted on LED models investigating

the performance impact due to the number of unfrozen encoder-decoder layers reveal

that as the number of fine-tuned layers increases, the performance also shoots up.

Moreover, the local attention variant of the LED model performs better than the attention

variant with local and global attention for yes/no and inclusions/exclusions questions.

Despite the results, this project has several limitations. A significant drawback is the

use of a relatively small language model such as LED for fine-tuning when compared

with state-of-the-art models like Llama. However, as a project novel in the domain

of cyber insurance, numerous avenues for further research are opened up and there is

further exploration in the evaluation of LLMs under this domain with various tasks such

as summarization.
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Naman Goyal, Heinrich Küttler, Mike Lewis, Wen-tau Yih, Tim Rocktäschel, et al.
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Appendix A

Question Templates

A.1 INCLUSIONS- Yes/No

A.1.1 Event Wise

1. Does the policy provide coverage for event?

2. Will event be covered by the insurer?

3. Can loss due to event be recovered with the help of policy?

4. Is event be eligible for cover?

5. Has the policy document stated that it will cover the event?

6. Has the insurer guaranteed that the expenses alleged to event will be granted?

7. Is the insurer liable for the damages attributable to event?

8. Can the insurer apply for the loss based upon the event?

9. Will the loss due to event come under coverage?

10. Does the insurance policy document state that the insurer will compensate for the

loss due to event?

A.1.2 Loss wise

1. Will the insurer cover up the loss?

2. Is loss be eligible for cover?
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3. Does the policy document provide coverage for loss?

4. Were coverages alleged or based on loss inclusive of refund?

5. Has the insurer included the reimbursement for loss?

6. Can the insured apply for coverage alleged upon the loss?

7. Has the policy included the reimbursement for loss?

8. According to the document, does coverage include loss?

9. Will the insured be getting money for loss from the insurer?

10. Does the insurer provide money for loss?

A.2 EXCLUSIONS- Yes/No

A.2.1 Event Wise

1. Can the insurer deny the claim for monetary loss occurred due to event?

2. Could the policy reject the claims alleged or arising out of event?

3. Did the policy mention that it would include event as an exclusion term?

4. Does loss under event come under exclusions?

5. Will the issue of loss due to event come under exclusions?

6. Has the insurer excluded the reimbursement for event?

7. Is event excluded from coverage?

8. Was it mentioned in the policy document that it excludes the event from coverage?

9. Does the document state that the insurer is not eligible for the loss that has

happened due to event?

10. Could the policy reject the claims alleged or arising out of event?
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A.2.2 Loss wise

1. Could the policy reject the claims alleged or arising out of loss?

2. Is loss excluded from coverage?

3. Were coverages alleged or based on loss exclusive of refund?

4. Will the insured be denied the claim expenses due to loss?

5. Can the insurer reject the claim for an incident arising out or attributable to loss?

6. Can the insurer decline the claim for loss?

7. Does loss come under exclusions?

8. Has the insurer excluded the reimbursement for loss?

9. Does the policy exclude the damages due to loss?

10. Will the insured be neglected for loss?

A.3 DAY WISE

A.3.1 Exclusions

1. Does the insurer provide cover for event which has first occurred days days prior

to the inception of the policy?

2. Is the insured eligible to get coverage for event that occurred days days before

the policy was started?

3. Did the policy document state that it would reject the claim if the occurrence of

event is days days prior to the policy’s start date?

4. Can the insurer apply for claim due to event which first occurred days days before

the start date of policy?

5. Can the insured claim for loss due to event whose first occurrence is days days

before the starting date of policy?

6. Will the insured be denied the claim expenses due to event occurred days days

prior to the start of the policy period?
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7. Has the insurer excluded the reimbursement for event occurred days days just

before the policy has started?

8. Does occurrence of event occurred days before the policy date part of exclusion?

A.3.2 Inclusions

1. According to the document, will the insured get the financial support for event

occurred days days post the date of first discovery?

2. Will I be covered if event was reported days days soon after its first identification

date?

3. Will my claim get rejected, if event was reported days days soon after its first

identification date?

4. Does the insurer consider event if it was first reported after days days from the

date it was first observed?

5. Is event eligible for cover, if it is informed days days later from the date of its

first discovery?

6. Can the insurer provide coverage for event if it is informed days days since it was

first identified by the insured?

7. Does the insurance exclude the coverage for event that is reported days days post

it is first discovered by insured?

8. Will the insurance policy reject the claim for event which is reported days days

after the date it is first discovered by insured?

A.4 CONDITIONS

A.4.1 Yes/No

1. Is condition one of the requirements for getting cover due to event?

2. Are condition 1, condition 2, . . . ., condition 3 the necessary conditions for getting

cover due to event?

3. Will I be getting cover for event due to condition?
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4. Do condition 1, condition 2,. . . ., condition 3 serve as major requirements for

getting the coverage on event?

5. Will event be inclusive of coverage due to condition?

6. Has the policy stated that it will provide coverage to event where condition is one

of the conditions?

A.4.2 Description

1. What are the major requirements for event getting covered?

2. List out the conditions for event coming under coverage?

3. Give the pre-requisite for event to receive coverage?

4. Can you give the criteria for event to get covered?

5. May I know what all must be fulfilled for event to come under cover?

6. Mention all the preliminary requirements for event to qualify for coverage.

A.5 EXCLUSIONS EXCEPTIONS

A.5.1 Description

1. What are the major exceptions for getting event from getting excluded?

2. In what ways can event be exempted from exclusions?

3. List all the possible ways for event not fall under exclusions.

4. What conditions make event from getting included under coverage?

5. How can we prevent event from getting excluded?

6. Mention the ways where event will come under coverage.
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A.5.2 Yes/No

1. Are there any exceptions for the exclusion under event?

2. Will it be possible for event to have some loopholes to prevent from getting

exempted?

3. Has the policy document stated that there is a way for event being included under

the cover?

4. Is it possible for event to get included in the cover?

5. How can we prevent event from getting excluded?

6. Can event be exempted from falling under exclusion?

7. Is it possible for event to not fall under exclusions?

8. Is there any way where exclusion for event does not apply to?

9. Does event have any way for getting excluded from covered?

10. Does event have any way for getting included in the coverage?

A.6 DEFINITIONS

A.6.1 Description

1. What does term mean?

2. Explain the concept of term.

3. What is your understanding of term?

4. What is meant by the term term?

5. Provide the definition of term.

6. What does it mean by the term term?

7. Give the proper definition of term.

8. Elaborate term
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9. What does the term term imply?

10. How do you describe the term term?

A.6.2 Yes/No

1. Does example come under term?

2. Is it possible for example come under term?

3. Will it be possible that the term term contains example as a specific example?

4. Can term cover example?

5. Is example covered by term?

6. Does the term term cover example?

7. Does term apply to example?

A.7 INCLUSIONS OR EXCLUSIONS

1. Does event come under Inclusions or exclusions?

2. Where does the event come under- Inclusions or Exclusions?

3. Is event categorized as Inclusions or Exclusions?

4. Is event covered under Exclusions or Inclusions?

5. Is event eligible for coverage or listed under exclusions?

6. Where as per the document has mentioned about event- Inclusions or Exclusions?

7. Which part of the document does event come under- Exclusions or Inclusions?

8. Which part of the document is event part of- Inclusions or Exclusions?

9. Does the claim on event come under exclusions or inclusions?

10. Do the issues incurred due to event come under inclusions or exclusions?

11. Does the claim on event come under exclusions or inclusions?
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12. Does event fall in inclusions or exclusions?

13. Observe the document and say where does event come under- Inclusions or

Exclusions?

14. Under what section does event come under- Exclusions or Inclusions?

15. Which category does losses pertaining to event come under-inclusions or exclu-

sions?

16. Which section does event come under- Exclusions or Inclusions?

17. Which section of the document will talk about the event- Inclusions or Exclusions?

18. As per the insurance document, where does event come under- Inclusions or

Exclusions?


