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Abstract

Developing questions for exams and classwork is currently a time consuming task for

teachers and instructors [35], however there is potential for large language models to

substantially reduce the amount of time educators must spend developing content for

their courses. This research explores the potential of large language models (LLMs),

specifically GPT-4o, to automate the generation of multiple-choice questions (MCQs)

aligned with Bloom’s Taxonomy and assesses their quality for classroom use. The

study involved adapting a Python-based application that manages the prompting and

parsing of responses from GPT-4o, requiring a specified Bloom’s Taxonomy level

and a textbook section as inputs for generating MCQs. The generated questions were

evaluated for their alignment with Bloom’s levels through both human prediction by

educators and through a mix of supervised machine learning and deep learning models .

Results indicated that while the LLM-generated MCQs were rated highly by educators

in terms of quality, they did not consistently align with the intended Bloom’s levels,

highlighting a significant challenge in this area. We propose that this automated system

of question generation could be used as a mechanism for educators to reduce their

workload by quickly and efficiently developing high quality questions for their courses.
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Chapter 1

Introduction

The role of teachers and lecturers far extends beyond the time spent speaking in front

of a class. Leading a course requires a significant time investment in generating

teaching material such as course syllabi, lesson plans, and learning objectives for the

class [39]. A study conducted on teachers in Germany [35] found that teachers on

average spent over 17 hours a week on lesson planning, preparing, and correcting tests

and homework—tasks that do not include interacting with students. This substantial

investment of time underscores the importance of finding efficient ways to reduce the

workload associated with these activities.

The recent development and increased accessibility of large language models offer

opportunities to ”significantly ease the workload of educators” by automating much

of this content creation, thereby freeing teachers to focus more on direct instruction

and student engagement [37]. These models can assist in generating various teaching

materials, including lesson plans and test questions, which can be customized to meet

specific educational needs.

One particularly promising application is the automatic generation of multiple-

choice questions (MCQs), which offers a potential means to simplify a difficult and

time-consuming task: creating challenging test questions. MCQs are an attractive

method for student evaluation as they are a reliable form of assessment, can be easier to

administer and grade than open-ended questions, and can effectively measure a range

of cognitive skills [26]. However, creating high-quality MCQs requires significant

effort and expertise [13]. Automating this process could greatly benefit educators,

provided that the generated questions are of sufficient quality. The flexibility of large

language models makes them an ideal tool for approaching this task, as they can be

trained to generate questions that are not only standardized for a class at large but also

1



Chapter 1. Introduction 2

personalized for individual students based on their current level of understanding and

any misconceptions they may have about a subject [38].

This dissertation seeks to investigate the capacity of Large Language Models to

generate high quality MCQs that could be used within an educational setting. The

generation of these questions will be informed by Bloom’s Taxonomy, a framework of

six cognitive levels, with each level increasing in its cognitive complexity [14]. The

taxonomy consists of six levels- Remembering, Understanding, Applying, Analyzing,

Evaluating, and Creating- ranging from basic recall to complex synthesis of information.

It is widely used in education to design curricula and assessments that promote increas-

ingly sophisticated cognitive abilities [40]. Challenging questions require students to

make connections across topics, analyse situations and to go beyond memorization of

facts [7]. The inclusion of different cognitive levels as outlined by Bloom’s taxonomy

will be used to instruct the LLM to generate questions that are semantically challenging

and that require student’s to interact more deeply with the content in order to find the

correct response.

This dissertation will be investigating the following three research questions.

RQ1: ”How can the process of creating multiple choice questions be automated

to support lecturers in teaching?”

RQ2: ”Can LLMs generate multiple choice questions that correspond to

specified Bloom’s Taxonomy levels?”

RQ3: ”Are multiple choice questions generated by large language models of a

high enough quality to be usable within a classroom setting?”

The structure of this dissertation is as follows: Chapter 2 provides an overview

of previous research conducted on the use of LLMs in an educational context and

on question generation using LLMs. Chapter 3 details the processes used within this

project for generating and evaluating multiple choice questions. Chapter 4 will outline

and examine the results achieved with focus on the quality level of the generated

MCQs and the accuracy with which the LLM generated questions of a desired Bloom’s

level. Chapter 5 describes the limitations present within this project and contemplates

opportunities for future improvement of the work conducted.



Chapter 2

Background

This background section explores the application of large language models (LLMs) in

education, focusing on their role in automating content creation, enhancing personalized

learning, and generating multiple-choice questions (MCQs) aligned with Bloom’s

Taxonomy. It also examines research on evaluating the quality of LLM-generated

educational content, highlighting both automated and human assessment methods to

ensure the effectiveness of these tools in instructional settings.

2.1 Large Language Models in Education

The application of large language models (LLMs) in education has proven to be an

effective approach for automating the generation of teaching materials, significantly

reducing the time teachers spend on content creation while enabling personalized

learning experiences for each student.

Although LLMs are still relatively new in the educational sector, they have been

successfully employed to assist teachers in drafting course materials [3], labeling

assessment questions [2], and creating standardized assessments [39]. Remarkably,

LLMs have demonstrated the ability to generate complete course content up to 25 times

faster than traditional methods, with performance that is comparable to human-created

content [20]. These applications offer substantial time-saving benefits for educators.

Furthermore, numerous researchers have explored the potential of LLMs to deliver

personalized learning experiences, particularly through the development of individual-

ized intelligent tutoring systems [21][3][30]. For example, in [8], the authors focus on

creating a tutoring system capable of assessing various cognitive abilities in students,

and knowledge of these abilities is then used to tailor the tutoring model to better meet

3



Chapter 2. Background 4

each student’s needs.

While there have been many successful implementations of LLMs into the educa-

tional field, there are several potential pitfalls that researchers have noted with regards

to generating educational content such as the lack of pedagogical knowledge [30], a

tendency towards standardization of material [37] and the risk of hallucinations [46].

While LLMs may be trained on extensive domain-specific knowledge, they have not

necessarily been trained with the pedagogical understanding necessary for high-quality

educational materials as models trained only on specialist knowledge may produce

content that lacks the instructional understanding required for effective teaching [30].

One way to address this challenge may include integrating teaching strategies into

prompt design [5] and refining training data to include pedagogical principles [11].

Automatically generating content often relies on using similar prompting techniques

repeatedly, and some researchers fear that instead of moving towards personalizing

content for individual students, using LLMs for educational content may result in a

”standardization that might stifle creativity and innovation in teaching methods” [37].

This concern highlights the need to balance using LLMs for efficiency while allowing

for human input to preserve creativity in content development. One way to balance

human input with automatic generation, which I explore in this dissertation is to use

feedback provided by educators on the content generated by the LLM to refine the

content to the needs of the instructor.

Another concerning issue with the usage of LLMs in education is the risk of halluci-

nations, which occurs when LLMs generate output that seem plausible but that deviate

either from the context given or from factual knowledge [46] [30]. In an educational

setting, hallucinations can be particularly dangerous, as students encountering new

information for the first time may accept incorrect information presented by an LLM

as fact, leading to a fundamental misunderstanding of the material. Proposals for how

hallucinations in LLMs can be addressed include enhancing the LLMs perception of its

capability boundaries so that the model does not generate answers beyond the informa-

tion it has been trained on [42], adding explanations for the content it has created [17]

and injecting knowledge into the prompt to prevent hallucination [3].

Any system developed to generate high quality educational content using LLMs

must give careful attention to mitigating hallucinations and informing the model with

pedagogical expertise. By ensuring prompts are enriched with relevant knowledge and

contexts, developers can create better tools to support effective teaching.
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2.2 Bloom’s Taxonomy

Bloom’s taxonomy is a hierarchical classification of cognitive skills that educators

widely use to guide the creation of questions and learning objectives [22][44]. The tax-

onomy comprises six levels of cognitive skills: remembering, understanding, applying,

analyzing, evaluating, and creating. Each successive level in the taxonomy demands a

deeper understanding and higher cognitive complexity, making the taxonomy a valuable

framework for structuring educational assessments and instructional strategies [29].

Educators often utilize Bloom’s taxonomy not only to design challenging questions but

also to ensure that students engage in higher-order thinking, promoting critical analysis

and creative problem-solving skills. The separation of levels helps to differentiate

between learning objectives and questions that only depend on ”factual recall” from

those that ”probe higher-order thinking skills” in order to support a deeper conceptual

understanding of course material [44].

Previous research on generating educational content with LLMs has focused on

leveraging Bloom’s taxonomy to enhance the complexity of generated content, with the

goal of progressively developing students’ cognitive abilities [16][5][11]. These studies

have investigated the potential of LLMs to generate content aligned with various levels

of the taxonomy, thereby facilitating the creation of more sophisticated and effective

educational tools. Some studies have injected information about Bloom’s taxonomy

into their prompting strategies without specifying the specific level a question should

target [5] while others have also included within their prompt the Bloom’s level that

the question should correspond to [16]. This dissertation will take the second approach

whereby the desired Bloom’s taxonomy level acts as one of the inputs into the LLM.

In this manner, not only will questions created be informed by Bloom’s taxonomy, but

users of the system will also be able to specify whether generated questions should be

less or more cognitively complex depending on the Bloom’s level specified. In doing so,

this approach allows will allow us to test not only the quality of the questions generated

but also whether LLM-generated questions correspond with the inputted Bloom’s level.

2.3 Automatic Question Generation

Prior to the development of LLMs and deep learning approaches which allow for

flexibility in their generation, research on question item generation typically relied on

identifying patterns within questions and forming a template for the question generation



Chapter 2. Background 6

process [1]. Since LLMs have become more accessible there has also been a significant

research focus on how to train LLMs to answer given questions, as opposed to generating

the questions themselves [37].

As opposed to open response questions, multiple choice questions pose an inter-

esting challenging for LLMs as the model must be able to individually generate each

component of a question well while maintaining overall coherence. There are three

main components to a multiple choice question. The stem is the question itself, the

key is the correct answer and the distractors are the incorrect answer options [18].

Generating high quality distractors is a problem unique to multiple choice questions.

Quality distractors play a role in controlling how difficult a question is and they allow

for a question to discriminate between the different misunderstandings about a concept

that students may have [18]. In order to be effective, the distractor options must be

”plausible enough to mislead students” but they must not be so ”evidently incorrect

as to be easily discernible” [26]. To ensure that distractors are difficult enough to

discern so that answering the question requires understanding of the tested concept,

distractor options should be ”semantically related” to the key [45]. For example, the

wrong options should not be significantly shorter or longer than the correct answer and

the syntactic structures between the key and distractors should be similar. As there has

been a noted tendency for LLMs to generate low quality distractors, by for example

listing correct answers as distractors [38], some researchers have focused specifically

on generating distractors given a question stem and correct answers as opposed to

generating full multiple choice questions [26] [4] [41].

Previous studies have shown success in generating multiple choice questions using

LLMs, with LLM generated questions even being adopted into popular standardised

exams [7]. Tran found that GPT-4 produced higher quality multiple choice questions

and corresponding answer choices than GPT-3 [38]. Studies comparing LLM generated

MCQs against those created by humans have shown that LLM generated questions can

be of a comparable quality to human generated questions [10] [31]. Elkins determined

found that the majority of questions their study generated with LLMs were rated by

educators as either useful with minor edits or useful with no edits [11]. To increase

the effectiveness of LLM generated MCQs, prompt engineering is essential to clarify

the requirements for a high quality question. Injecting knowledge into the prompt

by adding textbook sections for context information [31], instructing the model on

pedagogical techniques such as Bloom’s taxonomy [5] and by providing information on

what makes a high quality distractor [26] can help improve the quality of questions and
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answers generated by the model. In this research project, the prompting strategy will

be injected with knowledge about how to generate effective multiple choice questions

and information about each of the specified Bloom’s levels. In addition, this research

will also explore opportunities for integrating feedback from educators as an additional

means of knowledge injection.

2.4 Evaluating Generated Questions

The evaluation of educational questions generated by deep learning models prior to

the widespread adoption of LLMs predominantly relied on metrics that assessed the

syntactic and lexical similarity between the generated output and a human-created

reference texts[26]. These traditional NLP evaluation metrics, such as BLEU, ROUGE,

and METEOR, emphasize the closeness of the generated response to a pre-defined

human response. [23]. However, these metrics pose challenges when applied to LLMs,

which generate more flexible and diverse responses. Such models can produce correct

and valuable content that may still score poorly on traditional metrics due to differences

in structure or phrasing compared to the reference text. Therefore, it’s essential to

adopt more nuanced evaluation methods that consider the utility and correctness of the

generated material rather than just its similarity to human examples.

To address this, automatic evaluation methods have been developed where the

LLM-generated multiple-choice questions (MCQs) are evaluated by either the same

LLM or a different one. [5]. This automated assessment can identify and filter out

low-quality questions based on criteria such as sentence complexity, clarity, and the

distinctness of answer choices. [27]. Additionally, human expert evaluation remains

crucial. Teachers and instructors assess the quality of questions by considering whether

they are informative, accurate, and provide clearly distinct answer choices [10] [31].

This human judgment approach ensures that the generated questions meet educational

standards, and it will be employed in this project to ensure the validity and utility of the

questions generated by LLMs.



Chapter 3

Methodology

This chapter outlines the methodology employed in this project for automatic question

generation. It begins by detailing the process used to generate multiple-choice questions

(MCQs) with large language models (LLMs). Next, it describes the dataset of LLM-

generated questions that was curated for subsequent evaluation. Finally, the chapter

documents the methods used to assess both the quality of the generated questions and

their alignment with Bloom’s Taxonomy levels, utilizing both human evaluators and

supervised machine learning models.

3.1 Question Generation

An application named EduGenie, initially developed in [5] was adapted for the purposes

of this research. This application, built in Python using LangChain, generates MCQs by

accessing the GPT-4o LLM through OpenAI’s API. Additional features that allow for

feedback integration, for inclusiong of example questions and for automatic saving of

questions were developed as part of this project.

The generation model relies on the user to input the desired number of questions

to generate, a specified Bloom’s taxonomy level and the textbook section that will

be used to generate the questions. Within an ”Educational Context” section of the

application, the user can also optionally input example questions and a learning goal

that the generated questions should address.

Built into the application are instructions about how to generate high quality MCQs

and information about how to develop questions at different Bloom’s levels. This

information is then combined dynamically with user input into one prompt involving a

system prompt and a human prompt that is sent to GPT-4o through the API. The output

8
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Figure 3.1: This diagram, based on [10], describes the automatic question generation

process that was used to generate all of the multiple choice questions examined within

this project. For each generation, the user must provide the desired number of questions,

a specified Bloom’s taxonomy level and the textbook section that the questions will be

based on. The user also has the option to include learning goals and examples of other

MCQs. The user input and the design resources saved in the system are combined

into a system and user prompt submitted to the GPT-4o model which then outputs the

generated MCQ(s).

Figure 3.2: The user interface for generating questions with the EduGenie tool.
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Human Template

Develop {N} question/s based on the requirements below and the textbook

section delimited by triple backticks. Note: learners may not have access to the

textbook section, so avoid making references to it.

{educational context}
{examples}
{q type}
{learning objective}
{format instructions}
Textbook Section:

“‘

{textbook section}
“‘

Figure 3.3: The human template is generated using a combination of user input and

system resources that are selected for inclusion based on the question options chosen

by the user.

generated by the model includes a question stem, a list of answer options, the correct

option and an explanation as to why the correct option was selected. As can be seen in

figure 3.3, the human template relies on a number of input variables as described below.

• N: The number of questions to generate.

• educational context: When the user inputs a learning goal, the following phrase

is included as the educational context: ”The question should assess whether the

student has mastered the specified learning goal. Goal: {learning goal}”, where

the learning goal variable is the learning goal inputted by the user. If no learning

goal is specified, educational context is set to an empty string.

• examples: When the user inputs optional examples of questions, the following

phrase is inserted as the examples variable: ”The following are human generated

questions optimized for student learning. The generated examples should be of a

similar level of difficulty and have a similar, but not identical style to the example

questions.: {question examples}”, where the question examples variable is the

example questions included by the user. If no examples are given, the examples
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variable in the human template is set to an empty string.

• q type: The user has the option of having the system generate multiple choice

questions or open response questions, however only multiple choice questions

are considered. The q type variable for multiple choice questions provides a

detailed description of how to create a high quality multiple choice question. This

includes providing instructions to create a focused stem, use plausible distractors

and to avoid grammatical clues that give away the correct answer. The full prompt

included for multiple choice questions with this variable can be found in appendix

A.1.

• learning objective: The user must specify the Bloom’s taxonomy level that

the generated question should correspond to. Depending on the level specified,

the system has different prompts which explain how to generate a question at

each of the levels. For example, the prompt for the Applying level is the only

level that instructs the model to create a scenario upon which an application

question should be based. The prompts for understanding and analyzing provide

different strategies that the model should use when creating the question. The

Bloom’s level selected by the user determines the prompt which is inserted into

the learning objective variable from among the prompts listed in appendix A.2.

• format instructions: The format instructions variable provides a description

of the JSON format that the question should be outputted in with a detailed

breakdown of the components that should be included in the output (question

stem, options, correct answer and explanation).

• textbook section: The complete textbook section as inputted by the user.

While some studies have prompted large language models (LLMs) with only the

desired learning objectives or general topics that the questions should be based on

[10], the approach in this project differs significantly. Our approach relies on injecting

knowledge into the model through detailed explanations on generating multiple-choice

questions and matching them to corresponding Bloom’s levels, thus teaching the model

about pedagogical principles. Additionally, domain knowledge is provided in the form

of the textbook section [30].

The system template in figure 3.4 and the human template in figure 3.3 are concate-

nated into one prompt that is submitted to GPT-4o using a default temperature setting

of 0.7. As the temperature of LLM’s range from 0 to 1 with 0 resulting in the most
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deterministic outputs, 0.7 was selected to allow for greater creativity within generated

responses [30]. The generated questions were then saved into a dataset for evaluation.

The application was also modified to allow questions to be revised based on given

feedback. To revise a question, the user needed to input the question, its options, the

correct answer and explanation along with the textbook section it came from. The user

could also optionally input any learning goals the question is meant to address. The

user inputs a rating between 1 to 5 for the question with 1 being the worst and 5 being

the best and any feedback on the question that should be used to refine the question.

The feedback prompt was then concatenated with the system template into one prompt

submitted to GPT-4o with the same default temperature setting of 0.7. The full template

that includes user inputted feedback can be found in appendix A.3.1.

3.2 Datasets

Five textbook sections were selected from an open source university-level introductory

biology textbook to use for question generation [12]. We generate questions only

according to the first 4 Bloom’s taxonomy levels: remembering, understanding, applying

and analyzing.

The questions generated for the first four sections were used for a first round of

evaluation, in a survey given to secondary school science teachers.

Textbook

Section

# Questions Remember Understand Apply Analyze With Learning

Goals

Section 1 16 4 4 4 4 4

Section 2 16 4 4 4 4 4

Section 3 16 4 4 4 4 4

Section 4 16 4 4 4 4 4

Section 5 16 4 4 4 4 4

Table 3.1: The number of questions generated from each textbook section.

The first two sections came from a chapter about reduction-oxidation reactions

with the first section introducing the topic and the second section describing reduction

potentials. The third textbook describes the structure and function of of adenosine

triphosphate (ATP). The fourth textbook section describes the process of glycolysis, the

metabolic pathway that extracts energy from glucose.
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System Template

You are an educational expert specializing in developing assessment questions

tailored to specific requirements. You should always first review carefully the

intended learning objectives and other characteristics for a question, and then

compose it so that it best meets those requirements. Especially, pay attention

to the cognitive skill that the question is expected to target, keeping in mind

Bloom’s Taxonomy of learning objectives:

Here are the strategies:

- Remembering: Focuses on learners’ ability to memorize, recognize, and recall

information, facts, details, and terms. - Understanding: Focuses on learners’

ability to comprehend the meaning of concepts and principles and explain it in

their own words. Related questions should assess learners’ ability to interpret,

demonstrate, classify, summarize, infer, compare and/or explain.

- Applying: Focuses on learners’ ability to apply knowledge (concepts, ap-

proaches, principles, techniques, skills) and use it to solve problems or perform

tasks in new situations and contexts.

- Analyzing: Focuses on learners’ ability to break down information into its

constituent parts and identify patterns, relationships, or connections among them.

- Evaluating: Focuses on learners’ ability to make judgments about the value or

quality of ideas, solutions, or arguments. They can critique, assess, and defend

their positions.

- Creating: Focuses on learners’ ability to generate new ideas, concepts, or

products. They can synthesize information from different sources to create

something new.

Figure 3.4: The System Template provides information to the LLM about the six Bloom’s

Taxonomy levels.
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Objective: Remembering

Learning Goal: ME.16 Apply the concept of the “conservation of mass” to

metabolism by describing the different forms mass takes as it enters and leaves

the cell (e.g. input: reduced molecules like glucose, lipids, proteins, etc. output:

oxidized molecules like CO2, H2O etc.).

Question: Which of the following best describes the process of conservation of

mass in cellular metabolism?

Options:

A. The transformation of reduced molecules like glucose into ATP and NADH

within the cell.

B. The conversion of inputs like glucose, lipids, and proteins into oxidized

molecules such as CO2 and H2O as they enter and leave the cell.

C. The continuous recycling of ATP and ADP within the cell for energy

transfer.

D. The synthesis of ATP through substrate-level phosphorylation and oxidative

phosphorylation.

Correct Answer: B

Explanation: The conservation of mass in cellular metabolism involves the

transformation of input molecules like glucose lipids and proteins into oxidized

molecules such as CO2 and H2O as they enter and leave the cell. This reflects

the principle that mass is conserved during metabolic processes.

Figure 3.5: An example question generated with textbook section 3 using GPT-4o
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Using these four sections a total of 64 questions, 16 from each section were generated

equally across each Bloom’s taxonomy level. Additionally, 4 of the 16 questions in each

section were generated according to an inputted learning goal along with the inputted

Bloom’s level. This set of 64 questions form the basis for the first round of evaluation. A

description of questions generated can be seen in table 3.1 and an example of a question

generated by the model can be seen in figure 3.5.

The second round of evaluations was conducted only using question’s from the fifth

textbook section. In this round 16 questions were generated from the fifth textbook

section which concentrated on describing pKa values, a measure of a molecule’s acidity.

Each of these questions were generated with inputted learning goals and an example of

a well-structured question from the same class the textbook is used in. Among the 16

generated questions, there are 4 questions for each of of the four considered Bloom’s

taxonomy levels and among questions of the same taxonomy level, each is generated

according to a unique learning goal so that no two questions share the same taxonomy

level and learning goal.

As part of our second experiment, our evaluator panel was made up of three experi-

enced biology instructors from UC Davis. These evaluators gave feedback on the 16

questions from section 5. These 16 questions were then revised using their feedback to

produce a refined set of questions at with the same taxonomy levels and learning goals.

A final survey was given with the 16 revised questions to the same panel of evaluators

and two of the original three who gave feedback in the first round left feedback for the

revised questions.

3.3 Human Evaluation

The evaluation of the dataset of LLM-generated MCQs is intended to address research

questions RQ2 and RQ3 concerning the ability of an LLM to generate MCQs corre-

sponding to Bloom’s taxonomy levels and the capacity of the model to create questions

of a high quality. To measure the quality of questions generated, this study involved

human evaluation with two sets of science educators. The first experiment worked with

secondary school science teachers in Scotland to evaluate the quality and Bloom’s level

of questions from the first four textbook sections. The second experiment used the help

of three biology instructors from UC Davis to evaluate the quality of questions before

and after automatically integrating their feedback.
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Survey Items

• Is the question relevant to the respective excerpt?

• Does the question contain correct information?

• Is the question grammatical and well formed?

• Does the question only contain one correct answer?

• Do the wrong answers target misconceptions that students

may have?

• Would you use this question in your course?

Figure 3.6: A sample of the questions included in the first questionnaire.

3.3.1 Experiment 1: Evaluation with Secondary School Teachers

As part of the first experiment, a total of 8 secondary school science teachers were asked

to rate the quality and Bloom’s level of LLM-generated multiple choice questions. Each

teacher received 16 MCQs and the textbook section the questions were based on. The

teachers were then asked to evaluate each generated question across 10 survey items

concerning the MCQ’s quality and suitability for the classroom. They were also asked

to rate the MCQ’s Bloom’s taxonomy level from among the 4 levels used to generate

MCQs (Remembering, Understanding, Applying and Analyzing).

In addition, 4 of the 16 MCQs that each teacher received were generated using a

learning goal. For these MCQs, teachers were also asked to rate whether answering the

MCQ helped in progressing towards the learning objective. Figure 3.6 is a list of a few

of the evaluation items used to gauge a MCQ’s quality. The full list of survey items for

each MCQ can be found in appendix B.1.

To create a quality score for each MCQ, responses for survey items concerning the

MCQ’s quality were coded with values 0 to 2, where 2 represents the highest quality

scoring for a question and 0 represents the lowest, with the exception of the question

”Assuming you were teaching the same material, would you use this question in your

course?” for which there were only two possible responses, yes and no. Therefore

MCQ’s can only receive a score of 0 or 1 for this particular evaluation item. A sample

of how responses were coded is shown in 3.7.

To generate an overall quality score for each MCQ, the sum of their response scores

for each survey item regarding quality of the MCQ was taken. The highest possible
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Coding Questionnaire Response

• Is the question relevant to the respective excerpt?

0. No, the question is not relevant

1. The question is relevant but requires knowledge beyond

what is included in the text section

2. Yes, the question is relevant to the excerpt

• Does the question contain enough information to arrive at an

answer?

0. No, it doesn’t provide enough information

1. Somewhat, but additional information would be useful

for clarity

2. Yes, it provides enough information

• Assuming you were teaching the same material, would you

use this question in your course?

0. No

1. Yes

Figure 3.7: A sample of how questions were coded for quality.
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Additional Survey Items in Experiment 2

• The question was generated to match this Bloom’s level: [Bloom’s Level

given to LLM]. If your selected Bloom’s level does not match, what could

make the question of the desired level?

• What can be changed to make the question be of a higher quality? Please

provide directed feedback on what changes could be made for the question

to be better.

• When would using this question be most appropriate?

A. Exam Question

B. Home Practice Question

C. Reading Comprehension

D. Other [Please explain]

• Please explain why you selected the question context you did in the last

question.

• Do you have any additional feedback about this question?

Figure 3.8: The additional open response survey items included in the second experi-

ment.

value for this score was 19, which meant that a MCQ received the highest ratings for

every question asked about its quality.

3.3.2 Experiment 2: Feedback Integration

The second experiment occurred in two stages. First three university-level biology

instructors from UC Davis provided quality evaluations and feedback for question

improvement on MCQs. This feedback was then used to automatically revise the MCQs.

In the second stage, these same instructors were asked to evaluate the quality of the

revised MCQs.

For this experiment, 16 questions were generated from the fifth textbook section

which is concentrated on the topic of pKa values. Each of these 16 questions were

generated using a specified Bloom’s level and a learning goal that was provided within
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the textbook [12]. In addition to the survey items that were included in the first

experiment conducted secondary school teachers, involving evaluation of the quality

and Bloom’s level of each MCQ, the second experiment also asked instructors to provide

open response feedback to survey items that asked instructors about how questions

could be refined. Instructors were also asked to describe in what context (at home, on an

exam, etc.) the MCQ would be most appropriate. The additional survey items asked as

part of the second experiment are described in the figure 3.8. Slight changes were made

between the survey items in experiment 1 and experiment 2. For example experiment 1

included one survey item asking whether distractors were plausible and another survey

item asking whether distractors addressed common misconceptions students may have.

These two survey items were combined into one in experiment 2. The full list of survey

items in experiment 2 can be found in appendix B.

Once feedback was received from our human evaluators, feedback for each MCQ

was selectively concatenated from each of the evaluators and used to revise each of the

MCQs. Feedback received in the first stage that was overly vague, not relevant or that

rewrote the MCQ in its entirety was not considered when revising the MCQs.

In the second stage of this experiment, the same set of instructors received another

survey with the 16 newly revised questions. The second survey included identical

evaluation and Bloom’s level survey items as the first, with an added survey item

that included the original form of the question and the feedback that was provided

for revision. This survey item asks evaluators ’Does the revised form of this question

address the feedback provided?’. Evaluators were also asked to provide an explanation

for their response to this item.

A similar procedure to that described in experiment 1 involving coding the responses

of the survey items was used to generate an overall quality score for each of the 16

MCQs in experiment 2 to understand the quality of each MCQ before and after revision.

3.4 Bloom’s Level Evaluation with Supervised Models

A series of five traditional machine learning models (Gaussian naive Bayes, support

vector machine, logistic regression, random forest and XGBoost) and one BERT-based

deep learning model were trained to predict Bloom’s taxonomy level classifications

following the work set out in [22]. These models were then used to predict the Bloom’s

level of each of the questions within our LLM-generated dataset. The predictions of

these models are compared with the Bloom’s levels that our questions were generated
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with respect to, to better understand whether the questions generated by the LLM match

the Bloom’s level that they were instructed on.

3.4.1 Training Datasets

A combination of three datasets were used to train the supervised model. While there

are large datasets which map learning objectives to Bloom’s taxonomy levels [22], as

this research was focused on understanding the Bloom’s level of the question stem

generated by GPT-4o, the training set was only comprised of question stems. The

dataset created in [15] contains a total of 3,397 samples of multiple choice questions.

903 of the questions included a label for their cognitive complexity level according

to Bloom’s taxonomy. Only these 903 were used within our dataset. The Yahya [43]

dataset is a sample of 600 open response questions labelled according to their Bloom’s

levels. Questions labeled with synthesis and evaluation levels were not used for the

combined dataset as questions were only generated by GPT-4o according to the first four

levels of Bloom’s taxonomy. Additionally, a dataset of 1772 open response questions

with their labeled Bloom’s levels was collected from Kaggle [36]. Once again, only

questions labelled with the first four Bloom’s taxonomy levels was retained for our

combined dataset, resulting in a total of 1171 questions used. These datasets were

collected and used for training the machine learning models as there is not currently an

available dataset of LLM-generated MCQs pre-labelled with their Bloom’s levels to

train on.

Questions were all converted to lowercase and whitespace was removed. Duplicate

questions were removed from the combined dataset resulting in a total of 2436 questions

that were used for training supervised models.

Bloom’s Level Hadifar Yahya Kaggle Combined Dataset

Remember 660 100 300 1024

Understand 114 100 300 509

Apply 110 100 300 507

Analyze 19 100 271 396

Total Questions 903 400 1171 2436

Table 3.2: Datasets from [15], [43], and [36] were combined into one dataset used for

training supervised models.
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3.4.1.1 Data Preprocessing

To pre-process data for the machine learning models, the approach of [22] was followed,

whereby 1,000 unigram, 1,000 bigram and 1,000 TF-IDF features were computed. In

addition, 119 features were generated from the LIWC 2022 dictionary, a dictionary that

reflects frequency of different psychologically meaningful word groups. [6] Therefore,

our input data as a combination of the n-gram features and the LIWC features has a

total of 3,119 features.

For the BERT-based model, input question data was first tokenized using the BERT

tokenizer to convert the questions into sequences of tokens compativle with the BERT

model’s vocabulary. The tokenized sequences were then converted into PyTorch tensors

that were combined into a TensorDataset.

3.4.2 Training and Prediction

To apply supervised learning models to classifying the LLM-generated questions, five

machine learning models were used: Naive Bayes (NB), Support Vector Machine

(SVM), Logistic Regression (LR), Random Forest (RF) and XGBoost (XGB). Hyperpa-

rameter optimization using grid search with cross-validation was used for each model

where the goal was to identify the best hyperparameters that maximize the F1-macro

score. A full set of the hyperparameters used for optimization can be found in table 3.3.

A pre-trained BERT (Bidirectional Encoder Representations from Transformers)

model was modified to classify each question according to Bloom’s levels [9]. In this

research, the model used is a fine-tuned version of ’bert-base-uncased’, which contains

approximately 110 million parameters. The core architecture of the BERT model

is composed of several key components: the embeddings layer, which converts the

tokenized text into embeddings, and the transformer encoder, which includes 12 layers

containing a self-attention mechanism and a feedforward neural network. Additionally,

the pooler and classification head pass the pooled output through the classification head

to generate predictions regarding the Bloom’s level. The model was fine-tuned using

the ’BertForSequenceClassification’ class which includes the pre-trained BERT model

and an extra classification head for sequence classification tasks. The model was trained

for 5 epochs with a batch size of 32 and a learning rate of 2e-5 and was optimized using

the AdamW optimizer.

For both the BERT model and the traditional machine learning models, the dataset

was split into training and validation sets in an 80:20 ratio. For the BERT model, the
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Model Hyperparameters

Naive Bayes var smoothing = {1e-8, 1e-9, 1e-10}

SVM

C = {0.1, 1, 10, 100}
gamma = {‘scale’, ‘auto’}
kernel = {‘linear’, ‘poly’, ‘rbf’}

Logistic Regression

penalty = {‘l1’, ‘l2’, ‘none’}
C = {0.1, 1, 10}
solver = {‘saga’, ‘liblinear’}
tol = {0.01, 0.001, 0.0001}
max iter = {200, 500}

Random Forest

n estimators = {50, 100, 250}
max depth = {None, 5, 10}
max features = {‘auto’, ‘sqrt’}
min samples split = {2, 5, 10}
min samples leaf = {1, 2, 4}
bootstrap = {True, False}

XGBoost

gamma = {0.1, 0.5}
learning rate = {0.1, 0.5}
max depth = {5, 7, 10}
n estimators = {50, 100}

Table 3.3: Hyperparameters tested for different machine learning models.

training set was used to fine-tune the model while the validation set was used to monitor

the model’s performance and prevent overfitting. For the machine learning models, the

validation set was used to test the accuracy and F1 score of each model.

In order to generate predictions on the LLM-generated questions, features for the

set of generated questions were created according to the same procedures as input

features. Once models were trained on the original training set of data, predictions for

the Bloom’s levels of the LLM questions were generated.
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Results and Discussion

In this chapter, the results of the two experiments involving human evaluators and the

results of Bloom’s alignment involving supervised models will be described. The impli-

cations of these results regarding the capacity of LLMs to generate MCQ automatically

will also be discussed.

4.1 Human Evaluation

Human evaluation of the LLM-generated MCQs was conducted in experiment 1 and

experiment 2. These two experiments quantified the quality of MCQs generated and

used human evaluators to predict the alignment of MCQs with Bloom’s levels. This

section will discuss the results of first the quality assessment of the MCQs, then the

alignment of the MCQs with assigned Bloom’s levels.

4.1.1 Quality Evaluation

4.1.1.1 Experiment 1

The results of the overall quality scores in experiment 1 distributed across the four

considered Bloom’s levels can be seen in table 4.1. As seen in the figure 4.1, the MCQs

generated according to the Application Bloom’s level were judged by human raters as

having an overall higher average and median quality rater than questions generated at

all other Bloom’s levels. However, the difference between the average quality rating for

each Bloom’s level was not significantly different.

The Bloom’s level at which GPT-4o was instructed to generate a question does not

seem to have significantly impacted the overall quality of each question. Teachers were

23
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asked to judge the Bloom’s level of each MCQ without seeing the Bloom’s level the

LLM used to generate the question. When observing the average quality rating for each

Bloom’s level as evaluated by the teachers, the average quality rating shows a much

larger separation between evaluated levels. MCQs that were believed by teachers to

be at the Apply level of Bloom’s taxonomy received an average quality score of 16.48

while questions that were perceived to be at the lowest Bloom’s level of Remember

received an overall score of 14.58. These results can be seen in table 4.2. Therefore,

while the Bloom’s levels at which a question was generated on does not seem to affect

very much the overall quality of the question, teachers do tend to rate questions that

they believe are of a higher Bloom’s level with higher quality scores than questions they

believe are from a lower Bloom’s level.

Figure 4.1: The distribution of question quality across Bloom’s level in the first survey.

Bloom’s Level Mean SD Median

Analyze 15.31 3.80 16.50

Apply 16.22 2.93 17.00

Remember 15.91 2.89 16.50

Understand 15.03 3.13 15.00

Table 4.1: Quality score distributions on Bloom’s levels in the first survey.
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On average, the MCQs in experiment 1 obtained an average quality score of 15.62.

MCQs were most likely to be rated lower on the survey item which asks teachers to rate

whether the distractors in the MCQ address common misconceptions that students may

have 4.3. On all other measures of quality where 2 points were available, the MCQs

on average scored between 1 or 2 which meant that for most measures of quality, the

MCQs are being ranked on average between the medium quality responses and the high

quality responses.

Predicted Bloom’s Level Mean SD Median

Analyze 18.00 NaN 18.00

Apply 16.48 2.44 17.00

Remember 14.58 3.90 16.00

Understand 16.22 2.35 17.00

Table 4.2: The distribution of quality scores across Bloom’s levels as predicted by

secondary teachers.

Quality Measure Average SD

Relevant 1.727 0.557

Correct Information 1.781 0.546

Grammatical 1.656 0.608

Enough Information 1.805 0.518

Correct Answer Marked 1.891 0.439

One Correct Answer 1.961 0.231

Distinct Options 1.797 0.476

Plausible Distractors 1.383 0.915

Misconceptions Addressed 0.969 0.813

Usable 0.648 0.479

Table 4.3: Averages and Standard Deviations of measures of MCQ quality in experiment

1.

4.1.1.2 Experiment 2

In experiment 2, we evaluated the capacity of the LLM to incorporate instructor feedback

to generate revised versions of questions. Three biology instructors from UC Davis



Chapter 4. Results and Discussion 26

initially rated 16 questions generated from the pKa section of a textbook. Questions

in this second experiment were all generated with the additional instruction to write a

MCQ that assess a particular learning goal such as Define and correctly use the acid

dissociation constant, Ka.

In addition to providing ratings, the instructors offered specific feedback on how to

enhance the quality of the questions and better align them with the intended Bloom’s

taxonomy level. This feedback was subsequently used, along with the original questions,

to prompt GPT-4o to revise the questions accordingly. Examples of the feedback

included comments such as, ”The selected correct answer choice is wrong—though

the explanation is correct and does a nice job,” ”The punctuation in the answers made

this question difficult to figure out (I found adding semi-colons helped),” and ”To make

the question an ’Analyzing’ question, I would require students to select the correct

dissociation behavior and explanation.” We then compared the quality scores of the

original set of 16 questions to those of the revised questions to assess the impact of

the revisions on question quality. As in experiment 1, the responses to survey items

regarding a MCQ’s quality were coded on a scale from 0 to 2 with 0 being a response

that indicates low quality for the measure and 2 indicating a MCQ with high quality for

the metric.

Quality Measure Initial Average Revised Average

Relevant 1.938 2.000 (↑ 3.23%)

Correct Information 1.833 2.000 (↑ 9.09%)

Grammatical 1.917 1.844 (↓ -3.80%)

Enough Information 1.702 1.906 (↑ 11.99%)

Correct Answer Marked 1.792 2.000 (↑ 11.63%)

One Correct Answer 1.938 1.938 ( - 0.00%)

Distinct Options 1.813 1.875 (↑ 3.45%)

Plausible Distractors 1.625 1.813 (↑ 11.54%)

Learning Goal Progress 1.813 1.813 ( - 0.00%)

Table 4.4: Comparison of question quality measures before and after revisions.

As seen in table 4.4, on almost all measures of quality, the MCQS scored very

high, with the average for each measure of quality scores greater than 1.5, indicating

that MCQs tended to be rated with the highest level of quality for each metric. In

addition, for all but one metric, the MCQs that were revised with feedback achieved
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higher ratings than the originally generated questions. In the original set of questions,

77.1% of responses to the question ”Is the MCQ free from obviously-wrong options?

Are all distractors plausible answers that target student misconceptions?” received the

highest rating of ”Yes there are no obviously wrong options and all distractors target

common misconceptions” and in the set of revised questions, 90.6% of responses gave

the highest rating. The percentage of responses that rated the question as ”relevant to

the respective excerpt” increased from 93.8% in the original question set to 100% in the

revised question set. For the question, ”Is there a correct answer listed in the options

and is the option marked ”correct” actually correct?”, 83.3% of responses in the first

round replied ”Yes, there is a correct answer and it is marked as the correct answer”.

This rating increased to 100% after the questions were revised. Additionally, while

78.7% of responses replied to ”Does the MCQ provide enough information to arrive

at an answer? with Yes, it provides enough information for the first set of MCQs, this

percentage increased to 93.8% for questions revised with feedback. These results are

displayed in figure 4.2.

While most questions about the quality of the MCQs saw a significant increase in

their ratings after the questions were revised with feedback, there are a few notable

exceptions. The original set of MCQs before revision received an average score of 1.8

on the question of if the MCQ ”helps in progressing towards” its given learning goal.

This score did not change after revision. In addition, there was no change in quality

after revision on ratings of if ”the question only [contains] one correct answer”. The

average rating of whether the MCQs were ”grammatical and well formed” went down

from 1.9 to 1.8 after revision.

In addition to evaluating the quality of the MCQs, it is essential to determine

whether instructors would be inclined to use these questions in their courses, either

as reading comprehension tools or exam questions. As seen in figure 4.3 initially

70.8% of responses by instructors indicated they would use the original questions in

their course. Following revisions informed by instructor feedback, this percentage

increased to 84.4%, suggesting that the revisions made the questions more suitable for

instructional use.

In the second round of surveys with revised questions, instructors were also provided

the original set of questions along with the feedback used to revise each question. They

were then asked to rate whether the revised form of the question addressed the feedback

provided. As seen in figure 4.4, 56.2% of responses to this question indicated that the

revision significantly addressed the feedback with 25.0% of responses stating that the
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Figure 4.2: The change in quality evaluation after feedback.

Figure 4.3: Questions were more likely to be rated as suitable for instructional use after

being revised with feedback
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revision partially addressed the feedback and 18.8% of responses stated that the revised

form did not address the provided feedback.

Figure 4.4: A majority of responses indicated that the revised question ”significantly

addressed” the feedback provided.

4.1.2 Bloom’s Level Alignment

In addition to quality, MCQs were investigated on whether the Bloom’s levels they were

generated to address by the LLM match the Bloom’s levels that teachers judged the

MCQs to be.

In experiment 1, teachers predicted the Bloom’s levels of MCQs with an accuracy

of 38.28% with respect to the Bloom’s levels that the LLM was instructed to follow.

The Kappa κ (interrater reliability) score between the GPT-generated levels and the

teacher’s predicted Bloom’s levels is .177 which indicates none to slight agreement

[25]. Figure 4.5 presents a Sankey diagram depicting at which Bloom’s levels teachers

judged MCQs to be, based on the Bloom’s level at which the LLM generated the MCQ.

While there is much disagreement between the Bloom’s labels the LLM gave to

each MCQ and the Bloom’s levels teachers indicate the MCQs to be, there is also much

disagreement among teachers. In experiment 1, for MCQs that were rated by more than

one teacher, we computed the interrator reliability score between teachers using Fleiss’

Kappa [19]. This interrator reliability score was computed to be -0.027 indicating a

very poor level of agreement among teachers on the Bloom’s level of each MCQ.

In experiment 2, involving improving questions with feedback, accuracy and κ

scores were calculated between the LLM-generated levels and the Bloom’s levels as

judged by instructors for the 16 questions involved in this experiment. In the first survey,

before revision with feedback, instructor predicted Bloom’s levels had an accuracy of
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Figure 4.5: The correspondence of Bloom’s levels as generated by the LLM to the levels

predicted by teachers.

56.35% and a κ score of 0.417 indicating moderate agreement between the generated

Bloom’s levels and the predicted levels of these questions [25]. After revision, the

accuracy of Bloom’s levels increased to 62.5% and the κ score increased to 0.5, still

indicating moderate agreement. This provides some evidence that not only did revision

of the MCQs with feedback increase the quality of the questions, but it also seems to

have made the questions better aligned with the Bloom’s levels the LLM was instructed

to generate. As seen in figure 4.6, after revision of MCQs, instructors judged MCQs

that were generated at the Remember and Analyze levels more accurately according

to the Bloom’s level used to generate them. While instructors had 25% accuracy on

judging MCQs at the Analyze Bloom’s level before revision, after the revision of MCQs,

the accuracy for MCQs generated at the Analyze level increased to 50%. Questions

generated at the Remember level were also more likely to be judged by instructors

accurately as the correspondence between the LLM-generated labels and the instructor

judged labels increased from 58.3% to 87.5%.However, instructors were less likely to

judge questions generated at the Apply and Understand levels accurately after revision

as these values decreased from 100% to 87.5% and from 41.7% to 25% respectively.

Interestingly, after feedback revision, questions generated at the Apply level were

slightly more likely to be identified by instructors as matching the Analyze Bloom’s

level which may indicate that these questions increased in cognitive complexity.
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Figure 4.6: The correspondence of labels the MCQs were generated on against the

Bloom’s level prediction provided by instructors before and after revision.

4.2 Supervised Evaluation

As stated previously we used 6 models to generate predictions for Bloom’s taxonomy

levels on a set of 80 LLM-generated MCQs (64 from the survey involving secondary

school teachers, 16 from the survey with UC Davis instructors) by the process outlined

in 3.4. Once trained using set of questions that are labeled according to their Bloom’s

levels, these models were used to predict the Bloom’s levels of the LLM-generated

questions.

As presented in table 4.5, the BERT model achieved an accuracy on its testing set

of 0.8709. The logistic regression, random forest and XGBoost models all achieved

accuracies above 0.80 on their testing sets while the naive bayes model had an accuracy

of 0.59 on its testing set and the the SVM model had an accuracy of 0.75 on its testing

set. The fact that these machine learning models perform with this level of accuracy on

their testing sets, which come from the original dataset collected, indicates that these

models are capable of predicting Bloom’s levels when on questions that are similar to

their training dataset.

We then moved to test the prediction capabilities of the trained models on the MCQs

generated by the LLM. The results of this are shown in table 4.6. The model with the

highest level of agreement, the refined BERT model, reported an accuracy of 0.38 and a

κ score of 0.18. While the BERT model performs much better at predicting the levels

of the LLM-generated questions compared to the five machine learning models, the

difference between BERT’s high accuracy on its testing set (0.87) and its much lower
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Model Accuracy on Test Set

BERT 0.87

Naive Bayes 0.59

Support Vector Machine 0.75

Logistic Regression 0.80

Random Forest 0.81

XGBoost 0.83

Table 4.5: Accuracy of each of the models on their testing set following training.

accuracy on the LLM-generated questions is significant. Other than the BERT model,

only XGBoost achieved over an accuracy of 0.30 on predicting the Bloom’s levels of the

MCQs and κ values for all models indicate slight to no agreement between the labels

given to the MCQs by the LLM and those predicted by the supervised models.

Model Accuracy Kappa Score F1 Score

BERT 0.38 0.18 0.34

Naive Bayes 0.25 0.03 0.15

Support Vector Machine 0.29 0.05 0.21

Logistic Regression 0.28 0.03 0.21

Random Forest 0.26 0.02 0.13

XGBoost 0.31 0.08 0.27

Table 4.6: Performance metrics of different supervised models on the generated MCQ

set.

4.3 Discussion

In experiment, the LLM-generated questions received relatively high-quality ratings,

with each Bloom’s level achieving an overall score of 15.03 or higher out of a possible

19 points. The Bloom’s level at which the LLM generated the question had only a minor

impact on the average quality score, with a difference of just 1.19 points between the

lowest scoring level, Understand, and the highest scoring level, Apply. The fact that

the different levels at which the LLM was instructed to generate the MCQs does not

significantly impact the overall quality score of a MCQ suggests that GPT-4o is able

to generate high-quality questions at a range of cognitive complexities. While past
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research found that the quality of questions generated by LLMs degraded with questions

generated at higher Bloom’s levels [5], the quality of our MCQs do not seem to change

significantly when high Bloom’s levels are considered. By injecting knowledge in the

form of a description of Bloom’s taxonomy and instructions about how to create a well

formed MCQ, the LLM was able to perform similarly well, even when given different

Bloom’s levels.

Overall, the results of revising MCQs with teacher feedback proved to be successful.

Almost all questions involving the question’s quality saw an increase in their average

rating after integrating feedback. In addition, 81.2% of responses indicated that the

revised question had at least partially addressed the feedback provided. Questions also

became more suitable for classroom usage after revision with more instructors stating

that they would use the MCQ in their course.

These results indicate a promising path for improving the quality of LLM-generations

using human provided feedback from experts. A model of artificial intelligence that

requires human interaction is considered ”human-in-the-loop” [28]. Our method of

revision of feedback creates a step of additional human interaction with the LLM,

integrating human-in-the-loop principles, as the human must reflect on the question

created by the LLM and provide meaningful feedback on how to increase the quality

of the question. While instructors themselves did not as a part of this project, use the

EduGenie application themselves to generate revised questions, as this work was done

by the researcher, the next step to more quickly integrate instructor feedback would be

to make this generation and revision process an easy experience so that educators could

use the application themselves to directly and immediately provide feedback.

This research did find difficulties in aligning the Bloom’s levels of generated MCQ

correctly. In the first survey with secondary school teachers, the low accuracy of

predicted Bloom’s levels (38.28%) indicates that the levels at which the questions

were intended to be generated were not easy to identify. Predicted Bloom’s levels

were more accurate in experiment 2 starting from 56.35% and increasing after revision

with feedback to 62.5%. These low levels of accuracy between the Bloom’s level

that the LLM was intended to generate and the predicted level by instructors seems to

suggest that the LLM is not very accurate in producing questions at a specified Bloom’s

taxonomy level. However, the high level of disagreement on the predictions Bloom’s

levels of each MCQ among teachers, with a Fleiss’ Kappa value of -0.027, may put

into question treating the prediction of Bloom’s levels by teachers as ground truth.

This low level of agreement suggests that among themselves teachers do not always



Chapter 4. Results and Discussion 34

agree to which Bloom’s level a question belongs. However, when teachers did disagree,

they often did so by each identifying neighboring Bloom’s levels (remembering and

understanding, understanding and applying or applying and analyzing), and rarely

identified the same question as differing by more than one Bloom’s level. Out of 120

paired ratings of Bloom’s levels where 2 teachers rated the same question, only 8 ratings

between 2 teachers differed by more than one Bloom’s level. Thus for 93.3% of ratings

teachers either agreed on the Bloom’s level of a question or differed in the level they

identified by only one level.

When applying supervised models to generate predictions on our set of MCQ,

although the supervised models performed well on their training sets, their accuracy

predicting the the Bloom’s levels of our generated questions was significantly lower.

The difference between the models performance on the training sets and our MCQs

has at least two potential explanations. The first is that the LLM has done a poor job

generating MCQs at the correct Bloom’s levels. The second explanation is that the set

of questions which the models were trained on differ from the LLM-generated MCQs

so that the models are not accurately able to predict the labels of these questions. There

are some significant differences between the training set of questions and our MCQs

that may point to this second explanation. The mean number of words per question

in the training dataset is 66, while the mean number of words in the LLM-generated

question set is more than twice as many at 133.5. In addition while the Hadifar [15]

dataset that was used contains only multiple choice questions, the dataset from Kaggle

[36] and Yahya [43] both contain open response questions. Each of these three dataset

that were combined also cover a large number of different class subjects while our

LLM-generated set of questions only includes questions about biology. To develop a

supervised model that can perform better on such a set of MCQs, it would be best to

use larger labeled datasets only containing MCQs in the subject of interest.

As a part of this research project, feedback was also received from instructors about

the different contexts in which these generated questions may be useful. Questions that

tested basic factual knowledge, or that were at a lower Bloom’s level were said to be a

better fit for home practice questions while higher Bloom’s level questions were better

suited to exams.

One piece of common feedback on the generated-MCQs were that they were often

”too long and wordy” and needed to be ”more concise”. This is not just an inconvenience

in that reading the questions can take longer, but questions that are longer and more

difficult language can put students ”at a disadvantage based on their reading/English
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skills rather than their biology/chemistry skills” as one instructor noted. In order to

address the wordiness of generated questions, going forward it will be important to

include more requirements on concise language within the initial prompt and within

any provided feedback.

When asked about their opinions on using AI to generate educational content,

teachers on the whole seemed to be responsive to the topic with some caveats. Many

teachers pointed to the current need to spend significant time checking the work done

through automatic generation, with one teacher stating ”I still find I am doing a lot of

checking after” since as another suggested ”Any work generated has to be checked

thoroughly for mistakes and to make sure it makes sense”. It is also essential that we

integrate mechanisms within the generation process for personalisation as any questions

or educational content generated must ”[fit] to the specific curriculum requirements” set

out by each class. While AI generated questions still require significant time to check

and revise before using in a classroom setting, teachers within our survey were generally

positive to using AI with one stating ”There are many nuisances to generating questions

but AI gives a great basis to start from” and another gave praise saying ” I do feel

that AI can be a really useful tool and would be a great asset in generating questions/

activities to support pupils. With increased teacher workload, I feel that this would

be a welcomed addition to aid teachers in their development of learning resources”.

One teacher who is more hesitant to using AI to generate content also seemed to be

compelled by the research project writing ”I didn’t think they [AI-generated questions]

would be useful but having seen these questions it might be useful”.

Overall this research shows that the multiple choice questions generated in this

study were of a high enough quality on average to be considered for usage within

the classroom. Revising questions using written feedback from class instructors was

successful in improving the quality of questions generated. There are still significant

problems however, posed by aligning the Bloom’s levels of questions that the LLM is

instructed to generate with the Bloom’s levels predicted by teachers and by supervised

models.



Chapter 5

Conclusions

5.1 Revisiting Research Questions

The three research questions that this research project sought to address are as follows:

1. How can the process of creating multiple choice questions be automated to

support lecturers in teaching?

2. Can LLMs generate multiple choice questions that correspond to specified

Bloom’s Taxonomy levels?

3. Are multiple choice questions generated by large language models of a high

enough quality to be usable within a classroom setting?

To automate generating multiple choice questions for exams, this project built on

the work of [5], adapting an application built in Python that manages prompting and

parsing responses from the GPT-4o model. The multiple choice questions generated

required a Bloom’s taxonomy level to be specified and a textbook section based on

which questions should be generated to be provided.

The Bloom’s taxonomy levels of the created questions were tested by human

prediction from a set of secondary school science teachers and biology instructors

from UC Davis. The Bloom’s taxonomy levels of our generated questions were also

predicted by a series of supervised machine learning and deep learning models. In both

the supervised learning approach and the human evaluation approach, it was shown that

the LLM does not currently generate questions that correspond with high accuracy with

the Bloom’s levels predicted by either our models or human evaluators. In particular,

our research found that questions generated according to the Bloom’s level Analyze

were the least likely to be judged at this level by human evaluators.
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The questions generated by GPT-4o did receive high quality ratings from human

evaluators based on a survey that asked to evaluate the quality of the generated questions

on a number of metrics. Revision of questions using feedback provided by instructors

also proved to be a powerful tool in enhancing the quality of the MCQs and teachers

were more likely to state that they would use the questions in their course after questions

were revised using provided feedback.

5.2 Limitations

One major limitation of this project is that only one LLM, GPT-4o, was considered.

This decision was due to time constraints and due to financial costs.

Due to the short period of the project and the number of human evaluators who were

available to provide feedback, it would not have been possible to significantly increase

the size of our dataset of generated questions and receive evaluations for every one.

Additionally new models are a more expensive investment. At time of writing,

GPT-4o costs $5.00 per 1 million input tokens and $15.00 per 1 million output tokens

while the more powerful model, GPT-4, costs $30.00 per 1 million input tokens and

$60.00 per 1 million output tokens, which is 6 times more expensive than the more

basic model [32].

Another limitation of the project is that only text based questions were considered.

In biology, it is common that questions include a visualisation or diagram where the

question asks a student to interpret something from the diagram. To more closely mirror

questions, it would be worthwhile to explore multi-modal models that could generate

questions involving both texts and images.

The supervised model approach was also limited in its capacity due to the datasets

of questions with Bloom’s labels available. The ideal dataset would have only multiple

choice questions focused on biology topics so that the training data would match

the LLM-generated questions that was tested on. However, due to the availability of

datasets, the training data was a mix of multiple choice and open response question

stems from a wide variety of subjects.

5.3 Future Work

The natural next extension of this work would be to make the application used for

generating questions available and accessible to teachers and educators. This would
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also have to include creating a quality user experience for educators who would like to

use the application because the current way to revise questions using feedback is not

very intuitive.

This project used human provided feedback to refine and enhance question quality.

While human input is important, it may be possible to also generate and incorporate

feedback automatically in the process by using a process of self-refinement whereby an

LLM generates an initial output, then the same LLM provides feedback on the output

and uses the feedback to refine itself [24]. This would allow for the outputted questions

to be revised automatically at test time before receiving feedback from humans. There

is an additional opportunity to improve the feedback process by converting feedback

provided by instructors to principles that can continuously be used when generating

new MCQs [34]. For example when a teacher provides feedback that a question should

be concise and not overly wordy, the model could convert this into a principle to only

create concise questions which can be used every time a question is generated. As it

stands, many teachers see the downside to needing to spend significant time revising the

questions generated by LLMs and future work should focus on how to further automate

the feedback process.

To enhance the process of question generation, multimodal models could be explored

that would allow for multiple choice questions involving images to be created. Currently

research on multimodal models have shown an ability to generate questions based on a

provided image [33], suggesting a potential for a version of MCQ-generation where a

teacher could provide the model a diagram that can then be used to generate a question

about the diagram.

5.4 Conclusion

This paper explores the capacity of GPT-4o to generate MCQs aligned on specified

Bloom’s taxonomy levels and assessed their quality for potential use in classroom

settings. The findings indicate that while the LLM is capable of generating high-quality

MCQs there are challenges in aligning these questions with the intended Bloom’s levels.

Despite these challenges, the overall quality of the generated MCQs was rated highly

by teachers.

While GPT-4o has demonstrated its capacity to generate high quality multiple choice

questions there remains significant areas for improvement. Future work should focus

on enhancing the feedback process, exploring multimodal question generation and
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making the tool accessible and user-friendly for educators. Other models should also

be explored and tested for their ability to generate educational content using similar

metrics. With these advancements, LLM-generated questions can be a valuable resource

in supporting teachers and improving learning experiences for students.
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Naman Goyal, Heinrich Küttler, Mike Lewis, Wen tau Yih, Tim Rocktäschel, Se-
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Appendix A

Prompting Strategies

A.1 Multiple Choice

This prompt is injected within the human template as q type when multiple choice is

the type of question chosen.

”’

You should create multiple choice question/s. To write effective multiple-choice

questions that target high cognitive skills, you should consider the following guidelines:

1. Create a focused stem: The stem of the question should be concise and clearly

state the problem or situation being addressed. It should provide enough context for

learners to understand what is being asked. If learners are being asked to assess an

unseen scenario, describe the scenario using concrete details rather than in terms of

the learned concepts. Remember – the learners should be able to draw their own

connections between learned concepts and concrete scenario.

2. Avoid extra information: Ensure that the stem does not include irrelevant or

excessive information. This can distract learners the key concepts being assessed and

may lead to confusion.

3. Use plausible distractors: options, including the correct answer and the distractors,

should be plausible and similar in length to avoid giving away the answer. Distractors

should represent common misconceptions or errors that learners might make and

be attractive to learners who lack a complete understanding of the topic. Effective

distractors can often use learned concepts from the text in incorrect ways that could be

believable to someone with incomplete understanding of the topic.

4. Avoid grammatical clues: Ensure that there are no grammatical clues or in-

consistencies that give away the correct answer. Learners should rely solely on their
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understanding and application of the topic to select the correct response.

5. Avoid giving away clues with the tone of words: when formulating a distractor,

avoid using words with a negative connotation or tone that could make the distractor

unattractive to learners. For example, in a question about the way to address an employee

how has performed a task with very little apparent care or effort, compare the following

distractors: - ‘Micromanage the employee’s every move to ensure they put in more

effort’ – the connotation of the phrase ‘micromanage. . . every move’ is negative, which

could make it too obvious that this answer is incorrect. - ‘”Provide detailed guidance and

close monitoring to ensure the employee is putting in their best effort” – this rephrased

version carries a similar meaning but uses a positive tone and is therefore much more

plausible as a distractor.

6. Include clear instructions: Provide clear instructions regarding how many options

learners should select, whether they should choose the best answer or all that apply.

Ambiguous instructions can confuse learners and affect their performance.

7. Keep the options homogeneous but differentiated: Make sure that the options are

similar in terms of style and grammar. This prevents learners from easily identifying

the correct answer based on differences in language or formatting. At the same time,

options should be well-differentiated in their meaning.

8. Use a variety of question formats: Incorporate different question formats, such as

multiple correct options, matching items, or scenarios, to keep the assessment diverse

and engaging.

9. Write each option in a separate line.

“‘

A.2 Bloom’s Levels: Learning Objectives

Depending on the Bloom’s taxonomy level selected by the user, a different prompt was

included as the learning objective variable. The four levels considered in this paper are

remembering, understanding, applying and analyzing. Below are the prompts that were

included for each Bloom’s level.

A.2.1 Applying

”””

The questions should assess the learning objective of Application - learners’ ability
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to apply knowledge (concepts, approaches, principles, techniques, skills) and use it to

solve problems or perform tasks in a new scenario.

For each question you develop, do the following: “‘ 1. Assign a number to the

question (starting from 1)

2. Identify one or more key elements (concepts/principles/approaches/techniques/skills)

taught in the textbook, which could be effectively applied by learners to a new scenario

in ways that allows assessing and promoting their understanding and ability to apply

these elements to unseen contexts. If what is taught in the textbook cannot be effec-

tively applied to a new scenario, say ”The knowledge taught in the textbook cannot be

effectively applied to a new scenario.”

3. Construct a fairly detailed scenario, using 30 to 50 words, that invites learners

to effectively apply to the scenario the taught elements you identified in step 1. The

scenario should be new, offering learners an opportunity to apply their learning in a

fresh way that goes beyond the examples given in the textbook. At the same time, the

learned concepts from the textbook should be sufficient for allowing learners to engage

with the scenario in a meaningful way.

4. Using the scenario you constructed in step 2, develop a question that assesses the

learner’s ability to apply the learned concepts you identified in step 1.

5. Answer the question you developed in step 3.

6. Explain the answer to the learner in a way that deepens their understanding

of their learned concepts and promotes their ability to successfully answer similar

questions in the future.

”””

A.2.2 Remembering

”””

The questions should assess the learning objective of Remembering - to memorize,

recognize, and recall information, facts, details, and terms.

”””

A.2.3 Understanding

”””

The questions should assess the learning objective of Understanding - learners’

ability to comprehend the meaning of concepts. Learners should interpret, demonstrate,
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classify, summarize, infer, compare and/or explain key ideas from the text.

For each question, pick one of the strategies below for writing questions assessing

understanding. Pick strategies based on their fit with the textbook section and vary your

choices if appropriate. Strategies:

“‘ - Exemplify: Ask learners to identify or create an example that does not appear

in the textbook and instantiates a concept that does appear in it.

- Restate: Ask learners to identify or create a definition of a concept that is defined

or explained in the textbook, but stated in a way that is very different from that in the

textbook.

- Classify: Ask learners classify an example that does not appear in the textbook

according to classification(s) that do(es) appear in it. It can be especially effective to

combine two orthogonal classifications from the textbook in one question; for example,

combining the classifications of gas/liquid/solid and toxic/nontoxic, and ask learners to

classify Carbon Monoxide (gas, toxic).

- Infer: Construct an example or a scenario that do not appear in the textbook and

ask learners to make an inference about the example/scenario based on what is taught

in the textbook. - Summarize: Outline an idea that is articulated in a longer form over a

section of the textbook.

”””

A.2.4 Analyzing

”””

The questions should assess the learning objective of Analyzing - learners’ ability

to break down information into its constituent parts and identify patterns, relationships,

or connections among them.

For each question assessing Understanding, follow one of the strategies below. Pick

strategies that would make the most effective questions for the textbook section and vary

the strategies as much as possible. Creating questions using these strategies requires a

preliminary analysis step, which is specified for each strategy. Strategies:

“‘

- Assumptions: Ask learners to identify the assumptions they need to make for a

certain proposition, theory, or claim from the text to be valid. Preliminary analysis:

What is a proposition/claim/theory in the text that requires certain assumptions? What

are these assumptions?
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- Commonality: Ask learners to identify a common theme in the text or common

characteristics among the taught elements, which are not stated explicitly in the text.

Preliminary analysis: What is the common theme or what are the common characteris-

tics?

- Comparison: Ask learners to compare and contrast entities or entity parts from the

text in new ways that are not stated explicitly in it. The comparison should be insightful

and deepen learners’ understanding. Preliminary analysis: What are the entities for

comparison? What are the dimensions for comparison?

- Classification: Ask learners to classify entities or entity parts from the text in

new ways that are not explicit in it. The classification should be insightful and deepen

learners’ understanding. Preliminary analysis: What are the entities to classify? What

is the classification system?

- Solution: Ask learners to find a solution that does not appear in the text to a

problem/puzzle/tension that does appear in the text. Preliminary analysis: What is the

problem/puzzle/tension?

- Prediction: Describe a scenario that does not appear in the text but relates to it

and ask learners to determine plausible and/or implausible causes or outcomes of that

situation. Preliminary analysis: What is the situation? What is the cause or outcome?

“‘

”””

A.3 Feedback Refinement

A.3.1 Feedback Template

This is the prompt that is concatenated with the system prompt when questions are to

be refined. The user must input all details of the original question including its Bloom’s

level and the textbook section is was generated from. The learning obejective and

q type variables are generated in the same manner described for the original prompt.

Questions are rated by the user on a 1 to 5 scale and the meaning of each of these ratings

are included in the following subsection and inserted into the rating meaning variable.

Inputted feedback is included in the to improve variable.

”””

You have previously generated a question based on a textbook passage. You must

revise this question based on the feedback given and requirements listed below and the
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textbook section delimited by triple backticks. Note: learners may not have access to

the textbook section, so avoid making references to it.

{q type}
The question was generated based on the following textbook section: Textbook

Section: “‘

{textbook section}
“‘

The question was developed based on the following learning objective instructions:

{learning objective}.

This question was generated to assess the following learning goal:

{learning goal}
The following is the question that you had previously created.

Question: {question}
Options: {options}
Correct Answer: {correct answer}
Explanation: {explanation}
The following is feedback on the generated question and answer. The overall rating

is {rating} out of 5, which means they are {rating meaning}.

The question should be improved by following these instructions: ’{to improve}’

Revise this question based on the feedback given and the requirements listed below.

The revised question should be a multiple choice question with a refined question stem,

options, and explanation.

{next step}
”””

{format instructions}

A.3.2 Rating Meanings

• 1: ”way off the mark”,

• 2: ”not very good”

• 3: ”just so so”

• 4: ”quite good, but needs minor improvement”

• 5: ”right on!”
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Surveys

B.1 Experiment 1: Secondary Teacher Survey

The full questionnaire given to secondary school teachers within the first experiment.

• What is your occupation? [Open Response]

• How long have you been working within STEM education? [Open Response]

• Is the question relevant to the respective excerpt?

A. Yes, the question is relevant to the excerpt

B. The question is relevant but requires knowledge beyond what is included in

the text section

C. No, the question is not relevant

• Does the question contain correct information?

A. Yes, all information in the question is correct

B. Mostly, but there are minor inaccuracies

C. No, not all information contained in the question is correct

• Is the question grammatical and well formed?

A. Yes, the question is grammatical and well formed

B. The question contains minor grammar or syntactic errors, but these errors

don’t interrupt understanding the question.
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C. The question contains major grammar or syntactic errors that make the

question more difficult to understand.

• Does the MCQ provide enough information to arrive at an answer?

A. Yes it provides enough information

B. Somewhat, but additional information would be useful for clarity

C. No, it doesn’t provide enough information

• Is there a correct answer listed in the options and is the option marked
“correct” actually correct?

A. Yes, there is a correct answer and it is marked as the correct answer

B. There is a correct answer but it is not given as the correct answer”

C. No, there is no correct answer

• Does the question only contain one correct answer?

A. Yes the question contains only one correct answer

B. No, there are no correct answers given

C. No, there are multiple correct answers

• Are the options distinct from each other, ensuring they are unique choices?

A. Yes, they are completely unique between each other

B. Some choices are unique, some are too similar

C. No, they are too similar, making them repeated choices

• Is the MCQ free from obviously-wrong options? Are all distractors plausible
answers?

A. Yes there are no obviously wrong options

B. Yes however the options give away the correct answer

C. No, there are obviously wrong option(s)

• Do the wrong answers target misconceptions that students may have?

A. Yes, all wrong answer choices target common misconceptions
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B. Some wrong answer choices target common misconceptions

C. No, the wrong answer choices do not target misconceptions

• Assuming you were teaching the same material, would you use this question
in your course?

A. Yes

B. No

• What Bloom’s Taxonomy level does this question target? If more than one
apply, choose the level that is the most relevant to the question?

A. Analyzing

B. Applying

C. Understanding

D. Remembering

The following is the learning goal the question was tasked with assessing:

(Example) ME.21 Create an energy story for the reaction catalyzed by glyceraldehyde-

3-phosphate dehydrogenase, that discusses specifically the coupling of a redox

reaction to a phosphate transfer

• Does correctly answering the question help in progressing towards the learn-
ing objective?

A. Yes, to a large extent

B. Yes, to some extent

C. No, it does not

• How do you feel about using artificial intelligence as a teaching aid? Do you
believe that having access to AI tools designed for teachers would help your
teaching practices? Are there any additional thoughts on this topic that you
would like to share?[Open Response]

B.2 Experiment 2 - Round 1

The full survey given to university level evaluators within the second experiment.
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• Is the question relevant to the respective excerpt?

A. Yes, the question is relevant to the excerpt

B. The question is relevant but requires knowledge beyond what is included in

the text section

C. No, the question is not relevant

• Does the question contain correct information?

A. Yes, all information in the question is correct

B. Mostly, but there are minor inaccuracies

C. No, not all information contained in the question is correct

• Is the question grammatical and well formed?

A. Yes, the question is grammatical and well formed

B. The question contains minor grammar or syntactic errors, but these errors

don’t interrupt understanding the question.

C. The question contains major grammar or syntactic errors that make the

question more difficult to understand.

• Does the MCQ provide enough information to arrive at an answer?

A. Yes it provides enough information

B. Somewhat, but additional information would be useful for clarity

C. No, it doesn’t provide enough information

• Is there a correct answer listed in the options and is the option marked
“correct” actually correct?

A. Yes, there is a correct answer and it is marked as the correct answer

B. There is a correct answer but it is not given as the correct answer”

C. No, there is no correct answer

• Does the question only contain one correct answer?

A. Yes the question contains only one correct answer

B. No, there are no correct answers given
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C. No, there are multiple correct answers

• Are the options distinct from each other, ensuring they are unique choices?

A. Yes, they are completely unique between each other

B. Some choices are unique, some are too similar

C. No, they are too similar, making them repeated choices

• Is the MCQ free from obviously-wrong options? Are all distractors plausible
answers that target student misconceptions?

A. Yes there are no obviously wrong options and all distractors target common

misconceptions

B. Yes however the options give away the correct answer

C. No, there are obviously wrong option(s) and some of the answers do not

target common misconceptions

• Assuming you were teaching the same material, would you use this question
in your course?

A. Yes

B. No

The following is the learning objective the question was tasked with assessing:

(Example) ME.21 Create an energy story for the reaction catalyzed by glyceraldehyde-

3-phosphate dehydrogenase, that discusses specifically the coupling of a redox

reaction to a phosphate transfer

• Does correctly answering the question help in progressing towards the learn-
ing objective?

A. Yes, to a large extent

B. Yes, to some extent

C. No, it does not

• What Bloom’s Taxonomy level does this question target? If more than one
apply, choose the level that is the most relevant to the question?

A. Analyzing
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B. Applying

C. Understanding

D. Remembering

• The question was generated to match this Bloom’s level: [Understanding]. If
your selected Bloom’s level does not match, what could be added to make
the question of the desired level?[Open Response]

• What can be changed to make the question be of a higher quality? Please
provide directed feedback on what changes could be made for the question
to be better. [Open Response]

• When would using this question be most appropriate?

A. Exam Question

B. Home Practice Question

C. Reading Comprehension

D. Other [With open response]

• Please explain why you selected the question context you did in the last
question.[Open Response]

• Do you have any additional feedback about this question?[Open Response]

B.3 Experiment 2 - Round 2

The full survey given to university level evaluators within the second experiment after

revising questions.

• Is the question relevant to the respective excerpt?

A. Yes, the question is relevant to the excerpt

B. The question is relevant but requires knowledge beyond what is included in

the text section

C. No, the question is not relevant

• Does the question contain correct information?
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A. Yes, all information in the question is correct

B. Mostly, but there are minor inaccuracies

C. No, not all information contained in the question is correct

• Is the question grammatical and well formed?

A. Yes, the question is grammatical and well formed

B. The question contains minor grammar or syntactic errors, but these errors

don’t interrupt understanding the question.

C. The question contains major grammar or syntactic errors that make the

question more difficult to understand.

• Does the MCQ provide enough information to arrive at an answer?

A. Yes it provides enough information

B. Somewhat, but additional information would be useful for clarity

C. No, it doesn’t provide enough information

• Is there a correct answer listed in the options and is the option marked
“correct” actually correct?

A. Yes, there is a correct answer and it is marked as the correct answer

B. There is a correct answer but it is not given as the correct answer”

C. No, there is no correct answer

• Does the question only contain one correct answer?

A. Yes the question contains only one correct answer

B. No, there are no correct answers given

C. No, there are multiple correct answers

• Are the options distinct from each other, ensuring they are unique choices?

A. Yes, they are completely unique between each other

B. Some choices are unique, some are too similar

C. No, they are too similar, making them repeated choices
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• Is the MCQ free from obviously-wrong options? Are all distractors plausible
answers that target student misconceptions?

A. Yes there are no obviously wrong options and all distractors target common

misconceptions

B. Yes however the options give away the correct answer

C. No, there are obviously wrong option(s) and some of the answers do not

target common misconceptions

• Assuming you were teaching the same material, would you use this question
in your course?

A. Yes

B. No

The following is the learning objective the question was tasked with assessing:

(Example) ME.21 Create an energy story for the reaction catalyzed by glyceraldehyde-

3-phosphate dehydrogenase, that discusses specifically the coupling of a redox

reaction to a phosphate transfer

• Does correctly answering the question help in progressing towards the learn-
ing objective?

A. Yes, to a large extent

B. Yes, to some extent

C. No, it does not

• What Bloom’s Taxonomy level does this question target? If more than one
apply, choose the level that is the most relevant to the question?

A. Analyzing

B. Applying

C. Understanding

D. Remembering

• The question was generated to match this Bloom’s level: [Understanding]. If
your selected Bloom’s level does not match, what could be added to make
the question of the desired level?[Open Response]
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• What can be changed to make the question be of a higher quality? Please
provide directed feedback on what changes could be made for the question
to be better. [Open Response]

• When would using this question be most appropriate?

A. Exam Question

B. Home Practice Question

C. Reading Comprehension

D. Other [With open response]

• Please explain why you selected the question context you did in the last
question.[Open Response]

• Do you have any additional feedback about this question?[Open Response]

• The following is the original generated question. [Question before revision
from round 1 is provided. ] Does the revised form of this question address
the feedback provided?

A. The revised question significantly addresses the feedback provided

B. The revised question partially addresses the feedback provided

C. The revised question has not addressed the feedback at all

• Please explain how the question has addressed the feedback provided. What
parts of the feedback did it incorporate and what parts were left out?[Open

Response]
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Participants’ information sheet and

Consent Form

Below is the combined Participant Information Sheet and Consent Form that partici-

pant’s were presented with before continuing with the evaluation survey.

Project Title: Mulitple Choice Question Generation: Motivating LLMs

using Bloom’s Taxonomy

Principal investigator: Kobi Gal

Researcher collecting data: Megan Morris

This study was certified according to the Informatics Research Ethics Process,

reference number 643533. Please take time to read the following information carefully.

You should keep this page for your records.

Who are the researchers?
Student Researcher: Megan Morris MSc Computer Science Supervisors: Kobi Gal, Avi

Segal

What is the purpose of the study?
The purpose of this study is to evaluate the effectiveness of large language models in

generating multiple choice questions when given text from educational content as a

reference. The generation of these multiple choice questions will also be informed by

Bloom’s Taxonomy.
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Why have I been asked to take part?
To evaluate the effectiveness of large language models in generating multiple choice

questions, we will use human evaluators. Specifically, we would like to have educators

with experience teaching science concepts at the secondary level and above provide

feedback on the questions generated.

Do I have to take part?
No – participation in this study is entirely up to you. You can withdraw from the study

at any time, without giving a reason. Your rights will not be affected. If you wish to

withdraw, contact the PI. We will stop using your data in any publications or

presentations submitted after you have withdrawn consent. However, we will keep

copies of your original consent, and of your withdrawal request.

What will happen if I decide to take part?
The responses that you provide in the question evaluation form will be collected, and

analysed to understand the quality of questions generated. Filling out the questionnaire

should take a total of 45 minutes to an hour.

Are there any risks associated with taking part?
There are no significant risks associated with participation.

Are there any benefits associated with taking part?
There are no direct benefits in taking part in this study.

What will happen to the results of this study?
The results of this study may be summarised in published articles, reports and

presentations. Quotes or key findings will be anonymized: We will remove any

information that could, in our assessment, allow anyone to identify you. With your

consent, information can also be used for future research. Your data may be archived

for a minimum of 2 years.

Data protection and confidentiality.
Your data will be processed in accordance with Data Protection Law. All information

collected about you will be kept strictly confidential. Your data will be referred to by a

unique participant number rather than by name. Your data will only be viewed by the
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researcher/research team as listed above.

All electronic data will be stored on a password-protected encrypted computer, on the

School of Informatics’ secure file servers, or on the University’s secure encrypted cloud

storage services (DataShare, ownCloud, or Sharepoint) and all paper records will be

stored in a locked filing cabinet in the PI’s office. Your consent information will be kept

separately from your responses in order to minimise risk.

What are my data protection rights?
The University of Edinburgh is a Data Controller for the information you provide. You

have the right to access information held about you. Your right of access can be

exercised in accordance Data Protection Law. You also have other rights including

rights of correction, erasure and objection. For more details, including the right to

lodge a complaint with the Information Commissioner’s Office, please visit

www.ico.org.uk. Questions, comments and requests about your personal data can also

be sent to the University Data Protection Officer at dpo@ed.ac.uk.

For general information about how we use your data, go to: edin.ac/privacy-research

Who can I contact?
If you have any further questions about the study, please contact the lead researcher,

Megan Morris at s2603885@ed.ac.uk.

If you wish to make a complaint about the study, please contact

inf-ethics@inf.ed.ac.uk. When you contact us, please provide the study title and detail

the nature of your complaint.

Updated information.
If the research project changes in any way, an updated Participant Information Sheet

will be made available on http://web.inf.ed.ac.uk/infweb/research/study-updates.

Consent
By proceeding with the study, I agree to all of the following statements:

• I have read and understood the above information.

• I understand that my participation is voluntary, and I can withdraw at any time.

• I consent to my anonymised data being used in academic publications and

presentations.



Appendix C. Participants’ information sheet and Consent Form 63

• I allow my data to be used in future ethically approved research.


