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Abstract

Neural authorship attribution, a subproblem of artificial text detection, involves iden-

tifying the LLM that generated a given text. This task is typically solved by training

a classifier on a corpus of text generated by multiple LLMs. Through this training, it

learns to extract the features that distinguish each LLM’s writing style. Despite these

efforts, the subtle nuances in these styles make it difficult to achieve good performance.

This paper’s main aim is to improve the robustness of these classifiers by incorporating

stylometric features. These features are robust signals for this task because they tend

to remain consistent across text generated by the same LLM [1, 2]. We trained a

novel model based on DeBERTa [3] that uses both textual and stylometric features to

attribute text to the correct LLM that generated it. Our model achieved state-of-the-art

performance on the proposed dataset, with a test accuracy and an F1-score of 83.1% and

0.825 respectively. Secondly, we analysed the writing styles of LLMs using SHAP [4]

to identify the most distinctive linguistic features that characterise each LLM’s writing

style. Our analysis revealed that most LLMs follow a systematic approach to sentence

composition. These findings establish a foundation for developing more effective text

attribution methods and provide valuable insights into the artificial cognitive processes

underlying natural language generation.
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Chapter 1

Introduction

Recent advancements in large language models (LLMs) have enabled the generation of

text that closely resembles human writing. As LLMs continue to improve, there is an

increased risk that artificially generated text may be mistaken for human-written ones.

This raises concerns about the potential misuse of LLMs to generate misinformation.

For instance, adversaries can use these models to create and spread large volumes of

artificial fake news at little cost [5, 6]. This highlights the need to develop methods that

can detect artificial text.

Even for some security applications such as copyright protection, distinguishing

between artificially generated and human-written text may not be enough. A more

critical solution would be to identify the LLM that generated the artificial text. This

process, known as neural authorship attribution [7], can improve accountability and

help uncover the characteristics of malicious actors who exploit these models.

Neural authorship attribution is commonly addressed by training a classifier on a

corpus of text generated by multiple LLMs. During this process, the classifier learns to

accurately identify the LLM that generated a given text. It does so by extracting the

features that discriminate each LLM’s writing style. This task is particularly challenging

because the LLMs’ writing styles are typically subtle and nuanced, especially when

they use similar architectures. Furthermore, LLMs can adopt different writing styles

depending on the prompts, further complicating the task. These factors hinder the

classifier’s ability to consistently differentiate between the writing styles of the LLMs,

negatively impacting performance.

This paper’s primary goal is to improve the robustness of classifiers for neural

authorship attribution by incorporating stylometric features. Stylometric features are

quantifiable stylistic characteristics of a text that can be analysed to determine an

1



Chapter 1. Introduction 2

author’s writing style [8]. Traditional classifiers for this task heavily relied on stylo-

metric features [9, 10, 11]; however, recent advancements have shifted focus towards

transformer-based models, which instead uses learned textual features [12, 13]. Despite

this trend, stylometric features remain robust signals for distinguishing between the

writing styles because they are often consistent across texts produced by the same author

[1, 2]. Therefore, these features are still valuable for neural authorship attribution, and

we hypothesise that combining them with transformer-based models may improve their

effectiveness in learning the writing styles of LLMs.

Our secondary goal is to conduct a preliminary study analysing the features that

best characterise each LLM’s writing style. Since a classifier for neural authorship

attribution must learn to extract the distinctive linguistic features of an author’s writing

style, we hypothesise that these features can be identified by evaluating each feature’s

contribution to our model’s ability to predict a particular author. A simple metric for

measuring this contribution is feature importance. The more important a feature is,

the greater its impact on the model’s performance in correctly attributing texts to that

author, suggesting that it is likely a key discriminative characteristic of the author’s

writing style. The main research questions addressed in this work are :

1. Does the incorporation of stylometric features improve the performance of classi-

fiers for neural authorship attribution?

2. Does our model perform better than the current state-of-the-art classifier for

neural authorship attribution?

3. What linguistic features are useful for distinguishing between the writing styles

of different LLMs?

Our contributions are as follows. Firstly, in response to the lack of a high-quality

dataset for neural authorship attribution, we developed a novel dataset that combines

both stylometric and textual features. The initial corpus was sourced from MAGE

[14], a comprehensive testbed for deepfake text detection. This dataset contains 15k

news articles written by humans or generated by one of 8 state-of-the-art LLMs. Each

news article is represented by its content and 57 stylometric features that have been

standardised using a robust scaler. We used three types of stylometric features: lexical,

syntactical and structural, each capturing a different linguistic aspect of the text.

Secondly, we introduced a novel model DeBERTastylo that combines stylometric

features with the learned textual features from DeBERTa [3] for neural authorship
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attribution. Using the proposed dataset, we conducted an ablation study to select

the optimal hyperparameters for our model. The hyperparameters we tuned included

the number of unfrozen layers in DeBERTa, the learning rate, weight decay, and

the dropout inclusion rate. The best-performing configuration, as determined by the

validation accuracy, featured a learning rate of 5× 10−5, a weight decay of 0.05, a

dropout inclusion rate of 0.9, and 1 unfrozen layer. This setup achieved a validation

accuracy and F1-score of 80.2% and 0.789 respectively. With these hyperparameters,

our model achieved a 1.1% increase in test accuracy over the original DeBERTa model

, and an improvement of at least 8.3% in test accuracy compared to the current state-

of-the-art classifiers such as RoBERTa [15] and BERT [16]. These findings suggest

that incorporating stylometric features improves the classifier’s performance for neural

authorship attribution. Furthermore, DeBERTa’s architecture is inherently better at

capturing the subtle nuance of the author’s writing style than other masked language

modelling architectures.

Finally, we identified the linguistic features that distinguish the writing style of

the LLMs in our dataset. Building on a similar work [17], we applied SHAP [4] on

our best-performing model to calculate the importance of every feature with respect to

each LLM. Among the eight LLMs in our dataset, only two have writing styles that

are characterised solely by their semantics. This highlights the relatively powerful

generative capabilities of these models, as their writing styles cannot be fully captured

by stylometric features alone. In contrast, the remaining LLMs exhibit a systematic

approach to sentence construction. The syntactic features were the most effective for

discriminating between their writing styles, consistently showing the highest feature

importance across these models.

The paper is organised as follows: Section 2 covers the related work and background

knowledge required to understand the paper. Section 3 discusses problem formulation,

including task definition, dataset creation, and evaluation metrics. Section 4 describes

our methodology, while Section 5 discusses the experimental setup and results. Finally,

in Section 6, we conclude the paper and make suggestions for future research.



Chapter 2

Related Work

In this chapter, we first present a brief overview of current natural language generation

technologies and explain their underlying mechanisms. We then review the literature on

authorship attribution and identify its relationship with neural authorship attribution.

Following this, we discuss the progress made in solving neural authorship attribution.

Finally, we provide a detailed overview of the transformer architecture, which serves as

the foundation for both our model and the current state-of-the-art classifier for this task.

2.1 Natural Language Generation

Natural language generation (NLG) is a broad term that refers to AI techniques for

producing high-quality, human-like text in natural language [7]. It includes tasks like

text summarisation, machine translation, and open-ended text generation [18, 19]. In the

context of neural authorship attribution, we concentrate on open-ended text generation.

This task can be solved with three main approaches: non-neural, non-transformer neural,

and transformer methods [20].

Early approaches to natural language generation used non-neural methods, which

were primarily rule-based. Hidden Markov Models (HMMs) [21] and reinforcement

learning [22] were commonly featured in this paradigm. Non-transformer neural

methods have also been demonstrated to be highly effective for this task. Previous

research explored various recurrent neural architectures, such as long short-term memory

(LSTM) [23] and gated recurrent units (GRUs) [24]. However, these architectures are

prone to the vanishing gradient problem, which limits their ability to generate coherent

and contextually accurate text [25]. More recent work has addressed this limitation

using self-attention in the transformer architecture [26]. Consequently, transformer

4
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language models currently represent the state-of-the-art in natural language generation

across different tasks. Among the transformer language models, the unidirectional GPT-

2 [27] and GPT-3 [28] have received the most attention for natural language generation

because of their superior performance in both conditional and unconditional open-ended

text generation. Other transformer models that performed well on this task include T5

[29], GPT-J [30], GPT-Neo-X [31] and LLama [32].

In transformer language models, text is generated using left-to-right decoding.

Decoding is the task of choosing a token to generate based on the probabilities that the

model assigns to the possible tokens [33]. At each decoding step, the next token yt is

sampled from the probability distribution of all possible next tokens. This distribution

is conditioned on both the previously decoded tokens and the input sequence. The

decoding process continues iteratively, generating tokens until either a stop token is

encountered or a predefined maximum length is reached [34].

Suppose the current time step is t, the previous output sequence is Yt−1 = {y1,y2, ...,yt−1},

and the input sequence is XN = {x1,x2, ...,xN}. The predicted next token yt is given by

the Equation 2.1. Here, ht is the hidden state of the model at time step t, and wo is the

output matrix. The softmax function is used to generate a probability distribution over

the model’s vocabulary.

yt ∼ P(yt |Yt−1,XN) = so f tmax(wo ·ht) (2.1)

2.2 Authorship Attribution

Authorship Attribution (AA) involves identifying the author of a given text from a pool

of potential authors based on their distinct writing style [7]. Formally, a writing style

refers to the distinctive manner in which an entity expresses thoughts through language

[35]. It encompasses the entirety of the author’s word choices, sentence structures, and

use of literary devices.

Numerous studies have addressed the AA problem with feature extraction tech-

niques such as n-grams [36, 37], topic modelling [38], LIWC [39], POS-Noise [40]

and POS tags [41]. In a separate study, Zheng et al. used stylometric features (i.e.,

lexical, syntactic and structural features) to capture an author’s writing style [42]. Their

findings revealed that structural features were most effective for authorship attribution.

Furthermore, Shao et al. used readability scores as features and produced impressive re-

sults, highlighting the importance of readability in distinguishing between authors [43].
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Figure 2.1: Structure of a transformer block [50]

Several classical machine-learning classifiers, including Naive Bayes [44], SVM [45],

Random Forest [46], and KNN [47], have been applied to the AA problem. However,

with the recent advancements in neural networks, CNN and RNN have shown to be

more effective at representing the characteristics of an author’s writing style [41, 48].

With the introduction of transformer language models, a new type of author, known

as neural authors, has emerged in the AA landscape. Early attempts to attribute texts to

neural authors were based on stylometric and statistical features [8, 9]. However, recent

research has shifted towards fine-tuning pre-trained language models, as this method

has demonstrated superior performance [12, 13]. Among these models, RoBERTa [15]

and BERT [16] stand out as the state-of-the-art for this task [49]. Both models are based

on the transformer architecture [26]. Therefore, to better understand how these models

work, we will detail the fundamental principles of this architecture in the next section.

2.3 Transformer Architecture

A transformer is designed to capture the context of each token in an input sequence

(x1, ...,xN) using a stack of transformer blocks, each of which is a multilayer neural

network. These blocks work together to develop richer contextualised representations

of the tokens’ meanings [33]. Both the RoBERTa [15] and BERT [16] base models

contain 12 transformer blocks. Within each block, a self-attention layer is applied first,

followed by a pointwise feed-forward layer, which is a single MLP applied to each

vector individually. Residual connections and layer normalisations are applied after

each layer. Figure 2.1 depicts this structure.
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2.3.1 Text Preprocessing

Before processing an input text, the transformer first tokenises it into a sequence of N

tokens. After this, it computes the input embedding for each token by combining their

token and absolute positional embeddings. These input embeddings X = (x1, ...,xN) ∈
RN×d are then used as the input to the transformer’s blocks.

A token embedding is a d-dimensional vector that captures the semantics of a token,

regardless of its context. These static embeddings are indexed from an embedding

matrix E ∈ R|V |×d , which stores the token embeddings for all the tokens in the model’s

vocabulary. In contrast, an absolute positional embedding is a d-dimensional vector

that encodes a token’s position within the input sequence. These embeddings are

usually learned alongside the token embeddings during pre-training, or they can be

computed using a static function f : N→ Rk that maps positions to real-valued vectors

of dimension k . The function must be well chosen to ensure it can capture the inherent

relationships between the positions.

RoBERTa [15] and BERT [16] share similar text preprocessing steps. Both models

compute the input embeddings by summing the token embedding with the absolute

positional embedding. They also use learned position embeddings with a maximum

sequence length of 512 tokens. However, they slightly differ as RoBERTa utilises a

larger vocabulary size of 50k tokens compared to BERT’s 30k tokens. Furthermore,

BERT uses WordPiece tokenisation [51], whereas RoBERTa uses byte-pair encoding

(BPE) tokenisation [52].

2.3.2 Self Attention

The self-attention layer uses the self-attention mechanism to map a sequence of

input vectors X = (x1, ...,xN) ∈ RN×d to an output sequence of the same length

Y = (y1, ...,yN) ∈ RN×d , where d denoting the embedding dimension [33]. This

mapping is performed such that each output vector has been contextualised using

information from the input sequence.

The fundamental operation of self-attention involves comparing an attended token

xi to all other tokens x j in the input sequence to determine their relevance in the current

context. These comparisons are then used to compute the output vectors yi from the

input sequence. During the attention process, each input vector xi ∈ R1×d serves three

different roles [50]:

1. Query q: Compared to every other vector x j to compute the attention weights for
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its output yi

2. Key k: Compared to every other vector x j to compute the attention weights for

the other outputs y j

3. Value v: Used as part of the weighted sum to compute each output vector once

the attention weights have been established.

To capture these roles, we first project each xi into the query, key and value vectors

using the respective learnable weight matrices: Wq,Wk,Wv ∈ Rd×d . This computation

can be performed simultaneously for all input vectors X using matrix multiplication to

generate the query, key and value vectors Q,K,V ∈ RN×d .

Next, we compute the attention score matrix S ∈RN×N by taking the dot product be-

tween the query vector qi and the key vector k j for every pair of xi and x j. These scores

are then normalised using the softmax function to generate the attention weight matrix

A ∈ RN×N , where each ai is a vector of attention weights indicating the proportional

relevance of other input tokens x j to the attended token xi. Since softmax is sensitive

to large input values, it can kill the gradients and slow down learning; hence, the dot

products in S are scaled down by k to prevent the inputs to softmax from growing too

large. Finally, each output vector yi is computed as the weighted sum over all value

vectors v , with the weights determined by ai

Q = XWq; K = XWk; V = XWv

S =
QK⊤
√

d
; A = so f tmax(

QK⊤
√

d
) (2.2)

Y = Sel f Attention(Q,K,V) = so f tmax(
QK⊤
√

d
)V

In models that utilise causal self-attention, the upper-triangular portion of the matrix

S is masked to eliminate information about future words. This ensures the model can

only attend to input tokens that precede xi when computing yi. In contrast, models that

use bidirectional self-attention do not apply masking. This approach allows the model

to contextualise each output vector using information from the entire input sequence.

Both RoBERTa [15] and BERT [16] use bidirectional self-attention to compute the

output of the self-attention layer.



Chapter 3

Problem Formulation

In this chapter, we first outline the task definition of neural authorship attribution. Next,

we describe our data collection and preprocessing steps, followed by an exploratory data

analysis of our dataset. Finally, we describe the metrics used to evaluate and compare

our model’s performance to the baselines.

3.1 Task Definition

Neural authorship attribution is typically framed as a multi-class classification problem,

where each class represents a distinct author. Suppose we have texts generated by

humans and k LLMs {LLM1, ...,LLMk}. In this scenario, the entity that generated a text

is referred to as its author (i.e., humans or one of the k LLMs), resulting in a total of

k+1 authors. For simplicity, we refer to the human author as LLM0. Let X ⊆ Rd and

Y ⊆ {0,1}k+1 be the feature and label space respectively, where d denotes the number

of features representing a given text. The label of each text x ∈ X is represented by a

one-hot encoding y = (y0, ...,yk+1) ∈ Y such that :

yi =

1 if LLMi generated x

0 otherwise
(3.1)

During training, a classifier C : X → Y learns to define a probabilistic decision

boundary that best separates each author’s data points within the feature space, based

on a specific loss function. Given an input text x, the classifier assigns a probability to

each author to indicate how likely they created the text. It then predicts the author of x
based on these probabilities :

9
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C(x) = argmax
i∈{0,...,k}

pi(x) (3.2)

where pi(x) denotes the probability of x being generated by LLMi. The parameters of

the classifiers are optimised so that the decision boundary assigns the highest probability

to the correct author. During testing, the classifier applies the learned decision boundary

to assign a new input text x to one of the known authors from the training data using the

same equation.

3.2 Dataset

In this section, we provide a detailed explanation of the steps involved in creating our

dataset. We begin by discussing the rationale for creating a new dataset for neural

authorship attribution, highlighting the limitations of existing ones. We then explain

how we gathered our initial corpus from MAGE, a comprehensive testbed for deepfake

text detection [14]. Finally, we describe the preprocessing steps applied to the corpus to

produce the final dataset, and then perform an exploratory data analysis on it.

3.2.1 Limitations of Existing Dataset

In the literature, only a few datasets have been specifically created for neural authorship

attribution. Among these, TURINGBENCH [49] emerges as the pioneering benchmark

because it has been extensively used to train and evaluate many classifiers for this

task [53]. This benchmark contains news articles generated by 19 different LLMs.

However, these generated articles often lack coherency, fluency and grammaticality

because they contain many fragmented and nonsense words and symbols. Table 3.1

provides examples from this benchmark that illustrate these issues and highlight the poor

quality of the generated text. Consequently, the dataset’s effectiveness in evaluating a

classifier’s performance for this task is limited, underscoring the need to create a new

dataset.

3.2.2 Data Collection

The MAGE testbed combines human-written text from ten benchmark datasets covering

various writing tasks such as question answering and story generation [14]. It also

features artificial text generated by 27 different LLMs. We chose to source our initial
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News Article Label

car bomb kills more than 100 during killing at least 50 or

to::::::::::::::::

XLNet

ing treasury advantage intitutional plan-growth debt mutual

fund information: scheme objective, manager, house, finan-

cial institutions, financial

GPT 2

Table 3.1: Some examples from the TURINGBENCH benchmark

corpus from this testbed for two reasons. Firstly, the paper for this testbed compre-

hensively details the steps involved in collecting and preprocessing the human-written

and artificial text. This explanation clarifies the testbed’s composition and limitations,

ensuring transparency in our data collection process. Secondly, the testbed only uses

state-of-the-art LLMs to generate the artificial text. Consequently, the quality of the

generated text is significantly higher than that of the TURINGBENCH benchmark,

demonstrating the most recent advancement in natural language generation. This

ensures that our dataset remains relevant and up-to-date for training and evaluating

classifiers in neural authorship attribution.

Continuation, topical and specified prompts were used to generate the artificial text

from each human-written text. The first prompt type was used with all LLMs, whereas

the two last prompt types were only used with the three OpenAI models :

1. Continuation prompts: LLMs were asked to continue the generation based on the

first 30 words of the original human-written text

2. Topical prompts: LLMs were asked to generate texts based on the provided topic

3. Specified Prompts: A topical prompt was provided along with metadata about the

text sources

Since each author’s writing style may differ depending on the writing task, we

focused solely on news article writing to ensure a consistent analysis. This restriction

helps normalise the linguistic features and reduce the variability introduced by task-

specific conventions. Consequently, this allows their writing styles to be distinguished

and assessed with greater reliability and accuracy.

To collect data for this task, Li et al. [14] sampled 1,777 human-written news

from the XSum [54] and TLDR [55] datasets. Continuation prompts were then fed
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to all models to generate 47,979 artificial news. Moreover, the three OpenAI models

generated an additional 10,662 artificial news because they were also given topical and

specified prompts. In total, this resulted in 58,641 artificially generated articles.

Our study only examined nine different authors from MAGE: humans, LLama

65B [32], GPT-3.5 Turbo [28], Text Davinci-003[28], Flan-T5 XXL [29], GPT-J [30],

GPT-NeoX [31], OPT 30B [56], BigScience T0 11B [57]. These LLMs were selected

because they are the most prominent among all models. Furthermore, we only included

artificial news articles generated with the continuation prompt to ensure a consistent

text generation style across all models.

Li et al. [14] normalised the punctuation and removed line breaks to reduce the

effects beyond the text content. They also removed articles that were either too long or

too short. Following this, we refined the dataset to include only the articles created by

our chosen authors while excluding those generated by topical and specified prompts.

This process resulted in a final dataset comprising 15,353 articles generated by nine

different authors. Table 3.2 shows a few chosen examples from our dataset.

News Article Label

Most flights coming out of or landing in Chile’s main airports

were cancelled or delayed. The strike hit Chile in the busy

run-up to the Christmas holiday period, leaving thousands

stranded across much...

GPT-NeoX

SVGs have cool benefits like crisp image quality with a

single file, support for emojis, inline icons, and dark mode

detection. This article discusses how to add SVG favicons

to a project. Code and examples are provided.

Humans

Table 3.2: Some examples from our dataset

3.2.3 Data Preprocessing

Since Li et al. [14] had already conducted the majority of text preprocessing, our

only additional step was whitespace reduction. We intentionally avoided standard

text preprocessing practices, such as removing punctuation and special characters,

and text normalisation (e.g., stemming and lowercasing). This decision was made to

preserve the stylometric features that inherently contribute to the author’s unique writing
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style. Performing these practices would result in the loss of valuable information that

could compromise the authenticity of the writing style and the performance of our

model. Additionally, each article was labelled with a string representing its author. To

standardise the labels into a format our model can understand, we converted each label

into a one-hot encoding vector using Equation 3.1.

Next, we extracted 57 stylometric features from the preprocessed news articles.

Stylometric features are used to identify the different stylistic signals present in a given

text [8]. Detailed information on how each feature was calculated and what it measures

will be further discussed in the Methodology section. There are three main types of

stylometric features that we used:

1. Lexical Features: These characterise the author’s writing style at the word level,

capturing the meaning and usage of words.

2. Syntactical Features: These characterise the author’s writing style at the sentence

level, capturing patterns from sentence structure and the arrangement of words

and phrases to create grammatically correct sentences.

3. Structural Features: They characterise the author’s writing style level at the

paragraph level, capturing the overall organisation and format of the text.

We divided the dataset into the train, validation and test sets with an 80%/10%/10%

split using stratified sampling and a seed of 2543673. This sampling method was chosen

to ensure each set contained roughly the same proportion of articles for each author.

Some stylometric features have highly varying ranges with many outliers. For

example, the Flesch Reading Ease score [58] ranges from 0 to 100, whereas Gunning

Fog Index [59] ranges from 0 to 20. This discrepancy can cause our model to give more

weight to features with a larger scale, introducing feature bias and negatively impacting

performance. Hence, we used a robust scaler to standardise each feature so that they

have comparable ranges, ensuring all features contribute equally to our model.

A robust scaler standardises each feature using its median and interquartile range

(IQR). The IQR is defined as the difference between the 25th percentile and the 75th

percentile of the feature values. By using the median and IQR, this method is robust

against outliers because it prevents them from disproportionately affecting the scaling

process. Consequently, the scaled data remains more representative of the majority of

the feature values.

We started by fitting the scaler on the training data to calculate the medians and

IQRs of each feature. After this, these values were used to transform the feature values



Chapter 3. Problem Formulation 14

Author Train Instances Validation Instances Test Instances

Humans 1,437 (11.6%) 160 (11.6%) 178 (11.6%)

LLama 65B 1,420 (11.4%) 158 (11.4%) 175 (11.4%)

GPT-3.5 Turbo 1,436 (11.5%) 159 (11.5%) 178 (11.6%)

Text Davinci-003 1,436 (11.5%) 159 (11.5%) 177 (11.5%)

Flan-T5 XXL 1,418 (11.4%) 158 (11.4%) 175 (11.4%)

GPT-J 1,216 (9.8%) 135 (9.8%) 150 (9.8%)

GPT-NeoX 1,225 (9.9%) 136 (9.8%) 151 (9.8%)

OPT 30B 1,411 (11.3%) 157 (11.4%) 174 (11.3%)

BigScience T0 11B 1,436 (11.5%) 160 (11.6%) 178 (11.6%)

Total 12,435 (100%) 1382 (100%) 1536 (100%)

Table 3.3: Author instances distribution in the train, validation and test set

in the training, validation, and test set. Only the training data was used to fit the scaler

to prevent data leakage. If the scaler was also fitted on both the validation and test data,

information from these datasets would leak into the training data via the medians and

IQRs. This leakage could negatively impact the training process, resulting in an overly

optimistic performance and compromising the model’s reliability and accuracy.

Let xmedian ∈ R1×d and xIQR ∈ R1×d denote the vectors containing the median and

IQR of all features, computed from the training data, respectively. We can then scale a

feature vector x ∈ R1×d as follows:

xnew =
x−xmedian

xIQR
(3.3)

3.2.4 Exploratory Data Analysis

After creating our dataset, we conducted exploratory data analysis to uncover underlying

patterns and insights in the data. Firstly, we analysed the distribution of the authors

in the training, validation and test sets. Table 3.3 shows the proportion of each author

across these sets. The roughly equal representation of each author across all sets

ensures that the model is trained and evaluated on a representative sample of the data.

Furthermore, having an equal proportion of each author in the training set prevents the

model from becoming biased towards any single author during training.

Secondly, we visualised the contextual embeddings generated by DeBERTa for all

articles in our dataset. To achieve this, we first extracted the embeddings of the [CLS]
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token for each article, which captures the summary representation of the entire text. We

then projected them into a 2D vector space using t-SNE. Additionally, we visualised the

stylometric features of all articles by applying t-SNE to project them into a 2D vector

space as well.

Figure 3.1a shows the embedding space of the articles in our dataset. The article

embeddings for some authors, such as Flan-T5 XXL [29] , GPT-J [30] and LLama 65B

[32], are well-separated in the embedding space, forming distinct clusters. This implies

that sentence embeddings alone are sufficient to characterise the writing style of these

models, as they can be used to accurately classify the articles written by these authors.

In contrast, the embeddings for the remaining authors were dispersed across a single,

massive cluster. This distribution suggests that while articles written by the same author

show significant variation in embedding patterns, these representations remain similar

to those of other authors in the cluster. As a result, sentence embeddings may not be

reliable features for distinguishing between these authors.

Figure 3.1b illustrates the projected stylometric features of the articles in our dataset.

In comparison to the article embeddings produced by DeBERTa, the stylometric features

for each author are less distinctly separated, forming one massive cluster. Within this

cluster, the stylometric features of authors such as Text-Davinci-003 [28], OPT 30B

[56], LLama 65B [32], GPT-J [30], Flan-T5 XXL [29], and BigScience T0 11B [57] are

relatively close together, creating subclusters. This suggests that although the writing

style of different authors may be more difficult to distinguish based on stylometric

features, there is minimal variation in these features across articles produced by the same

author. Consequently, this shows that the stylometric features are relatively consistent

for the same author, serving as a strong signal for neural authorship attribution.

3.3 Evaluation Metric

We evaluated our model’s performance primarily using accuracy. This metric was

chosen because it is more intuitive and easier to interpret than other classification

metrics. Given that our dataset is balanced, accuracy provides a meaningful and reliable

measure of our model’s performance without introducing bias toward any particular

author. However, when evaluating a multi-class classification problem, relying solely on

accuracy has a limitation because it does not reveal whether all authors were predicted

equally well. Some authors might be accurately predicted, while others could be

neglected. To address this issue, we also monitored the F1 score to provide a more
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(a) DeBERTa’s embedding space

(b) Stylometric features

Figure 3.1: t-SNE plots

comprehensive understanding of the model’s performance in predicting each author.

3.3.1 Accuracy

Intuitively, accuracy is a metric ranging from 0 to 1 that measures the proportion of

news articles that have been correctly attributed to their respective authors. The higher

the accuracy, the better the performance of our model. Given a 9×9 confusion matrix

M , where Mi j represents the number of articles whose actual and predicted author was

LLMi and LLM j respectively. We can compute accuracy as follows:

Accuracy(M) =
∑

8
i=0 ∑ j:i= j Mi j

∑
8
i=0 ∑

8
j=0 Mi j

(3.4)
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3.3.2 F1-Score

The F1-score is derived from precision and recall, so it is essential to define these

two metrics first. For each author LLMi, precision measures the ratio of the correctly

attributed articles to the total number of articles that have been attributed to that author

by our model. Intuitively, it tells us the quality of the model’s prediction, reflecting how

much confidence we can place in the model when it attributes an article to the author.

A high precision indicates a low false positive rate for that author. The best possible

precision score is 1, while the worst score is 0.

On the other hand, recall measures the ratio of the correctly attributed articles to the

total number of articles generated by that author. Intuitively, recall measures the ability

of our model to find all articles created by that author. A high recall indicates that the

model can identify most of the articles generated by that author, indicating a low false

negative rate. The best possible recall score is 1, while the worst score is 0.

Given the confusion matrix Mi for the author LLMi, containing the true positive

(T Pi), true negative, (T Ni), false positive (FPi) and false negative (FNi) observations.

We can compute the precision and recall for the author as follows:

Precision (Pi) =
T Pi

T Pi +FPi
; Recall (Ri) =

T Pi

T Pi +FNi
(3.5)

The F1-score calculates a simple weighted average of the precision and recall, taking

both the false positive and false negative rates into account. An F1 score achieves its

best value at 1, indicating perfect precision and recall, and the worst score at 0. Given

an author LLMi, the F1-score of the author can be computed as follows:

F1-Score (F1i) =
2PiRi

Pi +Ri
(3.6)

To calculate the F1 score for a multi-class dataset, we first compute the individual

F1 scores for each author using the one-vs-all approach. Once we have these individual

scores, we can average them to get a single metric for our model’s overall performance.

There are several methods for calculating this average, but we chose macro-averaging.

This method is especially appropriate for our dataset because it treats all classes as

equally important, which is ideal given that our dataset contains approximately equal

numbers of articles for each author. The macro F1 score is calculated as follows:

Macro F1-Score =
1
9

8

∑
i=0

F1i (3.7)



Chapter 4

Methodology

This chapter outlines our paper’s methodological framework. We begin by discussing

how we computed the stylometric features from the news article. Next, we describe

the architecture of our proposed model for neural authorship attribution, as well as the

ablation study that will be conducted on it. Finally, we discuss our approach to analyse

the writing style of the authors in our dataset. Figure 4.1 shows our workflow’s pipeline.

Figure 4.1: Workflow pipeline for our project

18
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4.1 Stylometric Features Extraction

Stylometric features were widely used in traditional classifiers for authorship attribution.

Early efforts to solve this task focused on training ensembles of machine learning

models on extracted stylometric features [9]. Later work adopted convolutional and

recurrent neural networks to perform authorship attribution using these same features

[10, 11]. However, recent approaches have shifted towards transformer-based models

due to their superior performance [12, 13]. Unlike traditional classifiers, these models

rely on learned textual features for more accurate attribution rather than manually

engineered features.

Despite this trend, stylometric features continue to serve as robust signals for dis-

tinguishing between different authors’ writing styles, as they tend to remain consistent

across texts produced by the same author [1, 2]. Hence, these features are still valu-

able for neural authorship attribution , and we hypthosise that combining them with a

transformer-based model can improve its ability to differentiate between the writing

styles. Our hypothesis is supported by a previous work that has combined stylometric

features with the textual features learned by RoBERTa for this task [12]. Their results

have demonstrated that incorporating both types of features improved the classifier’s per-

formance compared to using only textual features. However, the specific features used

and their computation methods have not been clearly outlined, making it challenging

for other researchers to understand and evaluate the effectiveness of this approach.

To improve transparency, this section outlines the stylometric features that we have

used and explains how they are computed for each news article. There are 57 stylometric

features in total, which can be divided into three categories: lexical, syntactical, and

structural. Each category captures a different linguistic aspect of a text, as detailed in

the previous chapter. We first describe the lexical features, followed by the syntactical

features, and finally the structural features.

4.1.1 Lexical Features

Table 4.1 shows the 16 lexical features we extracted from the news articles. Computing

the first 11 lexical features was trivial. The NLTK’s list of English stopwords [60]

and the Python library ”functionwords” [61] were used to identify all the stopwords

and function words in the article respectively, while SpaCy [62] was used to count the

syllables of each word.

Function words express grammatical relationships among other words in the same
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Feature ID Feature Name

1 Word Count

2 Stopword Count

3 Function Word Count

4-5 Average Character Per Word (Mean + Std)

6-7 Average Syllable Per Word (Mean + Std)

8-9 Average Stopword Per Sentence (Mean + Std)

10-11 Average Function Word Per Sentence (Mean + Std)

12 Hapax Legomenon Count

13 Hapax Dislegemena Count

14 Honore’s Measure [63]

15 Sichel’s Measure [58]

16 Moving Average Type-Token Ratio (MATTR) [64]

Table 4.1: Lexical features extracted from the news articles

sentence, and analysing their usage can reveal patterns in the sentence complexity and

structure. Similarly, stopwords are a set of commonly used words such as ”I”, ”you”,

and ”that”, and analysing their usage can reveal the stylistic preference and writing

habits of the authors. Both the average syllable and number of characters per word

measure the complexity of the vocabulary, which can indicate the level of sophistication

of the writing.

The remaining lexical features measure vocabulary richness, which indicates the

diversity of words used in a text. A text with low vocabulary richness uses few words

that are frequently repeated, while a text with high vocabulary richness continually

introduces new words. Hapax legomenon are the words that pnly appear once in a text,

whereas Hapax dislegemena are the words that appear exactly twice in the text.

Let N, V , V1, V2 denote the number of words, word types, Hapax legomenon and

Hapax dislegemena in an article respectively. We can compute the Honore’s measure R

[63] and Sichel’s measure S [58] of the article as follows:

R = 100× log(
N

1− (V1
V )

) (4.1)

S =
V2

V
(4.2)

The type-token ratio (TTR) [65] is another useful metric for assessing vocabulary
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diversity. However, its value is significantly affected by the text’s length, with shorter

texts generally producing higher TTR. Given an article, we can compute its TTR as

follows:

T T R =
V
N

(4.3)

We can use the moving-average type-token ratio (MATTR) [64] to address this issue.

MATTR uses a moving window of 50 words to calculate the TTRs, then averages these

values to obtain the final result. Let T T R1, ...,T T RW denote the TTRs computed from

an article using W different windows, its MATTR can be calculated as follows:

MAT T R =
1

W

W

∑
i=1

T T Ri (4.4)

4.1.2 Syntactical Feature

Table 4.2 shows the 36 syntactical features we extracted from the news articles. The

average word per sentence reveals the author’s typical sentence structure and the

complexity of their syntactical constructions. Some authors prefer concise sentences,

whereas others prefer more complex and longer sentences. Additionally, authors have

different preferences for grammatical constructs, such as the use of passive vs active

voices and complex noun phrases. These preferences are reflected in the sentence length

and inherently contribute to the author’s writing style.

We used SpaCy [62] to calculate the average number of tags per sentence for each

POS in the universal POS tagset [66]. These features provide insights into the typical

grammatical composition of sentences. Different writing styles may have distinctive

POS tag distributions. For instance, frequent use of adjectives and adverbs may indicate

a more descriptive style, while a predominant use of nouns and verbs could indicate a

more direct and formal style.

Feature ID Feature Name

17-18 Average Word Count Per Sentence (Mean + Std)

19-52 Average POS Tags Count Per Sentence (Mean + Std)

Table 4.2: Syntactical features extracted from the news articles
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4.1.3 Structural Feature

Table 4.3 shows the five structural features we extracted from the news articles. Calcu-

lating the sentence and punctuation count was straightforward. Both features provide

insight into how an author organises their ideas in the writing. Some authors may

present information using long, complex sentences, resulting in a low sentence and

punctuation count. In contrast, others might break their points into multiple, simpler

sentences, resulting in a higher sentence and punctuation count.

Feature ID Feature Name

53 Sentence Count

54 Punctuation Count

55 Flesh Reading Ease (FR Score) [58]

56 Flesh-Kincaid Grade Level (FKG Score) [67]

57 Gunning Fog Index [59]

Table 4.3: Structural features extracted from the news articles

The remaining structural features measure readability. The readability of a text

refers to how easily a reader can understand its content. We discuss three metrics for

measuring readability, each of which employs different methods to calculate the score.

First, the Flesch Reading Ease [58] measures readability on a scale from 1 to 100, where

a higher score indicates better readability. For instance, a score of 100 implies that the

text is straightforward, whereas a score between 0 and 30 indicates that the content is

more suited for university-level reading. Given an article, we can compute its Flesh

Reading Ease score as follows:

FR Score = 206.835−1.015× (
Total Words

Total Sentences
)−84.6× (

Total Syllables
Total Words

) (4.5)

Second, the Flesch-Kincaid Grade Level [67] measures readability in terms of the

US education grade level needed to understand the text. This metric ranges between 0

to 18, with higher numbers indicating a more difficult text. The Flesh-Kincaid Grade

Level of an article can be calculated as follows:

FKG Score = 0.39× (
Total Words

Total Sentences
)+11.8× (

Total Syllables
Total Words

)−15.59 (4.6)
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Finally, the Gunning Fox index [59] measures readability based on the years of

education required to understand a text. The index ranges from 0 to 20, with a higher

number implying a more difficult text. By defining complex words as those containing

three or more syllables, we can compute the Gunning Fox index of an article as follows:

G = 0.4× ((
Total Words

Total Sentences
)+100× (

Complex Words
Total Words

)) (4.7)

4.2 Model Architecture & Training

Current state-of-the-art classifiers for neural authorship attribution [7, 49] predomi-

nantly rely on fine-tuning RoBERTa [15] and BERT [16]. Although these models are

still effective, they are relatively older in the field of NLP. Recent advancements in

NLP technologies have introduced numerous new architectures designed to learn and

understand human language more effectively than these earlier models. This presents

an opportunity to improve the classifier’s performance by utilising these more powerful

architectures. In this paper, we propose a novel model that integrates stylometric fea-

tures with DeBERTa [3], a bidirectional transformer language model that improves on

RoBERTa and BERT.

4.2.1 Model Architecture Overview

Given a news article, our model first prepends a special [CLS] token to its input sequence.

This modified sequence is then fed into the pre-trained DeBERTa model and processed

through all its layers to generate a d-dimensional output vector for each input token.

The output vector corresponding to the [CLS] token xcls ∈ R1×d acts as the sentence

embeddings, capturing the representation of the entire sequence. These embeddings

represent the textual features of an article.

Next, the model generates the final set of linguistic features for the article xlinguistic ∈
R1×(d+57) by concatenating the sentence embeddings with its 57 stylometric features

xstylo ∈ R1×57. This resulting vector, which captures both the article’s semantic and

stylistic information, is then input into the classifier head. The classifier head multiplies

this vector by a set of learnable weights Wc ∈ R(d+57)×9 and applies the softmax

function to generate a probability distribution ŷ ∈ [0,1]9 over all the nine possible

authors in our dataset. The values in Wc are learned through supervised training of

our model. Each input sequence in the training data is labelled with its corresponding
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author, represented as a one-hot encoding vector y ∈ {0,1}9. Figure 4.2 illustrates our

model’s architecture.

Figure 4.2: DeBERTastylo model architecture

4.2.2 DeBERTa Architecture

Both RoBERTa [15] and BERT [16] encode each input token as a single vector, which is

computed by summing its token embeddings with the corresponding absolute positional

embeddings. This approach has a limitation: the conventional self-attention mechanism

cannot differentiate whether a token’s content or its absolute position contributes more

to a certain embedded vector component, potentially resulting in information loss.

To overcome this limitation, DeBERTa [3] introduces the disentangled self-attention

mechanism. Each token is represented by two vectors: one for its content and another

for its position in the sequence. This separation enables the calculation of attention

weights between the tokens using disentangled matrices that consider both their content

and relative positions. Consequently, this capability improves the model’s understand-

ing of the relationship between the tokens and their positions within the sequence.

Experimental results showed that DeBERTa outperformed state-of-the-art models on

various NLP benchmarks, highlighting the effectiveness of this mechanism [68].

Given a token at position i in the input sequence, we represent it as two vectors

hi ∈ R1×d and pi| j ∈ R1×d . hi captures the token’s semantic, irrespective of its context,
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while pi| j captures its relative position to the token at position j. The attention score Si j

between the tokens at positions i and j is then calculated as the sum of four components

using Equation 4.8. These components are derived from the disentangled matrices, and

they account for the interaction between the content and position in the following ways:

content-to-content, content-to-position, position-to-content and position-to-position.

Si j = {hi,pi| j}×{h j,p j|i}⊤ = hih⊤
j +hip⊤

j|i +pi| jh⊤
j +pi| jp⊤

j|i (4.8)

The content-to-content term hih⊤
j captures the semantic relationship between the

meaning of the tokens at both positions. The content-to-position term hip⊤
j|i describes

how the context of the token at position i relates to its relative position to the token at

position j. Conversely, the position-to-content term pi| jh⊤
j maps how the context of

the token at position j relates to its relative position to the token at position i. Finally,

the position-position term pi| jp⊤
j|i describes the relationship between relative position

vectors for the tokens at both positions. The last component is removed in future

calculations since it does not provide valuable information on the tokens’ content.

Let k be a hyperparameter that denotes the maximum relative distance, we can

define the relative distance δ(i, j) ∈ [0,2k) from a token i to token j as follows:

δ(i, j) =


0 if i− j ≤−k

i− j+ k if − k ≤ i− j ≤ k

2k−1 otherwise

(4.9)

Given the content matrix of all tokens in the input sequence H ∈ RN×d , we can

compute the disentangled self-attention score Si j from the token at position i to the token

at position j using Equation 4.10. Qc,Kc,Vc ∈ RN×d are the projected content vectors

generated using the projection matrices Wq,c,Wk,c,Wv,c ∈ Rd×d . P ∈ R2k×d represent

the relative position embedding vectors shared across all layers, and Qr,Kr ∈ RN×d

represent the projected relative position vectors generated using the projection matrices

Wq,r,Wk,r ∈ Rd×d .

Qc = HWq,c; Kc = HWk,c; Vc = HWv,c; Qr = HWq,r; Kr = HWk,r

Si j = qi
c ·k j

c +qi
c ·k

δ(i, j)
r +k j

c ·q
δ( j,i)
r (4.10)
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Y = so f tmax(
S√
3d

)Vc

S ∈ RN×N stores the attention scores for all pairs of tokens in the input sequence.

qi
c represents the ith row of Qc, whereas k j

c represents the jth row of Kc. kδ(i, j)
r is

the δ(i, j)th row of Kr , and qδ( j,i)
r is the δ( j, i)th row of Qr . All these vectors are an

element of R1×d . Like BERT [16], the attention scores have been scaled down by
√

3d

to prevent the inputs to softmax from growing too large.

4.2.3 Task Output Activation

The final layer in our model consists of nine nodes, each representing one of the nine

possible authors in our training data. The outputs of this layer z0, ...,z8 are normalised

using softmax to generate a probability distribution over all authors. The normalised

output ŷi represents the predicted probability that LLMi generated the given article. The

value of ŷi can be computed as follows:

ŷi = so f tmax(zi) =
ezi

∑
8
j=0 ez j

(4.11)

Softmax was chosen over the sigmoid function because it ensures that the output

probabilities add up to one for all authors, resulting in a valid probability distribution.

In contrast, the sigmoid function treats each output probability independently and does

not guarantee this property.

4.2.4 Task Loss Function

Since we use softmax for the output activation, we train our model with cross-entropy

loss. This loss is ideal for multi-class classification because it quantifies the difference

between the predicted and true probability distribution of the authors for a given article.

The cross-entropy loss guides the learning process by optimising the parameters in Wc

to ensure the model assigns the highest probability to the correct author. Given the

predicted probabilities ŷ and ground truth label y of a news article, we can compute the

loss for this instance as follows :

ŷ = so f tmax(xlinguisticWc) (4.12)

L(ŷ,y) =−
8

∑
i=0

yi log(ŷi) (4.13)
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4.3 Ablation Study

We performed an ablation study to select the optimal hyperparameters for our model.

The purpose of an ablation study is to determine how removing or replacing specific

parts of the model affects its performance and behaviour. By analysing the results of

this study, we can identify and eliminate weaker models and choose the hyperparameter

values that maximise our model’s accuracy on the validation set. Several ablations were

conducted on the number of unfrozen layers in DeBERTa, the learning rate, weight

decay, and dropout.

4.3.1 Dropout

Dropout is a regularisation technique that mitigates the effect of overfitting [69]. It is

typically represented as an additional layer inserted between the linear and activation

layers. During training, it randomly deletes a fraction of the hidden units from the

linear layer based on a hyperparameter called the inclusion rate (i.e., the rate at which a

unit is included). In our study, we applied dropout to every transformer block in the

pre-trained DeBERTa model [3]. We also explored only inclusion rates close to one, as

recommended by a previous study [69].

Suppose y,y′ ∈ Rd denote the output of the linear layer before and after apply-

ing dropout respectively, and mask ∈ Rd is a mask vector randomly sampled from a

Bernoulli distribution with inclusion rate p. The forward pass during training is defined

as follows:

mask ∼ bernoulli(p) (4.14)

y′ = mask⊙y (4.15)

By randomly dropping some units in training, dropout reduces the dependency of

the hidden units between the layers and forces the model to extract diverse features.

This approach can be viewed as bagging different sub-networks and averaging their

outputs. During inference, dropout is not applied because we do not want stochasticity

in the prediction. To account for the change in expectations of the output values, we

scale y down by the inclusion rate:

y′ = p∗y (4.16)
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4.3.2 Learning Rate

Secondly, we investigated how changing the learning rate of the optimiser affects the

model’s performance. The learning rate is used during backpropagation. Specifically,

when updating the weights, it determines the step size the optimiser takes along the

negative gradient direction with respect to the loss [70]. By updating the weights over

several iterations, the model is guided towards a local minimum of the loss function.

The choice of learning rate significantly affects the model’s convergence to a set of

weights that achieves this minimum. A small learning rate allows the model to learn

a more optimal set of weights, but it will take longer to reach this solution because

weights are updated more slowly, resulting in a longer training process. In contrast, a

high learning rate allows the model to learn faster, but it can also lead to oscillations

around the local minimum because the weights are updated more aggressively, resulting

in a suboptimal set of weights. Based on the findings of previous studies [15, 16, 68],

we evaluated learning rates in the range of 5×10−5 to 5×10−4.

4.3.3 Number of Unfrozen Layers

Thirdly, we investigated the impact of freezing layers in the pre-trained DeBERTa model.

Freezing layers is a common practice when fine-tuning a model on task-specific data to

mitigate overfitting [71]. When a layer is frozen, its parameters are not updated during

training. We chose to freeze the layers in the first few blocks of the model because they

learn the low-level features of the text from pre-training. These features are generic

and can be effectively applied to various NLP tasks, including sequence classification.

Given that neural authorship attribution is a form of sequence classification, we wanted

to preserve and use the learned low-level features.

Only the layers in the final x transformer blocks were unfrozen to allow the pre-

trained model to adapt to our specific task, where x is the hyperparameter we modified.

By doing this, these layers can learn and capture the task-specific features during

training, improving the model’s performance on our dataset. Previous studies have

shown that the optimal performance during fine-tuning is typically achieved with

minimal adjustments to the pre-trained parameters [71, 72]; hence, we kept the value of

x smaller than 3.
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4.3.4 Weight Decay

Finally, we investigated the impact of weight decay on the model’s performance. Weight

decay, also known as L2 regularisation, is a technique that reduces overfitting on the

training data [73]. This approach works by adding a regularisation term to the loss

function to penalise the magnitude of the model’s weights. Given the predictions

Ŷ = (ŷ1, ..., ŷN) ∈ [0,1]N×9 and labels Y = (y1, ...,yN) ∈ {0,1}N×9 for a batch of N

articles, the modified loss function of the entire batch is given in Equation 4.17, where

W and λ are the model’s weights and regularisation parameter respectively.

Lbatch(Y, Ŷ,W) =− 1
N

N

∑
i=1

L(ŷi,yi)+λ||W||22 (4.17)

The regularisation term explicitly constrains the magnitude of the weights using

L2 norms to prevent them from becoming too large, thus avoiding overly sensitive

behaviour on unseen data. The regularisation parameter λ is the hyperparameter we

adjust in our ablation study. It controls the relative importance between the loss and

the regularisation penalty. A small λ indicates that we prioritise minimising the cross-

entropy loss, while a high λ suggests a preference for smaller weights. We experimented

with weight decay values between 0.01 to 0.1, as suggested by previous work [70, 73].

4.4 Author Writing Style Analysis

After conducting the ablation study, we analysed each author’s writing style using

the best-performing model. This analysis aims to identify the linguistic features that

discriminate each author’s writing style from the others. Our findings will improve the

model’s interpretability and deepen our understanding of how these authors comprehend

and produce text in natural language. Consequently, this provides valuable insights into

the artificial and human cognitive processes related to natural language generation.

4.4.1 Linguistic Feature Identification

Our model solves neural authorship attribution by being trained on a dataset of news

articles generated by nine authors (i.e., humans and 8 LLMs). During this process, the

model learns to identify the author that generated a given text accurately. It does so by

extracting the linguistic features, either textual or stylometric, that discriminate each

author’s writing style.
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Based on this idea, we hypothesise that our model could be used to identify the

linguistic features that characterise each author’s writing style. This identification

is achieved by assessing each feature’s contribution to our model’s ability to predict

a particular author. A simple metric to measure contribution is feature importance.

The more important a feature is, the greater its impact on the model’s performance in

correctly attributing texts to that author. Subsequently, such a feature is likely a key

discriminative characteristic of the author’s writing style. It is important to note that

this discrimination is relative to the writing styles of other authors in the dataset, not an

absolute measure of the author’s writing style in general.

In news article writing, no previous work has examined the writing styles of the

authors in our dataset using both stylometric and textual features. Hence, our analysis

and findings are novel.

4.4.2 Shapley Additive Explanations

Building on a similar work [17], we chose Shapley Additive Explanations (SHAP) [4] to

compute the feature importance because it provides a unified framework for interpreting

the results of machine learning models. Its model-agnostic nature allows it to be

easily applied to many black-box models without requiring knowledge of their internal

representation. This property makes SHAP ideal for interpreting our transformer-based

classifier that inherently lacks interpretability. Additionally, we performed our analysis

on the test set because it provides an unbiased evaluation of the model, ensuring that the

feature importance values assigned by SHAP are not influenced by the data our model

has already seen.

First, we use SHAP to examine the local interpretation of our model. Local in-

terpretation aims to explain the model’s prediction for each instance in our test set.

Given an article-author pair, SHAP assigns a Shapley value to each feature of the article,

reflecting its importance in influencing the model’s prediction for that author. A positive

value implies that a feature favourably impacts the model’s prediction for the author,

whereas a negative value suggests a negative effect. Following this, we assessed the

global interpretation of our model to better understand its overall behaviour on the test

set and improve the generalisability of the results. This entails averaging the Shapley

values of each feature for an author across the test set to determine its overall importance

to that author.
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Experiments

In this chapter, we first explain the motivation for the experiments, the experimental

setup, and the baselines used. Next, we interpret and discuss the findings, including the

results of the ablation study and the analysis of each author’s writing style. The main

research questions addressed in this work are:

1. Does the incorporation of stylometric features improve the performance of classi-

fiers for neural authorship attribution?

2. Does our model perform better than the current state-of-the-art classifier for

neural authorship attribution?

3. What linguistic features are useful for distinguishing between the writing styles

of different LLMs?

5.1 Motivation

The experiments aim to address three objectives. The first objective is to investigate

whether incorporating stylometric features improves the accuracy of our classifier,

thereby answering our first research question. The second objective is to determine

if our model outperforms the current state-of-the-art classifier for this task, which

would answer the second research question. Lastly, the third objective is to identify the

linguistic features that distinguish each author’s writing style, allowing us to answer the

third research question.

31
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5.2 Baselines

To evaluate our model’s performance, we compare its results with those from state-of-

the-art bidirectional language models that were fine-tuned on our dataset. These models

include DeBERTa [3], RoBERTa [15], BERT [16], Electra [74], and XLNet [75]. We

address the first objective by comparing our model’s performance to DeBERTa, as our

model is an adaptation of DeBERTa that integrates stylometric features with textual

features. To achieve the second objective, our model’s performance is compared to

RoBERTa and BERT, the current state-of-the-art classifiers for neural authorship attribu-

tion [49]. We included Electra and XLNet in our baselines to provide a comprehensive

benchmark for evaluating our model against other language modelling architectures.

In news article writing, no literature analysis has examined the writing style of

LLMs and humans using stylometric and textual features, so no direct baselines exist

for comparison.

5.3 Experiment Description

Our experiment is divided into two parts. In the first part, we trained our model and the

baselines on our dataset. In the second part, we applied SHAP to the best-performing

model to compute the global importance of each linguistic feature for every author.

5.3.1 Model & Baseline Training

All training runs were performed using the AdamW optimiser [76] and a linear learning

rate scheduler with no warmup phase. By gradually decreasing the learning rate with a

scheduler, we achieved faster convergence to an optimal solution, reducing training time.

We trained the models for 100 epochs using a batch size of 64. To prevent overfitting,

we implemented early stopping with a patience of five epochs to monitor the validation

loss. Finally, to ensure the results were reproducible, we set the seed to 2543673 before

we started training.

During model training, we experimented with different learning rates, weight decay

values, number of unfrozen layers in DeBERTa [3], and dropout inclusion rates. Table

5.1 shows the search space of each hyperparameter. The choice of these hyperparameters

was justified in the ablation study. The best-performing model, as determined by the

validation accuracy, was selected for analysis in the second part of the experiment.
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Each baseline was fine-tuned using the same hyperparameter configuration as the

best-performing model. We did this to evaluate whether our model performed better

under the same setting. Furthermore, we used the base version of all models to ensure

they had a similar number of parameters. This approach allowed us to attribute any

differences in performance to the model’s architecture rather than its size.

When comparing the results, we used the performance of each model at the epoch

where it had attained the lowest validation loss, rather than at the end of the training.

This ensured that we evaluated each model when it best generalised to the validation

data before it started overfitting. Consequently, the weights of each model from these

specific epochs were saved and used to assess their performance on the test set.

Hyperparameter Search Space

Dropout Inclusion Rate 0.8,0.9

Number of Unfrozen Layers 1,2,3

Weight Decay 0.01,0.05,0.1

Learning Rate 5×10−5, 1×10−4, 5×10−4

Table 5.1: Search space for each hyperparameter in our model

5.3.2 SHAP Feature Importance Estimation

Using our best-performing model, we applied SHAP’s DeepExplainer [77] on its

classification head to estimate the global importance of each linguistic feature for every

author. A seed of 2543673 was used to randomly select 1000 samples from the training

data to serve as our background dataset for feature integration.

Given a news article from the test set, we first fed its text through DeBERTa [3] to

generate the sentence embeddings. These embeddings were then concatenated with the

stylometric features of the articles to create the complete set of linguistic features. The

DeepExplainer then assigns a Shapley value to each feature from this set, indicating

its contribution to the classification head’s prediction of the article’s author. We repeat

this process for every article in our test set and then compute the global importance of

each linguistic feature for every author, as detailed in the Methodology chapter. Since

the individual dimensions of the sentence embeddings are not directly interpretable, we

summed the global importance of all embedding dimensions into a single value that

reflects the overall significance of the article’s semantics.
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5.4 Ablation Study Results

The ablation study revealed that the hyperparameter configuration that achieved the

highest validation accuracy and F1-score was a learning rate of 5×10−5, a weight decay

of 0.05, a dropout inclusion rate of 0.9, and 1 unfrozen layer. Figure 5.1 illustrates our

model’s training and validation performance with this configuration.

(a) Cross-Entropy Loss (b) Accuracy (c) F1-Score

Figure 5.1: Our model’s performance on the best hyperparameter configuration

Figure 5.1a shows that our model is progressively learning the authors’ writing style

from the training data, as evidenced by the decreasing training loss. Additionally, the

model’s ability to generalise to unseen articles is improving because the validation loss

gradually decreased. Figure 5.1b and 5.1c further support this claim because both the

training and validation accuracy and F1-score steadily increased with the number of

training epochs. These results suggest that, as training progresses, the model makes

increasingly more correct predictions for all authors, both on the training and validation

data, while reducing each author’s false positive and negative rates.

Our model attained the lowest validation loss of 0.802 at epoch 10. It also achieved

a validation accuracy of 80.2% and an F1-score of 0.789 at this epoch. Following this

point, the validation loss increased, indicating the onset of overfitting. Consequently,

we ended training at epoch 15 with early stopping.

Table 5.2 shows that our model outperformed all baselines on both the test accu-

racy and F1-score. This result has two significant implications. Firstly, incorporating

stylometric features into our classifier improved its performance. This improvement

is evident from our model’s 1.1% increase in test accuracy compared to DeBERTa

[3]. Additionally, our model achieved state-of-the-art performance in neural author-

ship attribution on our dataset, surpassing the previously leading RoBERTa [15] and

BERT [16] models by at least 8.3% in test accuracy. This suggests that DeBERTa’s

architecture is better suited than other language modelling architectures for capturing
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and distinguishing the nuanced linguistic features of each author.

Model Accuracy F1-Score

BERT [16] 74.8% 0.735

Electra [74] 74.5% 0.727

XLNET [75] 67.6% 0.660

RoBERTa [15] 74.4% 0.730

DeBERTa [3] 82.0% 0.815

DeBERTastylo (Our model) 83.1% 0.825

Table 5.2: Our model and the baseline performance on the test set

5.5 Writing Style Analysis Results

This section examines the writing styles of the authors in our dataset. For each author,

we plotted and analysed a bar chart displaying the top five features with the highest

global importance for that author. These features are the most significant characteristics

that differentiate their writing style from the others.

5.5.1 Humans

According to Figure 5.2a, the human writing style is primarily characterised by its

semantics because this feature has significantly higher global importance compared

to others. Subsequently, stylometric features are less effective for identifying human-

written articles. This result is logical because human writing often expresses emotions,

thoughts, or viewpoints that typically reflect the writer’s knowledge, cultural back-

ground, and temperament; hence, the writing style of one individual would vary signifi-

cantly from another based on these factors. Since our dataset includes human-written

articles created by multiple individuals, the stylometric features for the human authors

will be inconsistent. This inconsistency renders them ineffective in training our model

to learn the human writing style.

5.5.2 GPT-J & OPT 30B

Similar to human writing, Figure 5.2a shows that the writing styles of OPT 30B

[56] and GPT-J [30] are characterised solely by their semantics. This observation
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suggests that the articles generated by these models lack consistent stylometric signals.

Such inconsistency highlights the powerful generative capabilities of these LLMs that

allow them to create high-quality text in many styles, each with different stylometric

characteristics. Consequently, these models do not adhere to a single, identifiable

writing style, making it difficult to detect the texts they generate using only stylometric

features.

Although the global importance of the semantics is comparable for both humans

and GPT-J, it is significantly lower, by at least half, for OPT 30B. This suggests that

semantics play a more crucial role in identifying the articles generated by humans and

GPT-J compared to those produced by OPT 30B. As a result, the writing style of GPT-J

is likely more sophisticated and closer to human writing than OPT 30B.

5.5.3 GPT-NeoX

From Figure 5.2b, the writing style of GPT-NeoX [31] is mainly characterised by

several stylometric features: the Honore’s measure, MATTR, Hapax legomena count,

and the standard deviation in the number of nouns and adpositions per sentence. Each

feature holds comparable predictive power for this author because they share similar

global importance. Since the first three features assess vocabulary richness, their high

importance suggests that articles produced by this model display a relatively distinct

pattern in vocabulary usage. Furthermore, the importance of the last two features

indicates that the model has a predictable pattern in how adpositions and nouns are used

throughout the sentences. This suggests that the articles produced by GPT-NeoX tend

to have a more consistent syntactic structure.

5.5.4 LLama 65B

Figure 5.2b depicts the top five features that differentiate LLama 65B’s [32] writing

style from others. Since these features have approximately equal global importance,

they hold comparable predictive power for this author. The high importance of the

average number of determiners, function words, and adpositions per sentence suggests a

consistent pattern in their usage across the articles generated by LLama. This highlights

the model’s tendency to produce text with a distinctive syntactic structure, indicating a

more methodical writing style. Secondly, the high importance of the standard deviation

in the number of particles and auxiliary words per sentence implies that these articles

display predictable patterns in how these words are used throughout the sentences.
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5.5.5 GPT-3.5 Turbo

According to Figure 5.2b, the writing style of GPT-3.5 Turbo [28] is primarily char-

acterised by the standard deviation in the number of adpositions per sentence, as its

global importance almost doubles that of the second most important feature. This result

suggests that the articles generated by this model follow a consistent pattern in the usage

of adpositions across the sentences. From this, we can deduce that the model maintains

a uniform approach to sentence construction. The model’s writing style could also be

differentiated using other stylometric features such as the average number of characters

per word. The high importance of this feature reveals a discernible pattern in the length

of the words generated by this model. This suggests that the model follows a systematic

approach to word formation and vocabulary usage.

Compared to GPT-NeoX and LLama 65B, GPT-3.5 Turbo has a more defined

writing style, as evidenced by the significantly higher global importance of its most

prominent feature relative to others. This implies that a single feature is sufficient to

accurately characterise the model’s writing style. In contrast, the top five features for

the other two models have relatively equal global importance, suggesting that our model

relies on a broader set of features to identify the articles generated by these models.

This broader reliance indicates a more nuanced writing style that is harder to identify.

5.5.6 Flan-T5 XXL

The writing style of Flan-T5 XXL [29] is mainly characterised by the features shown

in Figure 5.2c. The top two most significant features suggest that the model maintains

a relatively predictable structure, particularly in its use of auxiliary verbs and nouns

across sentences. Consequently, the model’s writing style appears to have a uniform

syntactic pattern. Additionally, the high importance of the average number of pronouns,

adpositions and proper nouns per sentence suggests a predictable pattern in their usage

across the articles generated by this model.

5.5.7 BigScience T0 11B

According to Figure 5.2c, the writing style of T0 11B [57] is characterised by both

its semantics and stylistic features, as they share similar global importance. The high

importance of its semantics indicates a strong underlying pattern in the thematic focus

and overall meaning of the generated text. Additionally, the high emphasis placed on



Chapter 5. Experiments 38

the average number of function words per sentence and character per word implies that

the model has a systematic and uniform approach to word formation, vocabulary usage

and sentence construction.

5.5.8 Text Davinci-003

From Figure 5.2c, the writing style of Davinci [28] is predominantly characterised by the

standard deviation in the number of adpositions per sentence, as its global importance

doubles that of the second most important feature. This suggests a discriminative

pattern in the usage of adpositions across the sentences. Based on this observation, the

model appears to exhibit a systematic approach to sentence construction. There is also a

consistent pattern in the number of words per sentence, as evidenced by the high global

importance of this feature. This implies that the model maintains a structured control of

the sentence length during text generation.

(a) Humans, OPT 30B and GPT-J (b) GPT-NeoX, LLama 65B and GPT-3.5 Turbo

(c) Flan-T5 XXL, T0 11B and Text Davinci-003

Figure 5.2: Top 5 most discriminative features for each author’s writing style
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Conclusions

In this paper, we make several key contributions. First, we present a novel dataset for

neural authorship attribution derived from the MAGE testbed [14]. This dataset focuses

on news article writing and contains 15k news articles that were either written by

humans or generated by one of eight state-of-the-art LLMs. Each article is represented

by its content and 57 stylometric features. Secondly, we proposed a novel model

DeBERTastylo that incorporates stylometric features with the DeBERTa architecture [3]

for neural authorship attribution. An ablation study was conducted using our dataset

to select the optimal hyperparameters for the model. Finally, we analysed our best-

performing model, as determined by the validation accuracy, using SHAP [4] to identify

the linguistic features that discriminate each author’s writing style.

Our ablation study results demonstrated that our model outperformed DeBERTa,

achieving a 1.1% increase in test accuracy. This suggests that incorporating stylometric

features improves the classifier’s performance by providing additional information that

helps the model better distinguish between the writing styles. Furthermore, our model

outperformed the current state-of-the-art classifiers such as RoBERTa [15] and BERT

[16], achieving at least an 8.3% increase in test accuracy. This finding suggests that

DeBERTa’s architecture is inherently more effective at capturing the subtle nuance of

the author’s writing styles than other masked language modelling architectures. Lastly,

our analysis of the writing styles revealed that most LLMs use a systematic approach to

sentence construction. The semantic and syntactic features of the text were the most

effective for distinguishing between the different writing styles.

Although our results indicate that incorporating stylometric features improved our

model’s performance, more work is needed to determine whether this improvement

has practical significance. This significance can be assessed by conducting statistical
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tests to compare our model’s performance with the baseline. Furthermore, our model’s

success might be partially attributed to our specific dataset rather than the inherent

advantages of combining stylometric features with the learned textual features from

DeBERTa. To improve the reliability and validity of our findings, further investigations

should evaluate our model’s performance on datasets from other domains.

Another significant issue with our approach was that we evaluated our model solely

on data from a single domain: news article writing. This was done to eliminate domain-

specific conventions that can alter the writing styles, thereby improving the reliability

and accuracy of our writing style analysis. However, for a classifier to effectively

address neural authorship attribution, it must generalise well to out-of-distribution

text generated by previously unencountered LLMs. Studies have demonstrated that

classifiers often exhibit substantial performance degradation when evaluated on out-of-

distribution data [14, 78]. Therefore, further work should focus on exploring solutions

to address this out-of-distribution challenge for our model.



Bibliography

[1] H. Ramnial, S. Panchoo, and S. Pudaruth, “Authorship attribution using stylom-

etry and machine learning techniques,” in Intelligent Systems Technologies and

Applications (S. Berretti, S. M. Thampi, and P. R. Srivastava, eds.), (Cham),

pp. 113–125, Springer International Publishing, 2016.

[2] I. N. Bozkurt, O. Baghoglu, and E. Uyar, “Authorship attribution,” in 2007 22nd

international symposium on computer and information sciences, pp. 1–5, 2007.

[3] P. He, X. Liu, J. Gao, and W. Chen, “Deberta: Decoding-enhanced bert with

disentangled attention,” 2021.

[4] S. Lundberg and S.-I. Lee, “A unified approach to interpreting model predictions,”

2017.

[5] J. Goldstein, J. Chao, S. Grossman, A. Stamos, and M. Tomz, “Can ai write

persuasive propaganda?,” 04 2023.

[6] M. Subbiah, A. Bhattacharjee, Y. Hua, T. Kumarage, H. Liu, and K. McKeown,

“Towards detecting harmful agendas in news articles,” 2023.

[7] A. Uchendu, T. Le, and D. Lee, “Attribution and obfuscation of neural text

authorship: A data mining perspective,” 2023.

[8] T. Kumarage, J. Garland, A. Bhattacharjee, K. Trapeznikov, S. Ruston, and H. Liu,

“Stylometric detection of ai-generated text in twitter timelines,” 2023.

[9] A. Uchendu, T. Le, K. Shu, and D. Lee, “Authorship attribution for neural text

generation,” in Proceedings of the 2020 Conference on Empirical Methods in

Natural Language Processing (EMNLP) (B. Webber, T. Cohn, Y. He, and Y. Liu,

eds.), (Online), pp. 8384–8395, Association for Computational Linguistics, Nov.

2020.

41



Bibliography 42

[10] F. Jafariakinabad, S. Tarnpradab, and K. A. Hua, “Syntactic recurrent neural

network for authorship attribution,” 2019.
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