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Abstract

Machine translation, a fundamental task in natural language processing (NLP), holds

exceptional significance as it bridges communication gaps across diverse languages and

cultures. As large language models increase in size, this brings additional computational

costs. Libraries like Archer, a high-performance inference engine, aim to optimise

the deployment of these models to reduce the resource requirements needed to utilise

their predictive capabilities. This research aims to support these tools by developing

a benchmarking suite for machine translation to aid in addressing the bottleneck in

performance, both in terms of the quality of output and the efficiency of model execution.

Through constant refinement, the suite’s architecture embodies a systematic approach

to evaluating machine translation models that can be later expanded to support other

metrics. In addition, the work done provides a building block for benchmarking not

only trained models’ inference runtime, and could be used to help the development of

inference libraries to further the development of assisting with serving machine learning

models. Finally, using the framework, we analyse the results reported from the dense

models T5 and NLLB and then on sparse, larger models such as SwitchTransformer

and NLLB-MoE deployed using Archer.
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Chapter 1

Introduction

Benchmarking AI models is an essential component of model development to inform

engineers and researchers about their performances. Recently, Large Language Models

(LLMs) have demonstrated significant improvements over the years in research with

the success and accessibility of services like ChatGPT [1]. Large models in the current

stage of research, generally tend to scale up to trillions of parameters: 1.76 trillion

for GPT-4 [2]. Standardising these models and making them more feasible to run in

smaller-scaled hardware is the ultimate goal of this research aims to explore.

Deployment of large AI models which would require substantial memory capacity

means higher performance infrastructure requirements as the model gets larger. Our

focus will be exclusively on the task of machine translation, the field of utilising

machine learning to translate text from one language to another. Navigating the domain

of machine translation is difficult due to the need to capture and handle textual data

which is high-dimensional and sparse, though this is a problem for all natural language

processing tasks. In addition, it presents a challenging task when working to translate

to low-resource languages: languages with a limited amount of dataset available, and

when working with extremely high-dimensional data.

The sheer scale of these models has led to new avenues of research devising strate-

gies and optimisation techniques for a more resource-efficient operation. These involve

building optimised training and inference libraries to speed up model computation,

for example Deepspeed, [3] developed by Microsoft, and Archer, an internal project

run at the University of Edinburgh. For instance, with the development of Mixture of

Expert [4] models characterised by their sparsity, these tools leverage this characteristic

to their advantage. One such technique is disk offloading, which is the premise of

utilising additional hardware resources to store model weights. Despite the additional

1



Chapter 1. Introduction 2

I/O overhead of copying memory, the main goal is to develop strategies to move these

weights when needed to deploy the sparse models and push for minimal latency and

throughput.

For both reasons of deploying models with quality and speed of performance in mind,

the development of robust benchmarking tools to accurately assess the performance is

essential. Work like MLPerf Inference Benchmark Suite [5] aims to address the gap

of ensuring a standardised benchmark system to measure the efficiency of the model

inference time. The main contribution of this project is to research and aim to work

on providing a support benchmarking tool that can be used for the development of

more powerful AI models and the development of inference engine libraries to address

bottlenecks in designing the system.

Specifically, we will aim to use five models to assess the benchmarking of translating

from English to French from two datasets: WMT14 [6] and FLORES-200 [7]. The

models being assessed in these experiments are NLLB [7], T5 [8], and their sparse

variations NLLB-MoE [7] and SwitchTransformer [9] inspired by Mixture of Expert

architecture computed on NVIDIA GPU (see Table 2.1 for the hardware specification).

The following thesis will be broken down into these main chapters:

• Chapter 2 - Background: This chapter briefly describes the NVIDIA GPU archi-

tecture and its hardware components that are exclusively designed to support AI

model inference. We then extensively explain the dense models NLLB and T5

and their sparse versions NLLB-MoE and Switch Transformers, and the metrics

used for benchmarking, and the related work on inference engines.

• Chapter 3 - Benchmark Design and Implementation: This chapter describes

the software framework of the benchmarking suite and the components of its

architecture.

• Chapter 4 - Experiments: Using the developed suite, we perform extensive

experimentations via different hyperparameter configurations. We then assess the

produced results via the reported analytics from the models, with and without

using Archer.

Finally, we will conclude this paper in chapter 5 by recommending future en-

hancements which could expand metrics contributing to the evolving landscape of

machine translation technologies and running large-scale models in devices with limited

computing resources.



Chapter 2

Background & Related Work

2.1 Introduction to NVIDIA Ampere Architecture

The graphics processing unit, GPU, comprises numerous processing units that are

capable of executing arithmetic and logic operations concurrently. As such, it is the

main foundational electronic circuit that enables running AI models, which involves

running matrix calculations from the model weights along with the model input.

Ampere Architecture, GPU, is a computing architecture that is developed by

NVIDIA [10]. The server-side GPU that we utilise for our experiments, NVIDIA

Geforce RTX 3090, employs this architecture as part of the Ga10x lineup [10]. Addi-

tional specification on the server-side machine used on the experiment is found in Table

2.1. It promises improvements over its predecessors, with the introduction of third-

generation tensor cores. They are specialized hardware units designed to accelerate

matrix operations and are optimized to perform mixed-precision matrix multiplications.

This dynamic versatility of calculations helps accelerate throughput while preserving

accuracy. Another example is structured sparsity, which is a concept that refers to

imposing deliberate patterns of zero elements in data or models to achieve efficiency

and reduce redundancy, which could help cut down on model size. This can be useful

for natural language tasks, as data sparsity is common due to the large vocabulary sizes

that lead to high-dimensional data. By strategically removing unnecessary components,

a model’s size can be reduced, making it faster to train, requiring less memory, and

being more suitable for deployment on resource-constrained devices or in scenarios with

limited computational power. Other features include NVLink technology, promising

fast communication between other GPUs if available, and PCIe 4.0, enabling faster data

transfer rates between the GPU and other hardware components.

3



Chapter 2. Background & Related Work 4

Figure 2.1: Visual representation of the Structured Sparsity technique, from the Ampere

GA102 paper [10]. The original trained weights get pruned with a 2-out-of-4 non-zero

pattern before being compressed. The result minimises data footprint and bandwidth,

which fastens the operation of passing through a layer.

To serve large language models on GPUs, it is vital to utilise all components of

hardware architecture such as the CPU, GPU, and SSD. Frameworks like Deepspeed,

which will be discussed in section 2.4, help with this through different techniques, one

of which is offloading memory to storage devices like SSD.

GPU Count 1

GPU Name(s) NVIDIA GeForce RTX 3090

CPU Model AMD Ryzen 9 5950X 16-Core Processor

GPU Driver Version 525.105.17

Framework PyTorch 2.0.1

Table 2.1: The specifications of the architecture used to benchmark the models

2.2 Transformers

Machine learning is a field that uses algorithms that learn from input data to generate

predictions on unseen inputs. Deep learning, being a subset of that field, performs the

same task - with the only major distinction being that it adopts artificial neural networks.

At their core, transformers are neural networks that process and generate sequences

of data, making them particularly suited for tasks involving string(s) of text, such as
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language translation, text generation, sentiment analysis, and more [11]. The baseline

transformer model contains 65 million parameters. Their structure is characterised by

having an encoder block and a decoder block as the two main components. The encoder

layer processes the input, which is then routed to the decoder layer which generates

the output. In this section, we will briefly describe the inner workings of the dense

transformer model before diving into the different variations of the transformer models

that are used for our experiments.

The encoder and decoder components both comprise multi-head attention and feed-

forward neural networks. The feedforward layer converts the output produced by the

self-attention sublayer through a non-linear transformation, which aids in increasing the

complexity of the model to improve its predictions. The multi-head self-attention mech-

anism calculates attention scores for different words within the sequence simultaneously,

allowing the model to capture various types of relationships. To further illustrate, the

concept of attention is a process of assigning weights to elements of input data, enabling

models to emphasize relevant information and disregard irrelevant aspects. This allows

the model to capture complex relationships and be able to formulate a representation of

the input. In the case of self-attention, the attention mechanism is applied within a single

sequence, allowing the model to weigh the importance of different positions relative to

each other. By assigning different attention weights, the model can capture short and

long-range dependencies between words, enhancing its understanding of the sequence.

This is useful for language modelling, predicting the likelihood of a sequence of words

in a given context, which makes it a fundamental basis behind many domains in natural

language processing including machine translation. Self-attention can have variations,

such as multi-head attention, which allows the model to capture different types of

relationships in parallel, enhancing its capability to understand complex patterns within

the input sequence. One of the significant advantages of transformers is their ability

to process sequences in parallel rather than sequentially, which significantly speeds up

training and inference unlike other sequence-to-sequence models like Recurrent Neural

Networks (RNN) [12]. Additionally, the attention computations make transformers

highly interpretable, as they provide insights into which parts of the input sequence

contribute more to specific parts of the output sequence.

The self-attention sublayer consists of query, key, and value vectors to the attention

weights, which determine the relevance of each input embedding. Afterwards, the

final output of the self-attention sublayer is obtained after calculating the weighted

sum of the value vectors. Other relevant components of the model include Residual
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Figure 2.2: The Transformer Architec-

ture [11]

Figure 2.3: Mixture of Experts (MoE) De-

sign Architecture. Note the similarities and

differences between the layers in a Dense

Transformer and MoE Transformer. Mainly,

the FFN layer is replaced by the MoE Gating

Extension of Transformer [7].

connections [13] to mitigate vanishing gradients, layer normalisation [14] to stabilise

training, and positional encoding [11] to capture information on the order of the tokens

in the sequence. They each serve their purpose in improving the performance of the

model training and output.

As a result, transformers have inspired various architectures and models, such as

BERT (Bidirectional Encoder Representations from Transformers) [15], GPT (Gener-

ative Pre-trained Transformer) [16], and T5 (Text-to-Text Transfer Transformer) [8].

They are often trained on large amounts of text data and fine-tuned for specific tasks,

resulting in state-of-the-art performance.

2.2.1 T5

T5, or Text-to-Text Transfer Transformer, is a neural network model that is inspired by

the Transformer design [8]. T5 extends the Transformer’s capabilities by approaching

most NLP tasks. It reformulates all tasks (during both pre-training and fine-tuning)

with a text-to-text format, meaning that the model receives textual input and produces
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Figure 2.4: Example of T5 Prefix Guiding in different NLP tasks [8].

textual output. Its main characteristic is its versatility, as it was designed such that it

encompasses a unified framework to handle many tasks. In addition, it uses the same

basic architecture across all tasks, with task-specific information provided as prefixes

in the input data. For example, to perform machine translation, the prefix would be

”translate English to French:”. These prefixes are conditioning mechanisms used to

guide the model’s behaviour during fine-tuning (Figure 2.4). This reduces the need for

task-specific architectural changes from the Transformer design, and so the pre-trained

model could be easily fine-tuned with training for the specific problem that needs to be

tackled. Hence, it is an adequate model to use for our benchmarking suite.

2.2.2 NLLB

No Language Left Behind (NLLB-200) is a neural network model developed with

the intention of enhancing translation quality and coverage for languages with limited

resources [7]. The model can translate a total of 200 languages. Its underlying architec-

ture is based on the transformer design but incorporates some modifications to achieve

its objective. For example, the model introduces layer normalization at the start of each

sub-layer instead of after the residual connection, leading to more stable training [17].

2.2.3 NLLB-MoE & Switch Transformers

The MoE (Mixture of Experts) variant of the NLLB model extends the Dense NLLB

model by introducing a gating mechanism that selects from a range of ”experts” or

sub-models specialized in various input segments [4]. Each expert has its own Dense

MLP model, and the gating mechanism determines the appropriate experts based on

the input. In Figure 2.3, each MoE layer consists of E experts and a gating network

responsible for directing tokens. Within the MoE sublayer, E feedforward networks
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(FFNs) are employed. The MoE layer is an additional component present in both the

encoder and decoder, replacing the feed-forward network sublayer with N feed-forward

networks. When compared to dense models, increasing performance by scaling model

complexity meant adding more layers, which increases the forward propagation time.

Hence, due to this gating design, MoE’s generative performance can be increased

substantially without adding additional computational cost and latency for inference,

but at the expense of being extremely memory-intensive.

A Switch Transformer [9] is a variant of T5 with the properties of a modified version

of Mixture of Experts. Its sparsity is achieved by also introducing a ”switch” gating

mechanism that selects a subset of tokens based on their relevance to the current input.

The difference is that the routing function for Switch Transformer determines only one

expert to send each token to, whereas for MoE, it can be sent to more than one.

2.3 Performance Evaluation on MT models

In deep learning, there is a necessity to validate model performance for the quality

of outputs. Aside from that, it is also highly important to take into consideration the

inference time and the size of the model. While this may be fixed by having larger

memory and several GPUs (to enable parallelism across different devices), there is still

the need to optimise these models to make them available for many more users. This

means generating high-quality output in real-time, without sacrificing such quality with

constraining it to smaller resources.

2.3.1 Quality Metrics

There are many existing automatic machine translation metrics, some of which are

neural-based. We aim to reproduce the machine translation metrics in order to ensure

the reproducibility of pre-trained models to track which could be helpful in future use

cases where we could analyse any changes in performance. For the purpose of this

research and given time constraints, we limit the scope to using BLEU [18], chrF [19],

and METEOR [20]. BLEU score is used extensively in machine translation in the

literature, used in T5. Whereas for chrF, the motivation for using this metric along

with BLEU is to compare against the translation metric scores found in NLLB, and

we attempt to reproduce the results in order to ensure the repeatability and consistency

of our experiments. Finally, METEOR score was added to incorporate an additional
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metric, which through literature suggested that it was more suited to be used for single

sentences, unlike BLEU which was designed for corpus measurement.

2.3.1.1 BLEU

BLEU, or Bilingual Evaluation Understudy Score, is a metric used for automatic

evaluation of machine translation task [18] to quantify the quality of machine-generated

translations against human reference translations, and they are measured from 0 to 1. In

literature, they are expressed as percentages implicitly, between 0 to 100. Higher BLEU

scores generated from the model signify better quality and are more similar to a dataset

of high-quality reference translations, as with all the other metrics.

N-grams are contiguous sequences of ”n” elements, where ”n” can represent individ-

ual words or characters depending on the input design. Hence, bigrams for a sentence

like ”This is amazing” would be ”This is” and ”is amazing”. BLEU scores involve

counting matching n-grams in the candidate translation to n-grams in the reference text,

where a unigram would be each token and a bigram comparison would be each word

pair. This comparison is made regardless of word order. The calculation for BLEU

would be as follows:

BLEU = BP · exp
( N

∑
n=1

wn log pn

)
(2.1)

where pn are the modified n-gram precisions, wn are the corresponding weights to

the precisions, which are usually uniform in practice (wn =
1
N ), and BP is the brevity

penalty term. N-gram precision in machine translation measures how well the n-grams

in the generated output translation align with the n-grams in the reference translation,

evaluating alignment at the n-gram level.

While BLEU is shown to be correlated with human ratings of Machine Translation,

it is less correlated in NLG task [21]. It is not interpretable across different datasets

and is a poor proxy of fluency and adequacy [21]. Fluency refers to the quality of

the generated output in the source language, assessing whether the text maintains

grammatical correctness and coherence. Meanwhile, adequacy evaluates whether the

output text accurately conveys a comparable meaning to the input. It examines whether

any information from the original input has been modified, omitted, distorted, or

inaccurately added to the translated output. Hence, it is vital to use other metrics, as

usage of BLEU alone has recently been found to lead to worse-performing deployment

decisions [22] due to these shortcomings.
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Also, since BLEU is tokenization-dependent, which might not lead to standardised

results, we will report spBLEU as well [7]. spBLEU is the BLEU score applied to

text that has been tokenized using the SentencePiece - a tokenizer system that learns

subword units from training data of text from any language [23].

2.3.1.2 METEOR

METEOR (Metric for Evaluation of Translation with Explicit ORdering) also applies

exact word matching through the calculation of unigram precision and recall to retrieve

the harmonic mean [20]. The score’s simplified calculation would be

score = (1−Pen)∗Fmean (2.2)

, where Pen is the penalty and Fmean would be the score The difference with METEOR is

that it incorporates a synonym matching step to account for variations of the lexicon. It

also stems the input - reduces words to their base or root linguistic form (eg. ”consoled”

→ ”console”).

2.3.1.3 chrF

Used in NLLB-200 paper [7], and being the most recently developed metric out of the

three, chrF (character n-gram F-score), works by using precision and recall of character

n-grams, which are sequences of characters of length ”n.” [19]

Researchers explored neural metrics that utilize neural networks to capture semantic

similarity and fluency, addressing some of BLEU’s limitations [7]. Metrics, like ChrF

and SacreBLEU [24], incorporate character-level matching and handle capitalization

and punctuation issues [19]. Hence, its focus on character-level analysis allows the

score to be more robust to minor variations in word order and word choice. The formula

for the chrF score involves computing precision, recall, and applying the length penalty:

chrF =
(1+β2)∗ngrP∗ngrR

β2 ∗ngrP+ngrR
(2.3)

where β is a parameter that balances the weight of precision and recall which can be

configured, ngrP is the n-gram precision and ngrR is the n-gram recall.

However, chrF has some limitations. It may not fully capture higher-level linguistic

aspects, such as syntax and semantics, that other metrics like BLEU or METEOR

attempt to address. Additionally, chrF’s sensitivity to character-level n-grams might

indicate that it is sensitive to misspellings errors. We also complement chrF with
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reporting chrF++, which adds n-gram words to the score [25]. chrF++ is thus referred

to as having word order of 2. The altered score was shown to correlate more strongly

using Pearson correlation with direct human assessments.

2.3.2 Model Inference Time

To evaluate the speed inference of the model, we can use two metrics: latency and

throughput.

Latency refers to the time it takes for a single inference i.e) translation to be

generated by a deep learning model after submitting the source input text. In other words,

it is the delay between sending an input to the model and receiving the corresponding

output. Latency is usually measured in units of time, such as microseconds or seconds.

Minimizing latency is crucial since low latency means that the model can respond

quickly to input, providing timely and interactive results, such as in the scenario

where the chatbot provides multilingual support which is necessary to maintain a

smooth conversational experience with the client. It can be affected by various factors,

including the model architecture’s complexity, the size of the input data, hardware

resources, software optimizations, and the deployment environment. Techniques like

model quantization, model pruning, and efficient hardware accelerators (such as GPUs

and TPUs) are often employed to reduce latency in deep learning inference [26]. We

can express latency L simply as L = Tend −Tstart , where Tend is the time when the model

has successfully produced the full output Tstart is when the input is sent to the model.

Throughput, on the other hand, refers to the number of inferences (translations) a

deep learning model can perform within a given time frame. It is also critical to consider

it as we might find the need to deploy large language models to process a large number

of inferences simultaneously within a short period of time. Optimizing throughput

involves a combination of hardware resources, parallelism, and software optimizations.

Techniques like batch processing, multi-threading, and distributed computing can help

increase throughput by enabling the model to process multiple inferences simultaneously.

We can simplify the expression of throughput T p as T p = N
∆t , where N is the number

of inferences processed in the time interval ∆t.

There is often a trade-off between latency and throughput, as they are inversely

proportional. One common way to manage this trade-off is by adjusting the batch

size (B) used for inference. A larger batch size can increase throughput by processing

multiple inferences in parallel, but it might also increase latency for individual inferences
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due to the time required to accumulate enough samples in the batch.

2.4 Disk offloading

Memory demands can arise in various contexts and domains for tasks and applications

that are memory intensive. As a result, there is ongoing research to address these

without purchasing more computing power and memory. In data-centre applications,

one such system proposed is Transparent Memory Offloading (TMO) which improves

server memory utilisation by transparently offloading it to remote memory pools [27]

Similarly, the field of deep learning also suffers such constraints. As such, there are

several publications investigating how to enable efficient and effective deployment of

large models. Running inference and training on large language models that cannot

fit entirely into the GPU requires the usage of optimisation to reduce the memory

footprint. Examples include knowledge distillation[28], training a smaller model to

replicate the outputs of a larger one, mixed-precision training[29], combining lower

and higher precision numerical representations which can be used to enable tensor

cores, or disk offloading, the process of redistributing some of the memory requirements

in heterogeneous devices from GPU to other resources such as SSDs and CPU. This

section discusses the related work done to serve large language models. Since some

of the key related work has been mentioned in the Informatics Project Proposal (IPP)

report, the section on Deepspeed has been partly taken from it.

2.4.1 Related work: Deepspeed

Deepspeed is an open-source deep learning optimization library developed by Microsoft

[3]. It provides a set of tools for training large deep learning models efficiently as

well as inference. Features such as gradient checkpointing, memory optimization, and

pipeline parallelism (interleaved pipeline) enable the training and inference of models

with billions of parameters on a single or multiple machines.

In terms of offloading memory, Deepspeed developed ZeRO infinity to offload

memory from GPU computations only, these utilise GPU, CPU, and NonVolatile

Memory Express (NVMe) memory to allow for huge upscale on model training with

limited resources [30]. For inference, ZeRO-Inference, which is adapted from ZeRO-

infinity, leverages memory components like GPU memory, DRAM, and NVMe to

meet the substantial memory demands of accommodating large-scale models. This
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technique stems from observing that limited GPU resources could have different types of

memory that could add up to terabytes in scale, which shows that there is a possibility to

accommodate large language models that scale up to billions of parameters. According

to the paper, the framework is suitable for inference tasks that are ”throughput-oriented

and allow large batch sizes” instead of low latency [31].

Due to the huge scale of memory requirements used by MoE models, there is also

research done to advance the acceleration of MoE models. The inference is bound

by memory bandwidth, the rate at which data is moved between pools of memory,

and reading model weights of large MoE models could result in memory bottleneck.

Deepspeed-MoE hence was developed as a system optimization strategy on existing

multi-GPU inference systems by combining the memory bandwidth of multiple dis-

tributed GPUs to enhance memory bandwidth utilization [32].
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In Use
In Use Not In Use 

GPU 

MoE Layer 

Output

Offload 

+

Input

Legend:
Expert FFN Offloaded to SSD to save memory space in GPU
Expert FFN is being in use as the gating network routes to it

Figure 2.5: The Methodology of Disk Offloading on Mixture of Experts. Experts, denoted

as FFN here, that reside in the GPU are offloaded to other resources like the SSD to

save memory. The gating network for instance, scores high probabilities in choosing the

experts of FFN1 and FFN2 to calculate the inputs of this task.

2.4.2 Archer

Archer, an inference engine, is an internal University project currently under develop-

ment that serves to optimise the efficiency and throughput of machine learning models,
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in order to allow large language models to be deployed in various settings, including

resource-constrained devices. It aims to be an extendable engine, that can be used as a

plugin to other open-source inference servers like Triton from Nvidia. The library also

includes disk offloading which tests and works on by utilising SSD to save weights.

The premise of Archer’s improvements comes from the observation that a small

portion of the experts in a large MoE model is used. Unlike dense models where

layers are all given equal importance, the sparsity of MoE models can be leveraged to

improve the disk-offloading technique compared to that of Deepspeed. By pre-emptively

prefetching the experts required in GPU in time for forward propagation to the correct

experts, this caching mechanism would increase latency and decrease throughput.

To guess which expert it needs in time, as otherwise, this would result in slower

performance, it tackles to address this through exploiting the sparse activation patterns

from the expert. The methodology used, called Expert Activation Predictor, utilises the

skewed probability distribution observed where the activation of an expert will indicate

with higher probability which next expert will be triggered. These likelihoods serve to

guide the inference engine in determining which experts to prefetch ahead of time.

We utilise the Archer engine to test our benchmark against the current iterations of

the library to investigate briefly the efficiency of the models run on it.



Chapter 3

Benchmark Design and Implementation

The developed benchmarking suite represents a comprehensive framework designed to

evaluate the performance of large language models on the metrics reported in the Back-

ground chapter 2. It is designed to provide a qualitative and quantitative understanding

of model behaviour.

There are three main components of the framework to support the main class

BenchmarkingSuite: Archer, ConfigurationSetup, and Analytics. We will first start

describing the major class that calls upon the external modules Pytorch, Hugging Face,

and Archer, to help with the inference of the model to generate the results described in

Analytics. The ConfigurationSetup is a helper module written to support the execution

of BenchmarkingSuite. It provides the utility to prepare, preprocess, and instantiate

the experiments to be run. The diagram in 3.1 provides the encapsulated software

architecture of the framework.

3.1 BenchmarkingSuite

This is the main class of the suite. The class first starts by checking whether we

run a single or multiple experiments, and checks the other settings. Following that,

depending on the model, we import its appropriate Tokenizer and Model class from

HuggingFace and also download the model using it. The inputs and datasets will be

downloaded and transformed by the appropriate classes Datasets and Preprocessing

while also corresponding to the hyperparameters provided, such as dataset size to

be used for machine translation or by filtering input sequence length. Afterwards,

BenchmarkingSuite is responsible for running the model. The input is brought into

the tokenizer, which prepares and encodes the text strings into vectors of numerical

15
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Figure 3.1: Benchmark Software Architecture. A high-level overview of the components

of the benchmarking module, which makes it capable of running experiments in the main

BenchmarkingSuite class to report a variety of metrics.

representations signifying their word ID in the vocabulary on which the tokenizer and

the model were trained on. This transformed representation allows the model to process

that data. Once that is done, and once we filter the input by the maximum sequence

length, we run the generation process. We use DataLoader from HuggingFace to split

the dataset samples in batches of a specified batch size in order to run the inference The

library also helps in managing the efficient copying of data from CPU to GPU, for the

model weights to run on. The output predictions are then decoded by the tokenizer from

numerical vectors to strings of text that can be read by the user. We save the results

and continue generating them across the other batches. Once that is done, we compute

the metric scores through the evaluate library from HuggingFace, which is an interface

that brings together different libraries to compute the scores (See Quality Metrics in

Analytics section). We save the results in a CSV file to be later analysed. For multiple

experiments, we rerun the whole procedure of

tokenizer.encode() → model.generate() → tokenizer.decode() → compute metrics()

until all permutations of hyperparameters are gone through.

If the process fails, we log the failed experiment and continue on to the next one.

This saves development time instead of rerunning the whole experiment from the

beginning when the problem is specific to one set of configurations. Also, through the

logging system, we can identify the cause of the error by examining it, instead of it
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being lost. This allowed for more experiments to be run as a result.

3.2 Configuration Setup

The Configuration setup is a written module that represents four classes to help execute

and run the main class to perform its generation.

3.2.1 ExperimentConfiguration

This class is responsible for setting up the choices of hyperparameters needed to run

the experiments. It also gives the ability for the main class to add the hyperparameters

onto the command line. The arguments passed onto the file make it easy to run a model

on a dataset and the hyperparameters of choice. The different hyperparameters will be

discussed in the Experiments section.

Currently, there is no support for other language codes other than ”en-fr” which

is what we will aim to benchmark in the scope of our projects. However, it should be

easy to support new language codes and integrate them so long as the dataset and model

support such translation. The most problematic part comes from using new datasets

from HuggingFace as each dataset has its own formatting. As a solution, the Dataset

Class was designed in order to tackle this issue of formatting from new datasets into

one standardised way which BenchmarkingSuite can use to run machine translation.

3.3 Dataset Class

Each dataset sometimes has varying formatting to how it organises its training and test

data. The current prototype is built with that in mind. Currently, it supports only the

two datasets WMT14 [6] and FLORES-200 [7], but this interface is built so adding

datasets means ease of extending the implementation to include the new dataset and

custom format it in the right way. The formatting will be tested to ensure it adheres

to the formatting needed for the inputs to benchmarkingSuite. The data ingestion step

ensures uniformity in input data The benchmarking framework is designed in a way to

enable ease of integration of new metrics and datasets into reporting and the ability to

perform multiple experiments against the models that need to be evaluated. In-depth

detail of the dataset, hyperparameters and the datasets used to report the metrics on will

be explained in Section 4.1.
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Metric Overview Measurement

Latency

The time it takes to run a single in-

ference in seconds or milliseconds.

For each encoder and decoder, it is

normalised per token to compute the

latency per token for more standard-

ised comparisons.

L = Tend −Tstart

Throughput
Number of translations that can be

done within a timeframe
T p = N

∆t

Table 3.1: Summary of the Efficiency Analytics

3.3.1 Archer

We call the Archer inference engine’s API to deploy sparse expert models that cannot

fit into the GPU’s memory. The methodology of it is abstracted for the user, as it

can be used immediately by calling ArcherEngine and then initialising the inference

engine with the right HuggingFace Tokenizer and Model Class to help it load its model

architecture and saved weights. These will be used to generate the guided caching

mechanism to help it optimise the deployment of the model.

It is worth noting that most of the benchmarks and experiments are done without

the usage of Archer, This is for a variety of reasons, mainly because Archer is still

under constant changes at the time of researching and writing this paper. Although large

models like NLLB-MoE can still be run quite effectively, there is significant uncertainty

in the quality metrics reported. However, we can still run experiments using a large

language model to report on efficiency metrics, such as SwitchTransformers [9]. The

objective of the support of running Archer is to serve as a proof of concept that can

lead to the development of a system to benchmark uses of inference and optimisation

libraries.

3.4 Analytics

The metrics in the benchmarking suite that are used to measure the performance of the

models are described in this chapter. Before introducing them, this table provides an

overview of what these metrics are and their measurement formulas:
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Metric Description Measurement

BLEU

The most widely used MT metric

for the ease of its simplicity. Count

matching n-grams in the candidate

translation to n-grams in the refer-

ence text.

BLEU = BP · exp
(

∑
N
n=1 wn log pn

)

spBLEU

BLEU score applied to text that has

been tokenized using the Sentence-

Piece, aimed to mitigate BLEU’s

tokenization-dependence

BLEU = BP · exp
(

∑
N
n=1 wn log pn

)

chrF

Using precision and recall of charac-

ter n-grams, which are sequences of

characters of length ”n”.

chrF = (1+β2)∗ngrP∗ngrR
β2∗ngrP+ngrR

chrF++
chrF score with the inclusion of n-

gram words
chrF++ = (1+β2)∗ngrP∗ngrR

β2∗ngrP+ngrR

METEOR

Exact word matching through the

calculation of unigram precision and

recall to retrieve the harmonic mean

MET EOR = (1−Pen)∗Fmean

Table 3.2: Summary of the Quality Analytics

3.4.1 Quality Metrics

We report on quality metrics using SacreBLEU [24], which is a standardised library to

automatically compute evaluation metrics for machine translation provided reference

data and the data to evaluate against. Its development was necessary to lead to consistent,

and error-prone metrics. It supports a variety of metrics, like BLEU and chrF. For

METEOR, we use NLTK [33] which computes the measurement, a popular natural

language processing library used for a variety of tasks including text analysis. Both

libraries are supported in HuggingFace [34], as it provides an interface easily to access

these different libraries. This is integrated with HuggingFace [34].
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3.4.2 Efficiency Metrics

The metrics reported are latency and throughput. During the first iteration of the suite,

the latency was recorded as the runtime execution of the entire model pipeline. However,

further iterations of the framework realised that this may not lead to normalised and

comparative benchmarks. Instead, we thought it would interesting to decompose

this into recording latency and throughput for the encoder block and decoder block

separately. This was achieved by writing a forward decorator used to wrap the original

forward function in HuggingFace transformer function to modify and introduce extra

functionality to it: decompose the latencies into encoder and decoder. The time taken to

run the forward propagation of one block is then normalised to get latency per token

instead, since every sentence is of variable length and so we want to make sure the

latency metric is reflected and can be compared against in a more standardised way.

The throughput is then computed from the latency and total number of tokens processed

to generate this.

3.4.3 Profiling

The framework supports the utility of viewing and profiling memory and GPU resource

utilisation of the model, through the usage of Pytorch Profiler [35] and Tensorboard [36].

These are tools that aid developers in tracking experiment metrics during training and

inference, including trace viewers. This can help investigate the CPU and GPU usages,

allowing developers to diagnose any bottlenecks such as I/O wait time to optimise the

runtime of model execution. For the scope of the project, we do not extensively analyse

the results returned from the trace viewer. However, for a demonstrative example and to

support our analysis in the Experiment Section 4, we will show the GPU utilisation for

the different parameters configured for the runtime Archer on SwitchTransformers.

3.5 Implementation

The implementation was written in Pytorch using HuggingFace API to execute our

models. We undergo rigorous testing by examining the outputs of the model and the

metrics returned. Originally, we aimed to examine these analytics returned by the

models against the results in the T5 paper. However, despite not replicating the results

of the paper itself, we cross-referenced against HuggingFace Github repository’s results

[37] and reported identical BLEU scores for the pre-trained T5 model. We suspect
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Figure 3.2: The Workflow of the Benchmarking System

that the BLEU scores reported on their baseline might have had slightly different

hyperparameter configurations for its decoder output. As mentioned, the benchmarking

suite consisted of several iterations and refinements to optimise its performance, in

order to run as memory efficient as possible. This included optimisation of code such as

deleting variables when not in use or emptying the cache after the runtime of the model.

The figure 3.2 contains the workflow diagram of the benchmarking steps to complete

the successful execution of computing analytics.
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Experiments

In this section, we will showcase some of the experiments done to benchmark and

analyse the results of the models. First, we will briefly describe the datasets and

the hyperparameters which were used for our experiments. Then, we explain the

methodology for running these experiments using the benchmarking suite software

and also state what combinations of parameters are applied. Lastly, we will report and

analyse our findings for dense and sparse models.

4.1 Datasets & Models

We will examine the benchmarks reported for one language-pair for the scope of our

project: French-English translation pairs sourced from the two datasets, WMT14 and

FLORES-200.

The annual event for Conference on Machine Translation, which was previously

called Workshop on Machine Translation before 2016, aims to advance the evaluation

of machine translation [6]. The dataset WMT14 created in the year 2014 was emerged

since the inception of the conference as part of a shared effort from researchers and

participants to tackle specific NLP tasks. Examples for that year included five objectives

including a news translation task, a quality estimation task, a metrics task, and a medical

text translation task. For our purposes, we will use the news translation dataset with the

”French-English” language pair. To ensure consistency of results, it is worth noting that

the dataset has been updated by the same members twice [38] after finding some errors.

For these experiments, we are using the latest updated version provided by SacreBLEU

library.

FLORES-200 is a collection of datasets that contains 200 languages in total, in-

22
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Figure 4.1: Empirical Cumulative Distribution Function (ECDF) plot of all inputs, for

French and English text to visualise the differences in the text length between WMT14

and FLORES-200. The two languages are combined together in this plot, but, while not

presented here, there are similar trend lines for the ECDF of English only and the ECDF

of French only.

Figure 4.2: WMT14 English Sample Text Length Distribution Count for English and

French. Red vertical lines denote the three configurations of the hyperparameter

max input sequence length: 15 word sentences, 30 sentences, -1, or in other words no

maximum limit is applied.
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Figure 4.3: FLORES-200 Sample Text Length Distribution for English and

French. Red vertical lines denote the three configurations of the hyperparameter

max input sequence length: 15 word sentences, 30 sentences, -1, or in other words no

maximum limit is applied.

cluding low-resource languages [7], or in other words, languages with limited available

translations. FLORES-200 is an extension of the previous FLORES-101 dataset, with

double the range of languages [23]. The aim is to expand and standardise even further

the availability of more data to use for benchmarking for the task of machine translation.

The choice of these specific datasets was motivated by the interest in developing

a benchmarking tool that could be later used for the extremely large language models

that utilise sparsity: SwitchTransformers and NLLB-MoE (which contains 54 billion

parameters). However, as a start, we will use their original dense versions to build and

benchmark our suite against, which would be T5 and the (knowledge) distilled version

of NLLB respectively, with different parameter sizes [7]. We will use the respective

datasets trained and validated. Only the validation dataset is required, as it is necessary

to benchmark the pre-trained models on the specific data used to evaluate against and to

ensure consistency by cross-referencing the results.

We investigated the datasets briefly to learn more about the data to help with the

design of the experiments. From the plots, we concluded that it may be interesting

to see how the benchmark outputs of smaller sentences compares to larger ones in

terms of quality and runtime during inference. This led us to create the hyperparameter

max input sequence len, which is the maximum input sequence length of the sam-

ples to be used for running inference. The results are illustrated using an Empirical

Cumulative Distribution Function to demonstrate how data values are spread out in
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a dataset. The results of the ECDF provided insights into the hyperparameters of

max input sequence len to be considered.

The proportions ratio of WMT14 and FLORES-200 provided insights into the

values of the hyperparameter max input sequence len to consider for the experiments,

respectively 15, 30, -1 (which is a notation used to signify that no maximum limit is

used to filter the dataset) - See figure 4.1. Further explanations of this parameter along

with others will be provided in the following section.

4.2 Hyperparameters

The experiments conducted are a combination of the parameter values that were selected

for benchmarking. The section will provide an overview of these parameters:

• Beam Size: Beam size refers to a parameter used to inform the decoding strategy,

particularly in sequence-to-sequence models like neural machine translation

(NMT), for generating the most likely output sequence from a trained model [39].

When a sequence-to-sequence model generates an output sequence, it does so

step by step, predicting one token at a time. At each step, the model considers a

set of possible next tokens based on the previously generated tokens. The beam

size determines the number of candidates the model keeps track of during this

generation process. When set to 1, the decoder performs a greedy search. When

the beam size is greater than 1, it performs the beam search. The beam size

parameter is one of the following in the list [1,2,4].

• Max input sequence len: The input sequence length of the samples in the dataset.

It is used to filter out the sentences to include only those that are of the word

count of max size parameter or below. The motivation was to examine the latency

and throughput of sentences of varying sizes. Tables 4.1 and 4.2 demonstrate the

percentages of dataset size after applying the filter. The parameters are set to one

of [15, 30, -1], where -1 simply represents there no limit/filter is applied i.e use

all of the dataset.

• Dataset size: To customise manually how many samples we want to run for

inference. The experiments were conducted on dataset sizes of [1, ”all”] to

investigate the latency in correlation to throughput. The value 1 signifies a single

sentence inference, and ”all” means to utilise all of the dataset for evaluation. The
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max input sequence length Transformed Dataset size Percentage of data

15, 199 20%

30 898 90%

-1 (all) 997 100%

Table 4.1: Dataset Size After Filter - FLORES200

max input sequence length Transformed Dataset size Percentage of data

15, 1370 46%

30 2627 88%

-1 (all) 3000 100%

Table 4.2: Dataset Size After Filter - WMT14

two-sentence English-French pairs from both datasets WMT14 and FLORES-200

were used uniformly for all experiments to ensure consistency. These sentences

are presented in the Appendix 6.1 and 6.2.

• Max gen length: Limits the maximum generation sequence length returned as

the model output. It was incorporated initially after the identification of an outlier

in the metrics returned during the first iteration of the benchmarking suite for

some early experiments. The results indicated that lower generation lengths

returned had slightly higher values in the quality metrics. The experiment used a

combination of [32,64,128,256,512] together against the other combinations of

hyperparameters. However, the results did not signify any correlation and were

not an indication of a better-performing model. We later note that for the task of

machine translation and from our experiments is that it is best for the model to

not have restrictions on the maximum output of translation, given that the same

restriction is not applied to the input.

• Dataset Names: To evaluate the experiments on the two datasets described earlier:

[WMT14, FLORES-200]

• Tokenizer padding setting: Whether the tokens encoded by the tokenizer are

padded to the maximum length denoted in the model configurations. The addition

of this parameter was done after inspiration to the maximum generation length

parameter, as we decided it might be worth investigating whether this setting
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has any effect on the output of the model. Possible values are [”no pad limit”,

”pad to max length”].

• Model: The model to benchmark on for the run. The pre-trained models chosen

are [”t5-base”, ”t5-large”, ”nllb-200-distilled-600M”] for dense model exper-

iments, then for the sparse ones, the model ”nllb-moe-54b” and a fine-tuned

model of ”switch-base-16” are used. The parameter sizes of the models are as

follows:

– ”t5-base”: 220 million,

– ”t5-large”: 770 million,

– ”nllb-200-distilled-600M”: 600 million ,

– ”nllb-moe-54b”: 54 Billion.

The ”switch-base-16”’s parameter size is inconclusive despite calculating the

parameter size of each of the other models.

• Batch size: It is the size of batched samples to feed into the forward propagation

of the model inference for one cycle. It is usually fixed to 32 but has been

configured to other batch sizes depending on the model size. Large batch sizes

would provide high throughput but low latency.

• lang code src: Source language to translate from. Currently set constant to ”en”

for the benchmark results.

• lang code tgt: Target Language to translate to. Currently set constant to ”fr” for

the benchmark results.

• device memory ratio: Used by Archer to limit the max GPU usage for fetching

and storing the model weights. It was added to benchmark the memory resource

utilisation and efficiency for the different set of ratios: [0.1, 0.3, 0.6, 0.9].

• use archer: An additional parameter was added to toggle whether Archer is used

for inference.

4.3 Methodology

As mentioned earlier, the experiments run are a combination of hyperparameters men-

tioned in the previous section 4.2 by the benchmarking toolkit, on both the validation
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datasets of ”WMT14” and ”FLORES-200”. The following results section presents

the most notable findings of the analysis on the speed and generative performance

summarised of different hyperparameters, first by leading the discussion and focusing

on dense models, and finally reporting on the results by the sparse models that are

deployed with the help of Archer.

For some models, like NLLB-MoE, there were restrictions on fully benchmarking

the output sequences returned from it. While the framework completes the runtime

of the model successfully in one of the latest iterations with the aid of Archer, the

translations were of extremely poor quality. Also, due to the large scale of NLLB-MoE,

it was limited to testing one sentence, with the configuration that was found to be the

best for the smaller dense models including the knowledge-distilled NLLB model.

Therefore, to address these limitations as a contingency, additional experiments

were conducted on the SwitchTransformer to be able to continue the objective of the

research to investigate the performances of the models running on Archer as well for

the purpose of evaluating the efficiency of Archer.

Since the pre-trained SwitchTransformer models were designed for Masked Lan-

guage Modeling, the task to fill in missing words in a sentence, there was an additional

component of fine-tuning the model to the task of Machine Translation. It is worth

noting that the model is able to run without the necessity of utilising Archer to execute

it. However, investigating the smaller, fine-tuned model still holds value as it served as

a sufficient step to our initial objective of developing this benchmarking suite. Since

Archer can use the sparsity characteristic found in SwitchTransforme, the framework

can be used to evaluate against different configurations of Archer, including an ad-

ditional Archer-specific related configuration: device memory ratio. The motivation

behind training the model was to investigate Archer’s influence on the efficiency of

runtime, and the effects of the parameter device memory ratio on the performance.

We also briefly investigate the profiling feature to investigate more about memory

utilisation.

The ”switch-base-16” model was fine-tuned on the English-Language pair on the

OPUS dataset[40], a collection of translated text from the web, after being split into

a ratio of 0.80 for training and 0.20 for validation. The details and explanation of

the training hyperparameters and the training process will be kept brief as it was not

finetuned extensively since that is not the main scope of the dissertation. Appendix 6.3

contains the hyperparameters extracted from the code using HuggingFace API.
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Figure 4.4: Quality Metrics on the best hyperparameter configurations on WMT14 for

the entire dataset.

4.4 Results & Analysis

4.4.1 Dense Models

4.4.1.1 Optimal Hyperparameters

From the different combinations of experiments performed, the Tables in Figure 4.4,

4.5, 4.6, and 4.7 show the quality and efficiency metrics returned by the configuration

that returned the best scores for each of the model for each set of values. The set

of configurations for the experiments was consistent across all models: beam size of

4, max generation length of 128, and batch size = 32 regardless of what the other

parameters contained.

The configuration was shown to be the most optimal one for all metrics, in terms of

quality, the higher scores returned in each efficiency, latency is desired to be as minimal

as possible while throughput is desired to be as maximal as possible. In addition, we

found that out of the four models benchmarked against, the distilled model of NLLB

tended to provide the highest performance in terms of quality for both datasets WMT14

(Table in Figure 4.5) and FLORES-200 (Table in Figure 4.4)

Despite the higher parameter size found in the T5-large model of 770 million, the

distilled model showed better performance, offering a glimpse that optimised distilled

knowledge models may offer promising results and are an effective tool to reduce the

memory requirement of a model while delivering faster and accurate results.

In terms of runtime, t5-base being a smaller model than the three of them, executes

slightly faster with the least encoder latency and higher encoder throughput on average

The tables also show the fine-tuned SwitchTransformer model’s performances.

Since it was trained quickly, it provides low translation results. Further analysis of the

model will be done in the later sections.
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Figure 4.5: Quality Metrics on the best hyperparameter configurations on FLORES-200

for the entire dataset.

Figure 4.6: Efficiency Metrics on the best hyperparameter configurations on WMT14 for

the entire dataset.

Figure 4.7: Efficiency Metrics on the best hyperparameter configurations on FLORES-

200 for the entire dataset.
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4.4.1.2 Beam Size

The experimentations done for beam sizes were done to investigate if there was any

significant improvement or reduction of the values. Figures 4.8 and 4.9 aim to sum-

marise the decoding latency and throughput. On average, there is a slight improvement

in terms of quality of outputs, where each of the metrics BLEU, chrF, meteor, and their

modified versions provide a boost of about 0.01 - 0.1 in increase. In theory, performing

beam search as opposed to greedy search would be an increase in computational cost

which would affect efficiency. However, in terms of latency and throughput of the layer

responsible for the decoding strategy, the results are not affected for different beam sizes

of t5-base and nllb-200-distilled-600M, but there is a significant increase in the latency

reported by the bar chart, which is averaged across all other settings. Additional test

runs would be necessary to further investigate the specific increase found in one model

over the other. Future experiments could also include looking at the length penalty to

benchmark against it, which is an additional hyperparameter to penalise words that

generate short sentences compared to their references.

Figure 4.8: The effects of beam size on

decoder latency Figure 4.9: The effects of beam size on de-

coder throughput.

4.4.1.3 Maximum Input Sequence Length

The maximum Input Sequence Length size parameter was incorporated to assess the

inference quality of different sequence lengths on the output of the model. The speed

analytics are averaged and summarised in bar plots in figure 4.10. For all models,

T5-large consumes the most process results per token for encoding and decoding 4.10a,

producing the lowest throughputs among the other benchmarked models. Also, the
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(a) Encoder Latency (b) Encoder throughput

(c) Decoder Latency (d) Decoder throughput

Figure 4.10: Efficiency metrics of all experiments done averaged and summarised in the

bar chart. The error bars at the top of each bar signify the variability of data to indicate

the uncertainty measurement (standard deviation). This is measured against the two

datasets in full

encoder throughput is the highest for T5-base (Figure 4.10b) for all sequence lengths.

In addition, for seq len set to no limit, -1, the encoder (Figure 4.10a) for T5-base has

the lowest latency. However, for decoding, the NLLB model overtakes both latency

and throughput. This result builds up on our previous analysis of the efficiency of

models, where t5-base on average is as efficient if not slightly more efficient than

NLLB-200-distilled-600M, but the decoder for NLLB is more efficient in translating.

Also, on the max input sequence length, we see that T5-large is not affected.

However, we do find that for the other two models, it is slightly average on latency,

but its throughput is drastically decreased for both the encoder and decoder. It may
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signify that the short sequence length still leads to activations of multiple weights, as

the weights need to be activated regardless in order to compute and decode the model.

However, as input sequence length increases, we see higher performances of throughput,

which supports our claim.

Finally, the higher cost of T5 models may be due to the additional computational

overhead and model weights required to model a variety of tasks, as T5 models are

versatile and trained on many tasks. In terms of NLLB, its fast performance may be due

to the knowledge distillation technique. It would be interesting to compare two runs of

distilled and non-distilled models in future research.

The maximum Input Sequence Length size parameter was incorporated to assess

the inference quality of different sequence lengths on the output of the model. The

results of speed analytics have been averaged and visualized in the bar plots presented

in Figure 4.10.

Across all models, T5-Large exhibits the highest resource consumption per token for

both encoding and decoding, resulting in lower throughputs when compared to the other

benchmarked models (Figure 4.10a). Conversely, T5-Base consistently demonstrates

the highest encoder throughput, as depicted in Figure 4.10b, across all tested sequence

lengths. Notably, when sequence length is set to ”no limit” (-1), T5-Base achieves

the lowest encoder latency (Figure 4.10a). However, for decoding, the NLLB model

surpasses T5-Base in both latency and throughput. This observation aligns with our

earlier analysis of model efficiency in finding the optimal hyperparameter configuration,

where T5-Base proved to be as efficient as, if not slightly more efficient than, NLLB-200-

distilled-600M on average. Nevertheless, the NLLB decoder outperforms in translation

efficiency.

Concerning the ”maximum input sequence length,” T5-Large appears to be unaf-

fected, but the other two models exhibit slightly increased latency for shorter sequence

lengths, while their throughput experiences a significant decline for both encoder and

decoder tasks. This phenomenon suggests that even with shorter sequence lengths,

multiple weights are activated due to the inherent computation and decoding require-

ments of the models. However, as the input sequence length increases, the throughput

performance is improved, supporting our claim.

The higher computational cost associated with T5 models can be attributed to the

additional computational overhead and model weights required to help exhibit their

versatility in handling a wide range of tasks. T5 models are versatile and trained on

multiple tasks. In contrast, NLLB’s rapid performance may be attributed to knowledge
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distillation techniques. Future research may benefit from comparing distilled and

non-distilled models in different experimental runs.

4.4.2 Sparse Models

4.4.2.1 MoE - Efficiency Analysis

While the translation results for NLLB-MoE-54B, the largest language model of our

experiments, are suboptimal to perform any deeper analysis on the quality analytics at

the moment, the results for efficiency are detailed in the following tables: Figure 4.11

and Figure 4.12 which sorts by having the best running encoder latencies recorded at the

top; and the 4.14 and 4.13 figure tables denote the slow efficiency performance results

to be the top result. These results were benchmarked against single sentences from

the datasets of WMT14 and FLORES200, and set to device memory ratio of 0.3 and

0.6 for some of them. For a single sentence, the MoE performs quite efficiently using

Archer given its large parameter size. While the prefetching and loading weights at the

initialisation of the engine take approximately 15-20 minutes to load, the inference time

is remarkable for a single sentence in contrast to WMT14.

However, in FLORES200, we encountered two instances where the model exhibited

a very high encoder latency of 122.380 and 121.689, and scored low on the other

efficiency metrics as well (Table 4.13). We suspect that it would be a result of putting a

low memory device ratio of 0.3. Further testing needs to be done on this aspect to test

the hypothesis and the cause of this as other experiments can run with less than 3 latency

per token. the utilization of a low memory device ratio of 0.3 as the potential cause.

Due to the time and development constraints, future experiments could validate and

further test the hypothesis, as other experiments have successfully achieved latencies of

less than 3 per token. Otherwise, no visible trend appeared through the analysis and

plotting of these figures, and hence further and various experiments may be required.

In fact, the results from the table 4.14 seem to suggest that beam size and increasing

generation length sequence lead to a more efficient high decoder throughput, which

is contradictory based on our understanding. The other last cue to the randomness

with data would be related to the Archer engine’s prefetching strategy of experts from

an external device, which is probabilistic in nature. Directly analysing Archer’s true

positive rate on prefetching could shed further light on this.
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Figure 4.11: Efficiency Analytics Sorted by Ascending Least Encoder Latency in WMT

Figure 4.12: Efficiency Analytics Sorted by Ascending Encoder Latency in FLORES

Figure 4.13: Efficiency Analytics Sorted by Decreasing Decoder Latency in FLORES

Figure 4.14: Efficiency Analytics Sorted by Decreasing Decoder Latency in WMT
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4.4.2.2 SwitchTransformer - Device Memory Ratio

This section benchmarks the results of the fine-tuned SwitchTransformer model, for

the purpose of assessing the configuration of device memory ratio and its effects on

memory utilisation and speed. While the trained neural network can be run without

the usage of Archer, having a smaller model than NLLB-MoE to measure performance

helps in testing and analysing before potentially scaling up to larger models. This

alternative model possesses comparable capabilities to MoE, and so Archer can utilise

its prefetching mechanisms.

The device memory ratio should not have any effects on the generative performance

of its translation, as it is merely responsible for Archer to resourcefully manage the

utility of GPU memory and the data movement of the model weights. The testing has

been limited to a batch size of 1 for the purpose of consistency with the NLLB-MoE-

54B experiments. The results of experimenting with different memory ratio parameters

are displayed in the table in Figure 4.15.

Surprisingly, the model was much more efficient when running on a very low

memory ratio of 0.1. There is not a clear indication as to why that could be from the

results itself, as the expectation was the model would have deteriorated in runtime

performance. The other experiments have stable and somewhat identical efficiency, as

most of the model weights may be already loaded in GPU to run its inference. In order

to have a more in-depth look at the result, As a result, this presents a great opportunity

to test the profiling methodology built into the framework.

Figure 4.15: Finetuned Switch Transformer Performances on Different Device Memory

Ratios. The Hyperparameter configurations run for these are batch size of 32, dataset

size of 1, maximum generation length of 32, and beam size of 1.

4.4.2.3 Profiling

In this section, the SwitchTransformer models that ran earlier are profiled and saved

into JSON files with information regarding in-depth performance metrics about the
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operations running in the background and memory utilisation. The profiler starts when

the inputs are passed to model generation and ends after the outputs generated are

decoded, post-processed, and stored later for computing the analytics for quality perfor-

mance. The profiling results for the experiments done are visualised in Tensorboard

and demonstrated in Figures 4.16, 4.17, 4.18 to analyse the phenomena found earlier in

section 4.4.2.2.

Observing the runtime can be found in Tensorboard’s Overview dashboard, which

contains information about the memory utilisation and the description of the runtimes

during the execution of the model. The analysis will be shortened to investigate the

two device ratio parameters [0,1,0.9] in addition to not utilising Archer. There are two

reasons for this: in order to examine the performances with and without Archer and to

analyse the question on how a low memory device ratio of 0.1 can achieve low latency

to denote efficient runtime.

Firstly, the results demonstrate that the model without an archer runs the fastest in

terms of its step time breakdown (Figure 4.18). It also encompasses a large majority of

its runtime on CPU execution. This may be because the model under-utilises the GPU,

as the batch size is small. In comparison, the other experiments showcase the majority

of its execution done on ”Other”, labelled as pink, which is time spent that does not

include any of the categories labelled as dark blue for ”Kernel” (Kernel execution time

on GPU), red for ”Memcpy” (GPU involved memory copy), light blue for ”CPU Exec”

(Execution time of CPU), and so on. Also, when comparing the step times of the ratio

of 0.1 (Section 4.16) against the ratio of 0.9 (Section 4.17), the total step time in the

experiment with 0.1 is higher than 5,000,000 microseconds, which is larger than the

step time found the 0.9 ratio. This, however, contradicts the calculations returned for

latency in the previous section, since this means that the ratio of 0.9 should be the more

efficient one (which is originally expected).

When further inspecting the differences between runtime breakdown percentages,

the category called ”Memcpy” takes a larger proportion of the breakdown in the memory

device ratio of 0.1. Using the two observations we made, we can infer that the I/O

operation may be what skewed our results if perhaps the I/O scheduling call is made

pre-emptively to call the model which obscures the attempted logging results. Hence,

the next iterations of this benchmarking suite need to accommodate and improve the

logging system. This may be done by potentially modifying the program to either

start logging when a model is flagged to be fetched into the GPU and/or to make the

benchmarking suite more I/O aware.
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Figure 4.16: Tensorboard Overview: Profiling the runtime of fine-tuned switch model on

Archer with the memory device ratio parameter set to 0.1

Figure 4.17: Tensorboard Overview: Profiling the runtime of fine-tuned switch model on

Archer with the memory device ratio parameter set to 0.9

Figure 4.18: Tensorboard Overview: Profiling the runtime of fine-tuned switch model

without Archer
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Conclusions

This dissertation has focused on developing a support tool that could facilitate the

automatic evaluation against large language models, starting with machine translation

metrics, to assess the quality and efficiency of the model. It also serves as a main

foundational block to support the analysis and development of inference engines as

well. After continuous refinements, we were able to test the benchmarking suite against

dense and sparse models, with and without Archer, to find out more about how different

settings of the model - whether it be testing against a corpus of data, a single sentence,

or the decoding strategy - led to different results and understanding of it.

The benchmarking framework developed would hopefully serve as an invaluable

resource that can be extended after this dissertation to encompass more analytics

for tasks beyond machine translation in the natural language processing sub-field,

granting us deeper insights into performance and aiding in meticulous evaluation and

comprehensive performance analysis. For quality metrics, this would include more

recent neural-based ones like COMET [41]. For runtime inference, this includes factors

like weight loading times, speed of disk offloading, and more in-depth analysis of

engines like Archer and Deepspeed. We could explore the analysis of other avenues

to help run models optimally, including benchmarking against the usage of vector

databases, such as RETRO [42], potentially providing valuable insights into the model

inference behaviour of the system. Another value that this project could have is to

assess the models that run on more resource-constrained devices, such as edge GPUs.

One final highlight to conclude the research with, is the reported latency of the switch

transformer model being extremely efficient despite setting a low maximal GPU ratio.

The latency which inconclusively could be a result of the I/O scheduling call while

still having an overall slightly larger run-time compared to other experiments. This

39
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insightful finding provokes the necessity to conduct further experimentation to narrow

down the causality of this outcome.

In summary, our work in benchmarking large language models has paved the way

for future advancements, offering a platform for assessing sparse models and embracing

the continuously evolving landscape of machine translation technologies.
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Chapter 6

Appendix

6.1 Single sentence dataset from FLORES-200 for Ex-

amining Efficiency of Models

English: On Monday, scientists from the Stanford University School of Medicine

announced the invention of a new diagnostic tool that can sort cells by type: a tiny

printable chip that can be manufactured using standard inkjet printers for possibly about

one U.S. cent each.

French: Des scientifiques de l’école de médecine de l’université de Stanford ont an-

noncé ce lundi la création d’un nouvel outil de diagnostic, qui permettrait de différencier

les cellules en fonction de leur type. Il s’agit d’une petit puce imprimable, qui peut être

produite au moyen d’une imprimante à jet d’encre standard, pour un coût d’environ un

cent de dollar pièce.

6.2 Single sentence dataset from WMT14 for Examining

Efficiency of Models

English: A Republican strategy to counter the re-election of Obama French: Une

stratégie républicaine pour contrer la réélection d’Obama
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6.3 Training hyperparameters of the SwitchTransformer

Model Fine-Tuned

training_args = Seq2SeqTrainingArguments(

output_dir="opus_switch_model_16",

evaluation_strategy="epoch",

learning_rate=2e-5,

per_device_train_batch_size=4,

per_device_eval_batch_size=4,

gradient_accumulation_steps=4,

gradient_checkpointing=True,

weight_decay=0.01,

save_total_limit=3,

num_train_epochs=2,

predict_with_generate=True,

generation_max_length=512

)

training_args = training_args.set_logging(strategy="steps",

steps=100, report_to=["tensorboard"])
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