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Abstract

Post-stroke anxiety affects about one in four stroke survivors. Despite the need for

psychological care after hospital discharge, the access to treatment is insufficient. Not

only do conventional face-to-face therapies require patients to be mobile, but there is

also a shortage of clinical professionals. To facilitate access to immediate psycho-

logical care, a chatbot was developed to guide patients through their therapy. First,

user research interviews were conducted to explore how stroke survivors use tech-

nology and which expectations they have towards a mental health chatbot. Based on

elaborated design considerations, a chatbot prototype guiding patients through their

Cognitive Behavioural Therapy exercises was implemented. Subsequently, the chatbot

was evaluated by two stroke clinicians and two stroke survivors. It was found that the

prototype was perceived as efficient and helpful for patients with mild anxiety symp-

toms. Crucial points for improvement are the robustness and personalisation of chatbot

characteristics.
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Chapter 1

Introduction

1.1 Motivation

With 6 million fatalities annually, stroke remains one of the leading causes for death,

physical and cognitive impairment [47]. Alone in the UK, there are more than 100,000

new stroke cases per year [66], with case numbers likely to increase by 60% annually

[42]. Besides functional limitations in fine or gross motor skills such as coordination

or walking [27], post-stroke recovery is often accompanied by social stigma, cognitive

impairments and behavioural changes [35]. In particular, there is a high prevalence

of mood disorders such as post-stroke depression and anxiety among stroke survivors

[11] which can significantly reduce patients’ quality of life after their discharge [25].

About 25% of stroke survivors have experienced significant levels of anxiety after

stroke [14]. There is a clear demand for facilitated mental healthcare access which

to date has not yet been met in the UK [85]. Moreover, conventional psychotherapy

requires patients to meet their therapist in person at a clinic, which is often not feasible

due to physical or psychological conditions [17]. Finally, the anxiety therapies cur-

rently offered are not specifically tailored to post-stroke anxiety patients and therefore

often fail to achieve the intended treatment outcomes [19]. To overcome the above

mentioned obstacles, Chun [18] has developed a telemedical treatment protocol aimed

at delivering therapy specifically for stroke survivors with anxiety (TASK-CBT). The

psychological intervention enables patients to manage therapy exercises by themselves

using a website, followed by weekly telemedical therapy sessions with therapists. To

provide further virtual assistance and empathetic feedback throughout the therapy, this

project aims to develop a chatbot that guides patients through therapy exercises. Ad-

ditionally, the development of a chatbot will facilitate current research activities aimed

1



Chapter 1. Introduction 2

at validating the concept of a telemedical mental health intervention.

1.2 Objectives

The aim of this project is to investigate the key requirements of a conversational agent

through user interviews with stroke survivors and to translate these findings into an

interactive chatbot prototype. The prototype is expected to provide empathetic, use-

ful feedback to users during their virtual therapy, thereby promoting user engagement

with the chatbot. The TASK-CBT protocol developed by Chun et al. [18] lays the

foundation for the chatbot dialogue to comply with clinical guidelines. To accomplish

these objectives, patients with post-stroke anxiety will be interviewed to determine

their attitudes towards technology, their relationship with digital applications and their

expectations of a therapeutic chatbot. Based on identified user needs and previous

TASK-CBT exercise datasets, design suggestions for the chatbot are made. These re-

quirements finally inform the design of the chatbot conversation flow and are tested in

subsequent user evaluations.

1.3 Contributions

The contributions outlined in this dissertation are specified as follows:

• Chapter 2 summarises relevant literature findings and reviews previous work

addressing chatbots for PSA.

• Chapter 3 describes the user research activities taken to investigate stroke sur-

vivor’s attitude towards technology and chatbots and the limitations of the study.

• Chapter 4 outlines the different development phases of the chatbot implemen-

tation and illustrates the dialogue design.

• Chapter 5 describes the evaluation of the chatbot conducted by stroke survivors

and stroke physicians.

• Chapter 6 discussed evaluation results, ethical and conceptual considerations

and outlines implications for future research.

• Chapter 7 summarises the project work, relevant findings and opportunities for

improvement.



Chapter 2

Background

2.1 Quality of Life Post-Stroke

During a stroke, the central nervous system suffers an infarct caused by cell death due

to an abnormal decrease of blood flow [68]. Transient Ischemic Attacks (TIA) on the

other side can display the same causes and symptoms as a stroke but only last for a

short period of time [26]. Given the heterogeneity of stroke and TIA symptoms, the

severity of impairments differ greatly [82]. While some patients recover rapidly within

minutes, others might never fully recover and suffer from long-lasting physical and

cognitive impairments [82].

Regardless of the severity of the stroke, this event can lead to significant lifestyle

changes that often also have a negative impact on the future prospects of those affected

[5]. Stroke researchers have observed a decline in quality of life (QoL) in individu-

als post-stroke based on patients’ own perceptions of their well-being [60]. In total,

three domains are taken into account in health-related QoL: the perception of social,

psychological and physical well-being [60]. The deterioration in QoL may be due to

the fact that rehabilitation interventions focus mainly on physical recovery and less on

psychological support to overcome the burdens of stroke-related lifestyle changes [21].

Especially after hospital discharge, the lack of ongoing out-patient services contribute

to feelings of isolation and difficulties adapting to identity changes [21].

2.2 Post-Stroke Anxiety

One key factor responsible for the decline of QoL is post-stroke depression and anx-

iety [4]. Although there has been plenty of research regarding post-stroke depression

3



Chapter 2. Background 4

in past decades, studies investigating post-stroke anxiety (PSA) on the other hand are

still very limited [70]. Anxiety disorders are defined by persistent, excessive and dis-

proportionate anxiety that interferes with patients’ everyday lives [28].

Patients with PSA suffer primarily from excessive fear of having another stroke

[17]. Research addressing PSA has shown that the chronic illness can be mainly at-

tributed to two anxiety disorder subtypes: Generalised Anxiety Disorder (GAD) and

Agoraphobia, a condition classified as a phobic disorder [19]. The accurate identifi-

cation and classification of symptoms is important for clinical diagnosis, as GAD and

Agoraphobia warrant different treatment approaches [19]. In particular, phobic disor-

ders were found to be more dominant among stroke survivors (10%) than GAD (7%)

[19].

Agoraphobia is characterised by the excessive fear of going to or being in specific

places such as public transportation or enclosed indoor venues [28]. For stroke sur-

vivors, these fears usually stem from the belief that they will not be able to access help

in the event of a clinical emergency, such as a recurrent stroke. If left untreated, Agora-

phobia can interfere with everyday tasks such as grocery shopping and cause patients

to stay at home permanently [28].

GAD on the other hand is defined as a chronic illness where individuals suffer

from various types of anxious thoughts that are not limited to specific events, objects

or outcomes [28]. Other symptoms include constant uneasiness and fatigue. People

suffering from GAD often find it hard to manage their worries and distorted thoughts,

whereas the extent of fear and worries are out-of-proportion to the actual risk of the

incident. Common anxious thoughts often relate to everyday tasks, health conditions

and the future quality of life [28].

2.3 Treatment of Post-Stroke Anxiety

2.3.1 Cognitive Behavioural Therapy

In general practice, Cognitive Behavioural Therapy (CBT) has been widely accepted

by clinical guidelines as an evidence-based gold standard for treating various anxiety

disorders [57]. Patients are equipped with the necessary skills to manage their anxiety

in different scenarios and adapt to stress situations accordingly [31].

Especially for panic disorders associated with Agoraphobia, clinical trials con-

ducted by Beurs et al. [23] have shown that CBT leads to longer-lasting and more
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efficient outcomes than pharmacotherapies. CBT is based on the theory that mood

disorders are maintained by cognitive distortions and that through therapy, healthier

behaviours can be acquired to cope with anxious thoughts [8]. Maladaptive thoughts

can range from general beliefs and perceptions about life [8] to more specific thoughts

about the patient’s future well-being. Moreover, maladaptive thoughts influence peo-

ple’s emotions and actions when exposed to their fears [36]. During therapy, these

anxious beliefs are identified and challenged by patients to reflect on their thought

patterns [37]. During conventional face-to-face CBT, therapists guide their patients

through daily or weekly exercises to help them recognise their cognitive distortions

and adapt to healthier coping strategies [31].

2.3.2 Barriers and Accessibility

The lack of clinical resources is not the only burden towards accessible psychological

care for stroke survivors in the UK [33]. Additionally, conventional CBT treatments

require PSA patients to commute and meet their therapists on a weekly basis for a

period of up to several months [17]. However, this is often not feasible due to the

limited physical mobility of stroke survivors or the agoraphobic fear of commuting in

general. Moreover, the prevalence of social anxiety among stroke survivors are further

hindrances to psychological care. Due to these persistent barriers to mental health

care access, a telemedical CBT treatment protocol specifically for stroke survivors was

developed by Chun et al. [18].

2.3.3 A Telemedical Intervention: TASK-CBT

The advantages of the ’Treating Anxiety after Stroke’ (TASK) CBT intervention de-

veloped by Chun et al. [18] can be briefly summarised as following: First, the CBT

exercises are targeted specifically at the most prevalent anxiety disorder subtype among

PSA patients, Agoraphobia. Therefore, treatment exercises incorporate exposure pre-

vention elements to gradually habituate patients to their feared situations. Second,

treatment exercises do not require patients to commute on a weekly basis. All tasks

can be done remotely via a dedicated TASK website. Weekly therapy sessions via tele-

phone accompany the web-based intervention to provide further assistance and ensure

therapeutic alliance between the patient and the clinician [18]. Notably, a randomised

clinical trial including 40 stroke and TIA patients has already indicated that TASK-

CBT is superior to relaxation techniques [18] which are usually recommended to treat



Chapter 2. Background 6

GAD in non-stroke cohorts. There are further indications that web-based interventions

might even be equally effective in treating anxiety disorders as conventional CBT treat-

ments among non-stroke populations [6]. The web-based TASK-CBT incorporates

different media including psychoeducational images and videos, patient stories and

further links to knowledge bases about post-stroke care. The centerpiece of the web-

site is made up of 6 different therapy exercises which can be completed by the patients

on their own. The following exercises can be carried out and submitted online on a

daily or weekly basis [18]:

1. Identification of anxious moments: Hereby, patients reflect about recent anxious

situations and break their moments down into thoughts, feelings and actions.

2. Analysis of individuals’ thinking patterns: Thinking styles such as catastrophis-

ing or black-and-white thinking are identified.

3. Challenging cognitive distortions: Negative thoughts are observed and rationally

questioned by patients.

4. Exposure to feared situations: Patients are gradually exposed to feared situations

or places without reacting with unhelpful coping mechanisms.

5. Active relaxation: On a daily basis, patients are reminded to actively relax for a

dedicated period of time

6. Engagement in enjoyable activities: Patients are asked to engage in hobbies or

leisure activities once a day.

2.4 Chatbots in Mental Health Care

2.4.1 Advantages

Automated conversational agents have been studied in recent years to investigate psy-

chological treatment efficiency [58, 62]. These conversational agents, also called chat-

bots [41] are software programs that can engage in conversation with users and provide

informative feedback to a variety of user input [56]. Artificial Intelligence (AI), Nat-

ural Language Processing (NLP) and rule-based decision trees provide the foundation

for the goal-oriented human-computer interaction between chatbot and users [3].
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The efficiency of psychological counseling through chatbots has been investigated

in use cases such as drug abuse, phobic disorders and depression [79]. Study outcomes

have shown that chatbots can successfully reduce symptoms through online mediated

CBT [59]. In comparison to reading a psychoeducational paperback only, a mobile

chatbot application developed by Oh [58] produced more promising results in treating

panic disorder symptoms.

One major advantage of mental health chatbots is the facilitated accessibility of

psychological care. To combat the shortage of trained clinicians [79], chatbot appli-

cations can even support patients long after their formal clinical treatment. Moreover,

studies have found that webform-based CBT models face issues regarding poor pa-

tient adherence [69]. Therefore, the instant feedback and imitation of human conver-

sation provided by a chatbot might cover for the lack of emotional support in static

web-based treatments. Moreover, in comparison to mental health clinicians, chatbots

were perceived as more trustworthy in a research study involving military members

with mental health issues [52]. This might be due to societal stigma [52] and the fact

that chatbots are less likely to project human bias regarding age, gender or ethnicity

during virtual treatment sessions [62]. Additionally, chatbots offer the advantage of

anonymity [52].

2.4.2 Features and Personality

In order to design a chatbot that specifically addresses the needs of PSA patients,

previous research conducted by Lohse [51] aimed to identify and test such user re-

quirements. Her systematic literature review [51] explored how stroke sufferers use

technology in their everyday lives and how this translates into chatbot requirements.

Subsequently, semi-structured interviews were conducted with non-stroke participants

aged between 26 and 33 years to explore their perceptions on technical applications

and mental health chatbots [51]. The following section describes Lohse’s [51] prin-

ciple research findings regarding chatbot features and how these relate to other study

outcomes.

1. According to Lohse [51, p.20], an important prerequisite for sufficient accep-

tance of chatbots is the close alignment with clinical guidelines and transparency

about user benefits. This is in line with other reviews on mental health chatbots

that concluded that the absence of a clearly stated purpose is associated with

lower chatbot acceptability [2]. Additionally, other studies have also found that
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clinical relevancy is crucial to ensure that users disclose their personal informa-

tion in a trustworthy environment [16]. Notably, a bonding relationship based on

trust between the chatbot and patients has been reported as crucial for ongoing

engagement [45].

2. Lohse [51] has further suggested that chatbot instructions should be ’straight-

forward to understand’ [51, p.20]. In addition, buttons should be the predomi-

nant response option [51, p.20] to facilitate the chatbot-human interaction. How-

ever, the extensive use of buttons and straight-forward instructions might come

of as too robotic, thereby highlighting the fact that chatbot responses are all

machine-generated. One study reported that users who were led to believe that

chatbot responses were machine-generated consistently rated the responses with

lower satisfaction [56]. However, regardless of the degree of realism required,

the frequency of instructions are relevant because a proactive, dominant chatbot

attitude has been reported to enhance users’ trust towards mental health chatbots

[45].

3. Additionally, Lohse [51] reported that a PSA chatbot should mimic real clini-

cians and introduce itself as a therapist. In consideration of the expectations of

individual users, this could have significant consequences. Studies have found

that users tend to perceive virtual agents as real people [53], which is also known

as the computers as social actors (CASA) effect [69]. As a result, the limitations

of the mental health chatbot may be unclear and the virtual agent may be mis-

taken for a human therapist. Therefore, other researchers in that field advise that

chatbots should be presented as compassionate advisers rather than clinicians

[29].

4. Finally, Lohse suggested ’empathy’ and ’reflection’ as important chatbot features

[51, p.20] to increase user acceptance. Studies suggest that empathy expressed

by chatbots towards humans may have similar effects as empathy between ex-

clusively humans [24], thereby strengthening the bond which patients develop

towards the chatbot. Interestingly, an experimental study assessing adolescents’

perceptions towards counseling chatbots have found that clinical terminology

was perceived less helpful than a friendly, empathetic language [54]. Empa-

thy can be simulated through images or messages sent by the chatbot matching

the emotional state of the user [22]. Another study researching patients’ self-

disclosure behaviours has found that human and empathetic interactions such as
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small talk can enhance users’ trust in chatbots as well [49].

2.5 Design Framework

To ensure that the efforts of following design activities can be effectively evaluated and

that the chatbot prototype adds value to stroke survivors with PSA, the design frame-

work ’Worth-Centred Design’ (WCD) by Cockton [20] was adopted. The overall goal

of the WCD framework is to produce digital prototypes that create ’collective value’

[20, p.170] through an iterative approach between design arenas displayed in figure 2.1.

Notably, the WCD framework was adopted and modified to the goals and research

activities of this project. To start with, a design opportunity is identified by explor-

ing users’ needs through user interviews, literature research and data analysis. These

activities shape the design intervention through user requirements and design sugges-

tions. This in turn informs the design practice and the evaluation strategy (figure 2.1).

Notably, evaluation activities do not only focus on the final implemented chatbot pro-

totype but also assess early developments [20]. Finally, the iterative approach ensures

that each development process, not just the prototype design, is carefully reviewed and

modified as needed [20].

Figure 2.1: Illustration of The Worth-Centered Design adopted

by Cockton [20] and Fatouma [15]. The figure shows the iterative

approach to designing a chatbot prototype for stroke survivors.
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User Research

Numerous studies have evaluated clinicians’ and patients’ perception towards conver-

sational agents in the past decade [76]. Researchers have assessed factors such as

usefulness, characteristics and risks to gain understanding of the functional require-

ments of chatbots, whereby virtual interventions mostly targeted depression symp-

toms, autism [1] and other stroke unrelated anxiety disorders [69, 2]. To date and

to our knowledge, there have not been any studies undertaken to explore stroke sur-

vivors’ perception and requirements of a mental health chatbot to treat post-stroke

anxiety. Therefore, user interviews with potential users of a TASK-CBT chatbot were

conducted to understand how they use and perceive technology. Additionally, user re-

search activities aimed to explore stroke survivors’ attitude and expectations towards a

therapist chatbot.

3.1 Methodology

The user research of this project followed a mixed-methods approach and consisted of

two parts to inform the initial design of the TASK-CBT chatbot. First, a fully structured

questionnaire was completed through telephone calls to quantify users’ technology

usage and their attitude towards technology and digital devices. Subsequently, a semi-

structured interview was conducted to explore how stroke survivors use technology to

cope with anxiety and which expectations they have regarding a post-stroke anxiety

chatbot.

Recruitment of patients was carried out by chief investigator Dr. Yvonne Chun

[18] of this TASK-CBT study who reached out to stroke and TIA patients that had

already participated in the web-based TASK-CBT trials [18]. In total, 6 participants,

10
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4 female and 2 male, were interviewed for this study. The participants were between

57 and 75 years old, the average age was 67. All participants were either retired or

unemployed at the time of the interview. One participant held an academic degree,

all other participants obtained professional qualifications. The interviews lasted be-

tween 60 and 80 minutes. The telephone calls were audio-recorded and transcribed in

Microsoft Word [84] using Microsoft Dictate. Transcripts were then coded using the

qualitative analysis software NVivo 1.4.1 [64] to conduct thematic analysis. This re-

sulted in a codebook and main findings as summarised in section 3.2.3. Questionnaire

data was analysed using Python [81] in the Jupyter Notebook Environment [43].

3.1.1 Ethics

All user research activities were approved by the Health Research Authority and re-

viewed by the NHS Research Ethics Committee (REC) due to the involvement of NHS

patients (see Appendix chapter A). Audio, transcription and questionnaire data were

fully anonymised and kept confidential as outlined in the Data Protection Information

Sheet (see Appendix chapter A). In April 2021, recruited NHS patients were informed

through the participant information form under the project name ’Co-designing a chat-

bot for people after a stroke (TASK-chatbot)’ and consented to the secure online form

’Co-designing a Chatbot for Anxiety after Stroke’ (see Appendix chapter A) via Red-

cap.

3.1.2 Data Collection

The fully structured questionnaire was adopted from the media and technology usage

and attitude scale (MTUAS) [65] and modified accordingly to this project (see Ap-

pendix chapter B). Following the questionnaire, a semi-structured interview designed

by Dr. Maria Wolters (see Appendix chapter B) was conducted via telephone. The

goal was to quantify stroke patients’ usage of different technologies and investigate

their perception on technology and innovations such as a mental health chatbot. All

user research activities were conducted remotely via telephone. After completion of

all interviews, the results of the questionnaire were converted into a csv format to

calculate descriptive statistics using Python Pandas, NumPy [55] and Seaborn [9] for

data visualisation. The semi-structured user interviews were audio-recorded and notes

were taken throughout the interview to document the interviewer’s thoughts and ob-

servations.
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3.1.3 Thematic Analysis

To investigate relevant topics concerning technology usage and attitude towards tech-

nological applications for health, thematic analysis [71] was performed on six tran-

scribed interviews. During the pilot phase, two interviews were independently second-

coded by two postgraduate researchers to check for researcher biases and to align cod-

ing schemes. Findings of the initial coding round were then discussed to discover

coding differences by comparing quotes, themes and researchers’ interpretations. The

discussion ended in an agreement on a multidimensional coding frame.

During the second coding round, identified codes were re-organised and put into re-

lation to each other to identify main themes and subcategories. By selecting additional

interview material, the coding frame was further developed and modified accordingly

to new emerging subcategories. Following the approach of Grounded Theory [78],

the organisation of codes shed light on relevant topics and how they relate to each

other given a specific user context. Notably, an empathetic stance was taken to inter-

pret quotes and themes. The interview data was therefore predominantly interpreted

closely to its literal meanings. Qualitative data was explored from different angles and

perspectives, always considering the interviewees’ situation and circumstances to draw

connections between statements [83]. A third round of coding codes was performed

to include codes extracted from the remaining interviews. The final codebook consists

of a set of main categories and respective subcategories. Notably, subcategories within

one main category are mutually exclusive so that codes only exist once within a main

category [71]. All steps performed followed the guidelines of the SAGE Handbook of

Qualitative Data Analysis [30].

3.2 Results

3.2.1 Quantitative Results

A descriptive analysis of the modified MTUAS questionnaire was conducted to quan-

tify user behaviour for different technologies. The analysis is split in three main

parts: The most frequently used technical devices among respondents (table 3.1 and

figure 3.1), usage subscales of different activities performed and attitude subscales

addressing participants’ perception towards technology in general (table 3.2 and fig-

ure 3.2).
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Device Daily Users[%] Total Users [%]

Smartphone 100.0 100.0

Digital TV 100.0 100.0

Tablet 66.7 83.3

Computer 16.7 83.3

Activity Tracker 50.0 66.7

Video Recorder 16.7 66.7

eReader 16.7 33.3

Smartwatch 0.0 0.0

Games Console 0.0 0.0

Table 3.1: Usage of Devices. Percentage of participants using

listed devices on a daily basis and the total share of device

owners.

As illustrated in figure 3.1, the most widely adopted technical devices among par-

ticipants are smartphones and digital TVs. All six participants reported to use these

devices on a daily basis. Notably, more participants used tablets on a daily basis than

computers (67% and 17%, respectively) and only 83% of participants owned or used a

computer at all (table 3.1). Moreover, both smartwatches and game consoles were not

used by any participants. These findings suggest that the interviewed cohort exhibits a

certain level of digital literacy, however they are less likely to be familiar with desktop

apps or computer programs.
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Figure 3.1: Frequently Used Technical Devices. Graph A displays the total number of daily

users. Graph B shows the total number of users who reported to use listed devices either daily,

weekly or rarely.

The usage subscales (figure 3.2) show that internet searching, emailing, text mes-

saging and phone calling were among the most frequently performed activities with

interquartile (IQR) values ranging between 4 and 5 (table 3.2). The broad variation of

smartphone usage can be explained by the wide range of questions targeting the differ-

ent activities performed with the device. While most participants reported a frequent

use of apps on their smartphones, the majority of interviewees shared that they rarely

use the video recording functionality. Moreover, only half of the participants used so-

cial media platforms, in particular, Facebook (figure 3.2). These participants reported

that they use Facebook on a daily basis. Notably, usage values for media sharing activ-

ities were low among all participants. These findings suggest that overall, participants

are quite active technology users and cover a broad range of activities. However, they

have less tendencies to send and receive media files using their computers or tablets.
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UsageA Median IQR

Smartphone 4.0 2.0-5.0

Facebook UsageB 2.5 1.0-4.0

Internet Searching 4.5 4.0-5.0

E-mailing 4.0 4.0-4.75

Media Sharing 2.0 1.0-3.0

Text Messaging 5.0 4.75-5.0

Phone Calling 4.5 4.0-5.0

Television Viewing 5.0 3.25-5.0

AttitudeC Median IQR

Multitasking 3.0 2.0-4.0

Anxious Dependency 4.0 3.25-5.0

Positive Attitude 4.0 4.0-5.0

Negative Attitude 3.0 2.0-4.0

Table 3.2: Usage and Attitude Subscales. UsageA median values and interquartile ranges are

indicated on a scale from ’never’ (1) to ’several times a day’ (6) except for Facebook UsageB

which ranges from ’never’ (1) to ’hourly’ (5). AttitudeC median values and interquartile ranges

are indicated on a scale from ’strongly disagree’ (1) to ’strongly agree’ (5).

Figure 3.2: MTUAS Usage Subscales Boxplot. The frequency of usage was measured on

a 6-scale ranging from ’never’ (1) to ’several times a day’(6) except for Facebook Usage

which ranges from ’never’ (1) to ’hourly’ (5). White dots indicate mean values, black lines

indicate median values. The borders of the boxes mark the interquartile range.
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As illustrated in figure 3.3, preference for multitasking behaviour was found to

be relatively balanced among study respondents (IQR= 2 - 4). There are clear in-

dications that participants exhibit strong technical dependencies (mean= 4.0) as half

the participants reported to heavily rely on technology (IQR= 3.25 - 5.0), as seen in ta-

ble 3.2. Moreover, all participants demonstrated a positive attitude towards technology.

In contrast, the respondents were divided regarding negative statements dealing with

technology (IQR= 2 - 4). These findings imply that most participants depend on their

devices and applications while at the same time recognise the benefits and downfalls

of technology.

Figure 3.3: MTUAS Attitude Subscales Boxplot. Participants

agreed to various statements on a 5-scale ranging from ’strongly

disagree’ (1) to ’strongly agree’ (5). White dots indicate mean

values, black lines indicate median values. The borders of the

boxes mark the interquartile range.

3.2.2 Qualitative Results

The main categories identified from thematic analysis are highlighted below.
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3.2.2.1 Technology’s Role in Coping with Post-Stroke Anxiety

Technology and access to the internet play a big role in reassuring patients that fear

a recurrent stroke. Five out of six users mentioned that access to online information

was crucial to them to cope with post-stroke anxiety. Moreover, four out of six pa-

tients mentioned that the NHS website was their first point of reference to search for

post-stroke information due to its perceived reliability. Three participants mentioned

that access to their smartphone was essential to them in case they face an emergency

situation such as a recurrent stroke. Another factor that speaks in favour of users’ pref-

erence of using technology to face their anxiety symptoms is participants’ reliance on

technology to feel less isolated. Three interviewees mentioned that access to the inter-

net and technology devices made them feel less isolated and two participants explicitly

emphasised that turning to technology to cope with personal health issues gave them

more safety due to a degree of anonymity.

“There’s a safety vault there, a safety net. There’s anonymity almost which I think

is good.” (P22)

3.2.2.2 Applications

Five out of six participants have used fitness tracking apps or wearables. The usage

of health apps suggests that the interviewed stroke survivors are concerned with their

own health and therefore rely on self-tracking applications. The majority of partici-

pants used fitnes self-tracking apps and devices primarily due to the broad coverage

of metrics such as heart rate, pulse and calorie burn, to feel better about themselves

due to a sense of accomplishment and to maintain or increase their health status. This

suggests that reward systems can increase the acceptance of health applications.

‘I do like knowing how many miles I walk in a day, how many steps, that sort of

stuff. Just to maintain the fitness level.’ (P19)

3.2.2.3 Preferred Representational Systems

Five out of six participants expressed positive attitudes towards audio-assisted appli-

cations in different contexts such as music, meditation, conversational agents or audio

books. In particular, participants argued that applications working with speech recog-

nition or audio allow them to lay back, relax and listen. On the other hand, three out of

six participants also stated that in some instances they could process information better
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if it was presented visually, for example through videos or images.

3.2.2.4 Technological Curiosity vs Risk Avoiding Behaviour

All participants used their smartphones on a daily basis and were digitally literate

concerning their frequent activities such as online researching, downloading apps and

video calling. The majority of interviewees used the online search engine Google [34]

on a regular basis to find information or to look for advice when needed. Importantly,

these participants also perceived themselves as confident in dealing with everyday tasks

on their smartphones.

On the other hand, three participants also displayed less risk tolerant behaviours

towards new technology devices. In particular, these participants knew their technical

limitations well. Some reported that they are usually keen to follow instructions which

implies a less explorative approach to certain technologies, others relied on help from

others to solve tasks.

‘I always follow the instructions. You know, when the instructions are written out,

I can follow them really well’ (P22)

3.2.2.5 Negative Experiences with Technology

All participants have experienced frustrating incidents related to technology. While

most situations related to circumstances outside of their control such as loss of in-

ternet connection or defective devices, three participants described how technology

complicated their daily lives by lowering their self-esteem. For example, due to their

worsened memory post-stroke, technological tasks were constantly disrupted or hin-

dered. One participant explained that self-tracking results would lead to feelings of

failure instead of success. In addition to above mentioned technology frustrations,

inaccurate predictive text and frequent software updates made participants’ lives more

complicated. The latter might imply that stroke patients, especially those with memory

difficulties, find it stressful to adapt to technological changes.

‘When they change the app, I don’t like that. I don’t know why they need to change

that, I got used to that. But if I just take my time, I’ll pick it up. But I have to take time

to pick it up.’ (P21)
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3.2.2.6 Anxious Situations

When participants were asked about how they used technology to cope with post-

stroke anxiety, the majority mentioned specific instances that deal with anxiety or panic

before going to sleep. Other anxious situations mentioned relate to commuting or

meeting other people. One patient, on the other hand, noted that the deterioration of

memory after the stroke often triggered the fear of forgetting things.

Interestingly, when asked about TASK exercises that were perceived as particularly

helpful at the time of the web-based TASK trials [18], without exception, participants

could only recall the relaxation exercise. This might be due to the fact that relaxation

is a practical coping method that requires less steps and does not require any knowl-

edge about its theoretical background. These findings also highlight the importance of

facilitating the memorisation process so that relevant coping strategies can be recalled

from memory after the therapy has ended.

‘I can just remember deep breathing and remember to go through what I have been

taught with the TASK treatment. But unfortunately, my memory is bad and I forget it

and that’s why I get frustrated.’ (P21)

3.2.2.7 Post-Stroke Digital Literacy

Five out of six participants reported that they did not have major issues using their

smartphones post-stroke and four participants reported the same about their laptops

or tablets. The most common change observed after the strokes and TIAs was more

time spent on their technical devices. However, two participants reported that they had

greater difficulty solving problems that required higher cognitive effort.

‘I used to have to break things down a bit. You know, I’m not as good as you

know, before, I could just quickly glance through something and I could pick up all the

relevant points that I was having to start off.’ (P22)

3.2.2.8 Experience with Chatbots

The majority of participants possessed a good understanding of what a chatbot is and

which functional limitations it has.

‘It’s all about asking the right questions, the reason why it works, to get the answer

you need.’ (P22)

The majority of participants was familiar with Siri and Alexa. Generally, they were
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satisfied with their experiences, only one participant did not like the virtual agents due

to the high error rate in voice recognition when dealing with different British Accents.

Other participants described similar negative experiences when dealing with chat-

bots. In particular, incorrect recognition of user input was perceived as frustrating

because it forced users to reword their inquiry multiple times before the chatbot pro-

vided the correct answers. Moreover, it was reported that the interaction with chatbots

caused anxiety if the chatbot response speed was inappropriate or perceived as too fast

so that the participant felt under pressure to come up with a user input as quickly as

possible.

‘I could see that they replied, and I would have to get back to them and then maybe

the doorbell would go and you know, so it can cause anxiety.’ (P25)

3.2.2.9 User Needs

All of the interviewed participants showed interest and willingness to test the TASK-

CBT chatbot. Participants also described the perceived benefits of such a chatbot. The

accessibility, time saving aspects, efficiency and straightforwardness of such a chatbot

were factors that were perceived particularly beneficial in comparison to traditional

therapy. When asked about chatbot features that a post-stroke anxiety chatbot should

exhibit, two participants mentioned that a certain degree of personalisation is required.

By personalisation, interviewees referred to a database with each patients’ medical

background and history that would inform the chatbot response. This indicates that

value is created when chatbots are able to tailor their responses and direct the conver-

sation accordingly to the specific user needs.

‘Providing there’s a backup from each person’s personal record, you know, the

questions and answers that you’re going to get.’ (P20)

In addition, participants expected the chatbot to provide enough context when go-

ing through the CBT exercises, to be robust to a variety of user inputs and to be reassur-

ing. They expected the chatbot to make patients feel less isolated with their anxieties.

One participant mentioned that the chatbot should be validated by doctors, suggesting

that its trustworthiness could be increased if it is clearly stated that it is a medically

approved intervention. When asked about the chatbot’s personality, five out of six

participants stated that the chatbot should possess humane and empathetic features.

Participants gave examples of anthropomorphic characteristics such as short ‘typing’

breaks before the response is displayed on screen, addressing the user with their names
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and offering the user to take a break in between. The simulated caring nature of such a

virtual agent is expected to act in consideration of users’ interests.

Finally, three participants expressed their expectations towards the chatbot’s iden-

tity. All of them preferred a clinical, professional stance which might be due to the

above mentioned desire of reassurance and trustworthiness during the therapy. More-

over, all participants have already had therapy sessions with real clinicians in the past

and therefore might favour a medical perspective for online interventions, too.

‘I think if I was using something like that in a post TIA situation, I’d be looking for

a clinician as opposed to a friend.’ (P23)

3.2.3 Design Considerations

The main goal of this user research was to identify the perception and attitude of for-

mer post-stroke anxiety patients towards technology and their expectations towards a

psychotherapy supporting chatbot. The summarised findings from the user research

and literature review were then used to draft the initial user requirements (UR) for the

chatbot prototype.

• UR1: The chatbot needs to provide context about TASK-CBT (2.3.3) and the ap-

plication itself (2.4.2). Furthermore, it needs to give clear instructions on what

to expect and how the chatbot will help users to cope with their anxiety. To po-

sition itself as an adviser with a professional stance (3.2.2.9), the chatbot should

clearly refer to itself as a chatbot rather than a medical person (2.4.2) and deliver

psychoeducational content in the onboarding phase (3.2.2.9).

• UR2: The conversation flow requires a good balance between user and chatbot

input. Generally, the chatbot should dominate the dialogue (2.4.2) and lead the

conversation. However, the user should retain flexibility over the pace of the

conversation. They should be able to decide how fast or slow the conversation

progresses (3.2.2.8).

• UR3: The chatbot has to be easily accessible (3.2.2.1) and understandable (3.2.2.7).

Wherever possible, the chatbot should convey information step by step and re-

duce cognitive effort as much as possible (3.2.2.7). Therefore, longer passages

of pure text should be avoided. Visual media should be introduced to make in-

formation easier to process and to facilitate the learning progress (3.2.2.3).
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• UR4: The language of the chatbot should be empathetic and demonstrate a car-

ing, interested personality (3.2.2.9). Empathetic feedback should be tailored

specifically to users’ situations to increase perceived trustworthiness and authen-

ticity (3.2.2.9, 2.4.2).

• UR5: The chatbot should summarise essential steps of the TASK-CBT at the

end of each session so that users can memorise new learnings better (3.2.2.6). To

evoke a sense of achievement after an exercise has been completed, retrospective

feedback should be implemented (3.2.2.2).

• UR6: To mitigate the risks of not correctly understanding users’ input, buttons

instead of free text options will be implemented at critical points in the conversa-

tion flow to reduce the chatbot complexity (2.4.2). Fallback response options to

unexpected user input is required to cope with errors and provide transparency

about the chatbot’s limitations (3.2.2.8).

• UR7: The chatbot should provide some degree of reassurance regarding users’

mental health (3.2.2.9). A confident and reassuring stance is expected to help

users feel more at ease during the virtual therapy (3.2.2.9). The degree of medical

reassurance will not be covered due to ethical considerations and will be further

elucidated in chapter 6.

• UR8: The conversation flow has to cover all exercise questions from the origi-

nal TASK-CBT protocol (2.3.3). This ensures that the chatbot is coherent with

clinical therapy guidelines.

3.3 Discussion

3.3.1 Limitations and Risks

All participants displayed sufficient levels of digital literacy to utilise mobile and web

applications. Furthermore, all stroke survivors involved welcomed the idea of a chatbot

guiding patients through TASK-CBT. Notably, all participants were older than 55 years

and retired or not employed. They were also familiar with the web-based TASK-CBT

intervention beforehand and had participated in the TASK-CBT randomised controlled

trial in the past [18].
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Biased Participant Cohort. All patients gave the impression that they had a rather

positive outlook on life despite their strokes. Because younger participants were not

recruited for this study, these findings do not necessarily reflect the opinions of younger

stroke survivors. Young patients are expected to face different social stigmas and life

circumstances [77]. Notably, post-stroke anxiety is more prevalent among young pa-

tients [12] and it is reported that older people tend to have a more stoic view on their

future than younger generations [61]. Moreover, the identified perceptions towards

technology are unlikely to be fully representative of stroke sufferers in general, as

the recruited participants were expected to be more digitally literate than the average

population in their age group. Additionally, recruited participants did not suffer from

recent strokes. On average, the last stroke or TIA was more than 3.5 years ago which

has significant implications for the perceived urgency of PSA treatment. To increase

the reliability of user research outcomes, it is advised to conduct both qualitative and

quantitative studies with a larger cohort of patients across all age groups [18-65 and

65+] and stroke survivors who are not yet familiar with TASK-CBT.

Interview Quality Issues. To facilitate research activities, all interviews were con-

ducted remotely via telephone calls. The quality of telephone networks and sound

varied greatly, hence certain interviews yielded more information than others, depend-

ing on whether the interviewer was able to follow up on certain answers. In addition,

a large proportion of the audio recordings was transcribed manually, as Microsoft Dic-

tate has a limited ability to recognise different English and Scottish accents. For future

research, especially in patients with post-stroke Aphasia, it is suggested to conduct

qualitative interviews face-to-face or via online calls for improved audio quality.

Validity of Data Analysis. Moreover, due to time limitations, only two of the six qual-

itative interviews were second-coded by another researcher. This might have effected

the overall coding quality as the final code book was not validated by an independent

researcher. To increase the reliability of the coding results, a larger proportion of inter-

views should be second-coded before a coding frame is established. The quantitative

questionnaires were conducted with a cohort size of 6 participants as well. Notably,

only median and IQR values were outlined in table 3.2 to show the entire distribution.

However, due to the small sample size, these results are only of limited significance. In

order to achieve reproducible and reliable results, further studies should recruit more

participants to validate the variability of subscales (figure 3.2).
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3.3.2 Research Implications

Designing for Older Stroke Survivors. The aim of this study was to understand how

stroke survivors use technology in their daily lives and which factors have to be taken

into account when designing a PSA chatbot. The quantitative study revealed that all

participants used their smartphones on a daily basis and possessed sufficient levels of

digital literacy to engage with novelties and mobile applications. However, the limited

use of computers indicates that older stroke sufferers may be less exposed to complex

software applications than the younger non-stroke cohort interviewed by Lohse [51].

Furthermore, social aspects might play a minor role in stroke survivors beyond the age

of 55, as only half of the participants used social media channels.

The qualitative findings on the other hand suggest that the majority of participants

favoured Apple instead of Android smartphones due to perceived ease of use. In line

with quantitative findings, participants reported an infrequent use of computers and

preferred to use their smartphones or tablets instead. Notably, all participants have

suffered from PSA and found the TASK-CBT exercises helpful during the time of

intervention [18]. However, no specific coping mechanisms other than breathing ex-

ercises were recalled. These findings suggest that older stroke survivors or stroke pa-

tients with impaired memory require additional support in learning CBT techniques in

comparison to younger, non-stroke populations who reported to have ’used strategies

similar to CBT’ [51, p.36]. Another factor that distinguishes older stroke survivors

from younger non-stroke populations is the source of technology frustration. None of

the participants described any issues concerning ’addiction and distraction’ [51, p.33].

Participants in this study did not feel overwhelmed by notifications and social obliga-

tions, but reported frustrations related to software updates and high cognitive load.

Examining the Perception towards Empathetic Chatbot Language. Generally, par-

ticipants welcomed the idea of talking to a mental health chatbot. The biggest chal-

lenge they saw was in mimicking human interactions with characteristics such as em-

pathy and care. All participants have mentioned reassurance in the context of coping

with PSA. Although it was not specified whether they meant reassurance regarding

their physical or mental health, participants reported that they have used technology

frequently to search for more information regarding their stroke and symptoms. More-

over, most participants explained that the chatbot should tailor its responses accord-

ingly to users’ medical history and personal needs.

Future research activities should explore stroke survivors’ understanding of empa-
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thetic language in different social and cultural contexts across all age groups. Future

research aiming at the development of a holistic application for PSA patients should

consider native mobile applications that work with older operating systems, too. More-

over, the chatbot should be linked to patients’ existing TASK-CBT records to keep

track of their progresses. Additionally, future user research activities should include

stroke survivors dealing with significant cognitive impairments to discover further bar-

riers in technology.



Chapter 4

Design Practice

This chapter summarises the design practices taken to build an interactive chatbot pro-

totype. The main goal of the design practices is to build a web-based chatbot prototype

that guides users through an initial onboarding of the TASK-CBT intervention fol-

lowed by the first post-stroke anxiety exercise. The underlying chatbot requirements

are based on the findings generated from the preceding user research activities and

knowledge acquired through background research on this topic. The conversation flow

was designed on the basis of the TASK-CBT protocol developed by Chun et al. [18]

and modified accordingly to a range of common user scenarios.

4.1 Methodology

4.1.1 Dialogue Design

Based on the findings and user requirements identified in section 3.2.2, the conversa-

tion flow was outlined prior to the chatbot implementation. This was necessary to test

whether all dialogue pathways are covered by the intervention and how different user

inputs will inform the next step during the conversation. Sketching and drafting the ini-

tial conversation flow (figure 4.1) helped to inform the final chatbot decision tree and

underlying logic which was then implemented as described in section 4.2. Moreover, a

user journey was visualised (figure 4.2) to help researchers and collaborators involved

in this project to understand how PSA patients go on with their lives after discharge.

26
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User Journey

The visualisation of the user journey beginning from hospital discharge to the point

where stroke survivors seek psychological support highlights the different stages where

a TASK-CBT chatbot can intervene to assist the patient. Understanding the circum-

stances and the history of events that stroke survivors have dealt with is fundamental

for designing a good conversational experience. The primary use case of the TASK-

CBT chatbot involves patients who have recently suffered a mild stroke or a TIA and

have been dealing with mild to moderate anxiety ever since. Hence, the user journey is

a summary of what patients thought, felt or did to cope with their mental health prob-

lems during this period (figure 4.2). Information was retrieved from user interviews

(section 3.2.2) and background research (chapter 2).

4.1.2 Data Enrichment and Corpus Building

Based on the TASK Therapist’s Manual and Record, a former anonymised dataset re-

trieved from the TASK-CBT trial [18] and user research findings (section 3.2.2), pos-

sible user scenarios for TASK exercise 1 were outlined. Based on each user scenario, a

range of diverse user inputs were created to enrich the dataset for the machine learning

model of the chatbot. The training data consisting of user inputs is strongly based on

the vocabulary and phrases used by the participants. For each user scenario, a set of

example chatbot responses were generated to ensure variety during the chatbot interac-

tion. The responses were closely aligned with the guidelines of the TASK Therapist’s

Manual which was originally developed for the web-based therapy intervention [18].

In accordance with previously identified user requirements and expectations towards

the chatbot’s characteristics, responses were then slightly modified.

4.1.3 Chatbot Framework

The chatbot was implemented using RASA open source, a python library [10]. The

machine learning framework can be used to build conversational AI assistants based

on natural language understanding (NLU), supervised learning and dialogue policies

[74, 10]. In particular, the machine learning pipeline utilises the Dual Intent and Entity

Transformer (DIET) classifier to recognise and classify user inputs (’intents’) [39].

Thereby, the Python library spacy sklearn is used to preprocess text data [10] and

entities are recognised via a Conditional Random Field (CRF) based interpreter [10].
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Because the framework performs both natural language understanding and conver-

sation management by learning from dialogue data, it can also handle conversations

that have not been pre-scripted. This allows for some flexibility during the patient-

chatbot interaction in cases where users deviate from the intended conversation path-

way. Moreover, a machine learning approach generally allows for more precise per-

sonalisation and more nuanced responses once training datasets become larger.

4.2 Chatbot Implementation

4.2.1 First Implementation Phase

The implementation of the chatbot started with the definition of the ideal happy path

where users are briefly introduced to the TASK exercise 1 before they answer a set of

questions related to an anxious situation they have recently encountered. Therefore,

the expected user intents, chatbot responses and conversation rules were implemented

to define the dialogue flow. The key elements of the first user story are represented by

the following action points triggered by the chatbot (figure 4.3):

1. action: utter welcome new. The chatbot introduces itself.

2. action: utter task1 explanation. TASK exercise 1 is explained.

3. action: utter anxious moment. The chatbot starts with the first exercise question.

In between, several single-turn conversation units were implemented to make the

dialogue flow less robotic and more humane (UR4) through questions such as whether

the user is ready or if the user needs a break in between. Based on the findings in

section 3.2.2, the different questions of TASK exercise 1 were divided into smaller

sections, so that users can sort out their thoughts step by step (UR3). Moreover, button

style selection options were implemented throughout the conversation at various points

to handover dialogue control to the users (UR2). Most buttons serve as a checkpoint

for users to decide whether they want to progress to the next step. This decision was

based on the user requirement UR2 that users should be able to control the conversation

pace.
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Figure 4.3: Exemplary Chatbot Screenshots. Figure A displays the initial interaction be-

tween chatbot and user. Figure B shows different button selection options for choosing an

’anxious situation’. Parts highlighted in yellow represent key user requirements outlined in

this section.

During the initial implementation phase, the selection choices for choosing be-

tween different anxious situations consisted of the options ‘Overthinking’, ‘Health

Anxiety’, ‘Commuting’ and ‘Social activities’ (figure 4.3). This was grounded in

previous findings from user research (section 3.2.2.6) and the web-based TASK-CBT

datasets. For each anxious theme, the user was then given the opportunity to describe

the anxious situations in their own words (figure 4.4). Slightly nuanced feedback re-

sponses were enabled based on the intent training data which was populated with more

detailed user scenarios. As displayed in figure 4.4, both conversations deal with the

user experiencing anxiety due to overthinking.

During the first scenario, the user experiences high episodes of anxiety before go-

ing to sleep. The machine learning model correctly classified this intent as overthink-

ing scenario 2 (overthinking 2) which was trained with different intent examples that

specifically dealt with nighttime anxiety. Tailored responses to individual user scenar-

ios help to build trust and are perceived as more authentic so that the human-computer

interaction is not experienced as shallow (UR4).
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Figure 4.4: Nuanced Chatbot Feedback for Specific User Inputs. The figure highlights how

the chatbot responds to different user scenarios addressing the issue ’overthinking’.

The subsequent dialogue flow was implemented closely based on the web-based

TASK-CBT protocol (UR8). Users were asked to break their anxious moments down

into feelings, thoughts and actions. For each user input scenario, different examples

were trained to allow for some degree of personalisation similarly to the example out-

lined in figure 4.4.

Issues and Troubleshooting

After each training session of the model, the conversation flow was tested using the

RASA X user interface as displayed in figure 4.3. RASA X allows interactive learning

so that the chatbot model can be tested, corrected and retrained [75]. Additionally, it

offers conversation-driven development by saving new intents while testing story path-

ways and reviewing new conversations. That way, corrections and manual adjustments

can be quickly made through the graphical user interface. Other contextual errors iden-

tified through RASA X were adjusted and retrained in the terminal.

One major issue identified within the first implementation phase was the low con-

fidence score for chatbot actions whenever user messages were incorrectly classified.

Particularly when asked to describe their anxious situations or thoughts using free text

forms, user intents displayed low confidence scores, mainly below 0.25. User inputs

following the different inquiries ‘Describe your anxious situation’ and ‘Describe your
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thoughts during that moment’ appeared to be very similar to each other in informal

evaluations with 2 fellow students, therefore user messages were often incorrectly

classified. Because wrongly classified intents disrupted the predicted conversation

pathway, these low confidence scores triggered action default fallback options. In

instances, where the next chatbot action could not be predicted with a confidence score

higher than 0.2, the chatbot would respond with ‘Sorry, can you rephrase that?’. To

avoid this issue, 3 measurements were taken:

1. The threshold for a default action response was decreased from 0.25 to 0.1.

2. Training data was enriched with further user input examples to increase intent

recognition confidence scores.

3. Rules were implemented that allowed the conversation flow to move on even if

the user input did not exactly match the expected intent.

4.2.2 Second Implementation Phase

Following the initial implementation, further evaluations and implementation phases

were carried out as described in the WCD framework (section 2.5). During the second

implementation phase, the overall conversation flow was improved by splitting chatbot

responses into smaller parts, providing more visual material and adding empathetic

features to increase patients’ trust towards the chatbot, especially during the introduc-

tion. Moreover, a dialogue flow guiding new patients through the initial onboarding

was implemented (section 4.2.2).

As described in UR1, the provision of psychoeducational material can help users to

better understand the different steps required to achieve their goals. To facilitate their

memorisation process by the end of the virtual therapy session, a visual summary was

displayed to help users self-manage their anxiety in situations where they cannot access

the chatbot instantly (UR5). Additionally, the recapitulation of the tasks completed

might reinforce a sense of achievement by emphasising even small accomplishments

(UR5). The following changes were implemented based on informal feedback given

by 2 fellow students after testing the chatbot:

1. Less text-heavy chatbot outputs and multiple responses divided through little

breaks in between (figure 4.5). The overall balance between user and chatbot

input was adjusted to reduce the extend of feedback.
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2. Manual intent recognition in addition to button selection options (figure 4.5).

Instead of having to select buttons to move on or to choose an option, users were

enabled to manually type in their responses if they preferred to do so. However,

the button options still remained visible to give users cues about the next step.

3. Visual media to underline exercise questions and examples (figure 4.6). To help

users understand certain exercises more easily, visual cues were represented at

different conversation steps. This helped to reduce the overall text volume and

was intended to encourage users to reflect their thoughts mindfully by giving

them visual examples (UR3). Finally, a visual summary of all steps completed

during TASK exercise 1 was implemented to stimulate the memorisation process

(UR5).

Figure 4.5: Manual user input and multi-response feedback. The figure shows the changes

made in the second implementation phase. Users have the option to provide individual input

instead of selecting button options. Text-heavy chatbot feedback is resolved into multi-

responses.
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Figure 4.6: Using Visual Media to Reduce Cognitive Load. Visual materials are displayed

to communicate psychoeducational and TASK-CBT exercise related information.

Chatbot Onboarding

The onboarding dialogue was implemented for new users who are unfamiliar with

TASK-CBT (UR1). During the onboarding and introduction to TASK-CBT, the chat-

bot would prompt the user to interact with psychoeducational content, for example

through open-ended questions such as asking the user how they feel about another

patient’s thought process (figure 4.7). In accordance with UR4, the questions and

statements posed by the chatbot were formulated using empathetic language to convey

a caring personality and to act as a ‘shoulder to cry on’, as seen in the statement ‘Well,

it can be really hard to live with constant fear, no matter what kind of, right?’ (fig-

ure 4.7). Finally, the provision of psychoeducational content was implemented to help

position the chatbot as a virtual counsellor with a professional attitude (UR1).
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Figure 4.7: Chatbot Onboarding Dialogue. The graphic illustrates how the chatbot guides

users through the basics of TASK-CBT (figure A-C) before summarising following exer-

cises (figure D).

4.2.3 Final Adjustments

Based on the second informal user testing session with two fellow design research stu-

dents, a few more changes were implemented to improve the usability and usefulness

of the chatbot. The following issues were identified:

Miscategorisation of Anxious Situations. The designation of selection options for
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different anxiety scenarios was perceived as misleading because the option ‘Overthink-

ing’ does not account for an anxious situation but rather an underlying thinking style

(figure 4.3). This conceptual issue was identified through informal user testing sessions

and discussed with chief investigator and stroke physician Dr. Yvonne Chun [18]. The

button option ‘Overthinking’ was placed as an option next to categories such as ‘Com-

muting’, ‘Social Activities’ and ‘Health Anxiety’ when users were prompted to select

the most comparable anxious situation they have faced. This initial design decision

was mainly based on the fear situations mentioned by users during the semi-structured

interviews (section 3.2.2.6). However, this categorisation is inaccurate considering

that the TASK-CBT protocol requires patients to first explain their situational circum-

stances before their thoughts and feelings are identified in the next step. Moreover, the

identification of thought patterns such as catastrophising and overthinking is done in

TASK exercise 3 based on the TASK-CBT protocol (section 2.3.3).

Due to time constraints, the classification of anxiety scenarios was not entirely re-

designed but only slightly modified by replacing the option ‘Overthinking’ with ‘Over-

thinking about over things’ (figure 4.8). This was done due to two reasons: First, stu-

dent researchers noticed that some patients might think of anxious situations that have

nothing to do with common triggers in post-stroke anxiety. Secondly, the majority

of participants from user interviews have stated that they felt anxious before going to

sleep when they were deep in thought (section 3.2.2.6). The decision on which overar-

ching categorisations should be displayed in future developments is further addressed

in section 6.2.
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Figure 4.8: Fine-tuning the Dialogue Design. Figure A displays the small change made

upon the categorisation of anxious situations in button selection options. Figure B shows

the concluding feedback question posed by the chatbot.

Concluding Chatbot Feedback. Moreover, a final conclusion was missing after the

end of the virtual therapy session. Both students noticed that a closing feedback was

lacking that encouraged users to stick to their exercises. Therefore, questions asking

how users perceived the virtual therapy session (UR5) were incorporated. Therefore,

concluding words were added to the training example and users were asked to reflect

on whether they were able to identify their anxious situations better than before (fig-

ure 4.8).

Coping with Errors and Skipping Onboarding. Additionally, students reported that

the chatbot did not cope well with errors or unexpected free text user inputs during

the introduction and onboarding phase. If certain intents were not classified correctly,

the chatbot still got stuck in a loop or discontinued the flow of conversation. This

was mainly due to small training datasets. To avoid extensive use of buttons, free text

options for personal questions such as ’How are you feeling today?’ remained but

additional default action responses were implemented (figure 4.9). Another student

also reported that existing users should be able to skip the TASK-CBT introduction to

save time and avoid unnecessary repetition. Existing users were therefore given the

chance to start with the exercises right away as shown in figure 4.9.
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Figure 4.9: Final Adjustments. Figure A displays the chatbot’s ability to cope with non-

identifiable user intents. Figure B displays an option for existing users to skip the onboard-

ing.



Chapter 5

Evaluation

This section outlines the evaluation methodologies implemented to assess the usability

and value provided by the chatbot prototype (section 2.5). In total, two stroke physi-

cians and two stroke survivors participated in the evaluation under patient and public

involvement. For the usability testing part, participants interacted with the chatbot and

completed the first TASK exercise remotely. The interaction was observed via screen

sharing on Microsoft Teams [40]. Minimal moderation during the usability testing

took place at the beginning of the testing and at instances where users wanted to clar-

ify or challenge their interactions. Thus, participants were not asked to explain their

actions in order not to influence their behaviour and to keep the cognitive load as low

as possible [80]. This decision was also made due to time constraints. However, most

participants verbalised the majority of their thoughts throughout the process. Live us-

ability testing was subsequently followed up by two structured questionnaires and a

debriefing session. This was crucial for the evaluation to ensure that both concurrent

and retrospective results were collected to obtain a comprehensive understanding of the

user experience [13]. Each evaluation lasted for about an hour. Quantitative analysis

was conducted using Microsoft Excel [84].

5.1 User Experience Questionnaire

The User Experience Questionnaire (UEQ) is a structured questionnaire based on six

subscales as seen in table 5.1 [48, 73]. The perceived user experience and usability

of the system was assessed through 26 questions asking users to rate their experiences

on a range from 1 to 7 [73]. The rating stage represents two bipolar adjectives, where

1 indicates full agreement with one adjective and 7 indicates full agreement with the

40
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opposite adjective (see Appendix chapter C). The resulting UEQ scores reflect users’

perceptions towards the system such as its likeability, usefulness and enjoyability [48].

Notably, resulting scores range from -3 to +3, whereby values in the range of -0.8

and +0.8 are interpreted as neutral (table 5.1). Moreover, the analysis outcomes were

benchmarked against a dataset of 468 UEQ evaluations addressing different digital

products to investigate the relative usability of the chatbot prototype (figure 5.2).

Scale Mean Confidence Interval

Attractiveness 1.71 1.43-1.99

Perspicuity 1.94 1.63-2.25

Efficiency 2.00 1.80-2.20

Dependability 1.31 1.19-1.44

Stimulation 1.31 0.95-1.68

Novelty 1.44 1.20-1.67

Table 5.1: UEQ Mean Values and Confidence Intervals.

The confidence intervals are given with two standard devi-

ations so that the real value is captured with 95% certainty.

Figure 5.1: Bar chart displaying mean values and error bars of the UEQ subscales.

The error bars represent the 95% confidence intervals displayed in table 5.1.

The analysis shows that all mean values including their confidence intervals (p=0.05)

are in the range between 0.9 and 2 (table 5.1). This suggests that the system was overall

perceived positively rather than neutral ( > -0.8 and < 0.8) or even negatively (< -0.8).
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The scales that stand out most are ‘Perspicuity’ and ‘Efficiency’ with average values

of 1.9 and 2.0, respectively, as visualised in figure 5.1. While ‘Perspicuity’ accounts

for items such as understandability, learnability, ease and clarity of use, ‘Efficiency’

accounts for factors such as speed, task efficiency, practicability and system organi-

sation of the chatbot prototype [48]. This indicates that the strongest features of the

prototype are its ease of use and its practical application. This might be due to the low

complexity of the chatbot interface powered by RASA X, the familiarity with chatbots

(section 3.2.2.8) and the implementation of simple conversational structures. The low-

est rated scales were ‘Dependability’ and ‘Stimulation’ with a mean value of 1.31 each.

While items addressing ‘Dependability’ stand for the perceived reliability and safety of

the system, ‘Stimulation’ stands for user engagement and motivation. Notably, values

higher than 0.8 are still regarded as ‘good’ rather than neutral. However, these findings

suggest that the perceived robustness, security and engaging incentives require more

emphasis in future improvements. Notably, the sample size was very low (N=4) and

therefore error bars (figure 5.1) indicating the 95% confidence interval turned out large

for some scales such as ‘Stimulation’ (Confidence Interval= 0.94 - 1.68). To increase

the precision of the estimated mean values and thus, the reliability of the evaluation

study, a larger sample size is required.

Figure 5.2: Bar Chart Displaying How the Chatbot Was Assessed Against the UEQ Bench-

mark. The black line represents the average UEQ scores for the chatbot prototype. The

coloured bar sections refer to the benchmark intervals shown in the legend on the right.

Figure 5.2 shows how the chatbot prototype compared to 468 other digital products

such as software programmes and web applications [72]. It is noteworthy that all scales
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were rated at least above average (only 25% of products in the UEQ dataset achieved

higher ratings), with ”Efficiency” being rated excellent, representing 10% of the best

results within the UEQ dataset [72].

5.2 Chatbot Usability Questionnaire

On the basis of the System Usability Scale (SUS) for conventional interaction systems,

the Chatbot Usability Questionnaire (CUQ) was developed to assess the usability of

chatbots on a scale from 0-100 [38]. This allows the comparison with industry stan-

dards and benchmarks generated by SUS. Moreover, multiple measurements are help-

ful to generate a more holistic understanding of a system’s usability [44]. In particular,

the CUQ evaluates chatbot specific features such as the chatbot’s character, onboarding

and comprehension of user input [38]. The questionnaire consists of 16 statements that

were rated from strongly disagree (1) to strongly agree (5) as illustrated in table 5.2.

The calculated CUQ score for the TASK-CBT chatbot prototype is 69.5 ± 8.5 with the

lowest score being 62.5 and the highest score being 81.3. The median score (67.2) is

slightly lower than the mean value. Compared to the SUS benchmark [50], a score

of 69.5 sits just above the median value of 241 previously assessed computer-human

systems (68). This means that 50% of prototypes were rated higher than 68. A score

of 69.5 falls into the grading scale ‘C’ which is classified as marginally acceptable [7].

No. Question Mean Value

1 The chatbot’s personality was realistic and engaging 3.8±0.5

2 The chatbot seemed too robotic 2.5±1.0

3 The chatbot was welcoming during initial setup 4.3±0.5

4 The chatbot seemed very unfriendly 1.5±0.6

5 The chatbot explained its scope and purpose well 3.5±1.3

6 The chatbot gave no indication as to its purpose 2.5±1.3

7 The chatbot was easy to navigate 3.8±1.3

8 It would be easy to get confused when using the chatbot 2.3±0.5

9 The chatbot understood me well 3.3±1.0

10 The chatbot failed to recognise a lot of my inputs 2.0±0.8

11 Chatbot responses were useful, appropriate and informative 4.0±0.8

12 Chatbot responses were irrelevant 2.0±0.0

13 The chatbot coped well with any errors or mistakes 3.0±0.8

14 The chatbot seemed unable to handle any errors 2.8±1.0

15 The chatbot was very easy to use 4.3±0.5

16 The chatbot was very complex 1.8±0.5

Table 5.2: CUQ Mean Values of 16 Items. The scale for mean values

and standard deviations range from 1 (strongly disagree) to 5 (strongly

agree). Calculations were done accordingly to [38].
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However, the calculated CUQ score cannot be blindly compared to SUS benchmark

values. Although the evaluation concept behind CUQ is based on SUS calculations, it

is rather intended for a direct comparison with a general usability evaluation such as

the above shown UEQ (section 5.1). By comparing multiple metrics, usability issues

were highlighted that would not be revealed under general assessments. While the

UEQ scores indicate that the chatbot prototype performed much better than average

systems, the CUQ score indicates that there are still significant usability problems to

be solved. A closer look into the subscales reveals that one feature had particularly

poor ratings. Participants neither agreed nor disagreed with statement 13 (‘The chatbot

coped well with any errors or mistakes’, mean= 3.0 ± 0.8) and 14 (‘The chatbot seemed

unable to handle any errors’, mean= 2.8 ± 1) as shown in table 5.2. This suggests that

the chatbot intelligence was perceived as inferior and did not meet users’ expectations

regarding the robustness and error management of the system.

5.3 Retrospective Debriefing

After the completion of the questionnaire, participants were asked how they felt during

the chatbot conversation and if they would use the chatbot in a post-stroke scenario.

The goal of this was to further investigate whether participants felt confident using the

chatbot prototype and which suggestions for improvement they have.

Limitations of Use Cases

All participants agreed that the chatbot was easy to use and that they felt confident

during the interaction. In particular, they felt gradually more relaxed and reassured as

the conversation went on. The participants also agreed that the chatbot was appropri-

ate for recent stroke sufferers that require immediate support, as there is usually no

mental support provided following the discharge from the hospital. Two participants

concluded that the chatbot was appropriate for someone who required reassurance.

It’s a reassurance. I suppose that’s because it’s a reassurance that there’s a com-

munication going on ’cause you can feel very isolated after it. (P23)

Furthermore, two participants stated that the chatbot was only appropriate for some-

one with minor strokes and few physical or cognitive impairments due to the model’s

limited understanding of user input. Moreover, it was questioned whether older peo-

ple were digitally literate enough to use the application. Due to the low complexity
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of the chatbot, questions were raised about how the chatbot would respond to longer,

detailed user inputs. Moreover, ethical concerns were raised such as instances where

users would need to be referred to human clinicians for more advanced support.

Chatbot Language

Two participants reported that the chatbot response patterns seemed repetitive and

could be perceived as ’talking down’ to stroke survivors, especially for someone with

Aphasia. One participant further noted that the degree of emotion required from the

chatbot probably varies from person to person and from culture to culture. Another

participant mentioned personalisation in a similar context: the chatbot should be able

to adjust its features according to different user preferences.
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Discussion

The aim of this project was to design a TASK-CBT chatbot for PSA patients based on

user requirements identified through initial user research (section 3.2.3). The evalua-

tions were conducted to assess the user experience and usability of the chatbot against

the project objectives and user expectations. While the chatbot achieved above aver-

age, satisfying results according to UEQ scores (section 5.1), the CUQ score revealed

features that should be improved (section 5.2). Notably, no major errors or misun-

derstandings were detected during the live usability tests. Interestingly, both the UEQ

and CUQ revealed that efficiency and clearity were among the strongest features of

the chatbot prototype. The capability to cope with errors on the other hand was rated

much lower. Importantly, these findings only reflect the engagement of users with the

chatbot prototype during the live usability testing session. Due to time constraints,

participants did not have the possibility to interact with the chatbot beforehand to test

multiple conversation pathways. Due to the brief interaction between users and the

chatbot prototype, crucial shortcomings and error pathways may have remained unde-

tected. Moreover, the live usability testing session was conducted remotely via screen

sharing, therefore an unmoderated approach was not feasible. The researcher’s pres-

ence, observations and briefings have possibly influenced the behaviour or thoughts of

users during the interaction which also affected the evaluation questionnaires.

Notably, only four participants evaluated the chatbot. Therefore, the mean values

calculated for UEQ and CUQ display broad confidence intervals and standard devia-

tions (table 5.1 and table 5.2), meaning that dispersion among participants was high.

Therefore, the generated results are less certain. To generate statistically more ro-

bust findings, more participants should be included in quantitative evaluation studies.

Moreover, recorded, unmoderated usability evaluations could be implemented to ob-
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serve how participants engage with the chatbot in their familiar environment.

In this project however, the evaluations were followed up by a retrospective de-

briefing session where certain usability aspects were addressed by participants. Due

to time limitations, the retrospective debriefing questions were kept short. The most

important findings dealt with the language of the chatbot and its limited capability to

respond appropriately to complex user inputs. Future development of the chatbot re-

quires larger data samples to train the chatbot model and a more precise definition of

user scenarios for a personalised chatbot experience. This includes better understand-

ing of different user groups such as elderly people, young stroke survivors, and patients

with specific cognitive impairments. Furthermore, it is suggested to run Co-Designing

workshops with stroke survivors and CBT therapists to generate and critically assess

useful chatbot responses and actions.

6.1 Ethical Considerations

This project also raises ethical questions. During the evaluations, one participant ques-

tioned whether the chatbot should provide the functionality to handover the interaction

to a human clinician. Because the chatbot deals with PSA patients, sensitive topics

are touched upon. Although the chatbot is intended for patients with mild to moderate

PSA symptoms, serious mental health crises cannot be ruled out. The precise detection

of alarming contents [86] and subsequent prompts urging users to call the emergency

number in such cases should be considered in future developments. In addition to clin-

ical symptom reduction, future trials should also assess any possible long-term harms

caused by mental health chatbots [46].

6.2 Conceptual Issues

One conceptual issue identified during the final implementation phase in section 4.2.3

was the categorisation of anxious situations ’Overthinking’, ’Health Anxiety’, ’Com-

muting’ and ’Social Activities’ (figure 4.8). While overthinking and worrying were

mentioned as anxious situations in TASK-CBT datasets retrieved from the TASK ran-

domised controlled trials [18] and during semi-structured interviews (section 3.2.2.6),

it does not represent a triggering situation per se. However, it is plausible that trigger-

ing thoughts appear in health anxiety patients without any external influences or con-

ditions such as commuting or social gatherings. In fact, patients with health anxiety
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can be preoccupied with intrusive thoughts and worries by just recalling an unwanted

traumatic event [63]. It is therefore not clear whether the predominant fear of suffer-

ing another stroke (’health anxiety’) is the underlying cause for PSA patients to also

develop Agoraphobia or whether Agoraphobia is the predominant disorder right from

the outset. Notably, a study conducted by Rudaz [67] examined the relationship be-

tween these two disorders and has found that health anxiety can influence the onset of

Agoraphobia. To provide more specific feedback and personalised chatbot responses,

it is suggested to investigate co-morbidity of health anxiety and Agoraphobia. This

does not only influence the precision of the chatbot but also the degree of reassur-

ance provided. Although study participants have expressed their need for reassurance

during treatment (section 3.2.2.9), in health anxiety patients, this ’safety-seeking be-

haviour’ [32, p.619] can lead to exactly the opposite of the desired effect. A patient

feeling relieved for a short-time after seeking reassurance [32, p.619] that the experi-

enced bodily symptoms are not characteristic for a stroke might reinforce the anxiety

in the long run. Therefore, the personalisation of the chatbot, including the degree of

reassurance, depends on the exact subtype of the anxiety disorder.
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Conclusions

This study examined the user requirements of PSA patients as well as their attitudes

towards technology. Building on identified user needs, previous work from Lohse [51]

and the TASK-CBT protocol developed by Chun et al. [18], a chatbot protoype was

developed to guide PSA patients through the basics of CBT and TASK-CBT exercise

1. Furthermore, this project builds on the premise that conventional therapy for post-

stroke patients is difficult to access and that a TASK-CBT chatbot can support patients

instantly after their discharge accompanied by weekly telemedical therapy sessions

with clinicians. Previous work has investigated the attitude towards technology and

mental health chatbots in younger non-stroke populations [51]. This study provides

comprehensive results in elderly [+55 years] stroke patients with PSA. Moreover, the

implemented chatbot was assessed by a group of stroke physicians and stroke sur-

vivors. It was found that the participants possessed high levels of digital literacy and

they were more likely to use smartphones and tablets than computers. Moreover, they

had an overall positive attitude towards chatbots for mental health, whilst having a

good understanding of the technical limitations. In particular, relevant chatbot features

identified included empathetic language, reassurance, some degree of personalisation

and a professional attitude. The implemented chatbot was perceived as friendly, useful

and efficient. Evaluations have further revealed that the chatbot is lacking complexity

and has difficulty handling errors. Furthermore, conceptual work (section 6.2) and a

more precise understanding of different user personalities and impairments is required

to personalise the chatbot experience. Additionally, the chatbot can be used to accu-

mulate more training data to increase chatbot robustness and reliability.
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Participant Information Sheet 
 

Co-designing a Chatbot for Anxiety after Stroke 
 

 

A chatbot is a computer program that you can talk to – it asks you 
a question, and you type the response.  
 

We hope to create a chatbot that can help people after stroke with 
their self-help exercises.  

 

Have you experienced a stroke or ‘mini-stroke’? 

 

Would you be interested in helping us design a chatbot for stroke 
patients in a telephone research project? 
 
 

 Please take time to read the following information carefully. 
 

 We hope this information sheet will help you understand why the research is 
being done and what it will involve. 
 

 Talk to others about the study if you wish. 
 

 Contact us if there is anything that is not clear, or if you would like more 
information. 
 

 Take time to decide whether or not you wish to take part. 
 

What is the purpose of the study? 

 

 We invite you to help us design a chatbot to improve the way we deliver support 
for people experiencing anxiety after stroke. 
 

 We would like to design this chatbot together with people who have experienced 
a stroke or a mini-stroke (also called a TIA). 

 

 We are inviting volunteers to have one telephone interview with our researchers. 
 

 The interview will help us learn about: 
i. the ways you use technology 
ii. the features you would find helpful in a chatbot 
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Why have I been invited to take part? 
 

 You have been asked to take part as you have received a diagnosis of stroke or 
‘mini-stroke’ at least one month ago. 

OR 
 

 You previously took part in our stroke research and agreed to be contacted 
again for further research which might be relevant to you. 
 

 We are aiming to recruit 10 participants with a spread of age groups into this 
study:  

 
At least 2 adults in age group <50 
At least 2 adults in age group 50-70 
At least 2 adults in age group >70 

The remaining 4 adults can fall into any of the above age groups 
 
 

Do I have to take part? 
 

 No. Taking part in this study is entirely voluntary. 
 

 Deciding not to take part or withdrawing from the study will not affect the 
healthcare that you receive, or your legal rights. 

 

How long do I have to decide to take part? 

 
 You can take as long as you need to decide whether to take part. 

 
 We aim to recruit participants from May to August 2020. 

 

 Please contact us if you require more information to help you decide. 
 

What will happen if I take part? 

 

 We will ask you to complete an informed consent form online or by post. 
 

 Our research team will contact you by telephone within 5 working days to 
confirm your eligibility and schedule your telephone interview. 
 

 There is one telephone interview with our researcher in this study. 
 

 The interviewer will guide you through a series of questions on 
 

i. the ways you use technology  
ii. how to make a chatbot useful for people with anxiety after stroke 
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 The telephone interview will last approximately 1.5 hours. 
 

 You will be able to take breaks anytime you need. 
 

 The interview will be audio-recorded using a digital recorder for transcribing into 
text for analysis in this study. 

 

 

What if I have questions about my health? 

 
 The interviewers are not medically trained. They will not be able to answer 

questions about your health. 
 

 If you have questions regarding your health, we would advise you to contact 
your GP.  

 

What are the possible benefits of taking part? 
 

 There are no direct benefits to you taking part in this study, but the results from 
this study might help to improve the healthcare of patients in the future. 
 

 Many people enjoy taking part in research. 
 

 The results from this study could potentially contribute to the future development 
of a new treatment. Your participation in this study will not entitle you to benefit 
financially from the commercial development of the product or treatment. 

 

What are the possible disadvantages of taking part? 

 
 The study will take up an hour and a half of your day. 

 

What happens when the study is finished? 

 
 We will summarise and analyse the interview data. 

 Audio-recording of the interview will be passed onto 1st Class Secretarial 

Services for transcription into text. 

 We do not pass on your personal details to the transcription service. 

 Transcripts do not contain personal details and will be erased after a year.  

Will my taking part be kept confidential? 

 
 All the information we collect during the course of the research will be kept 

confidential and there are strict laws which safeguard your privacy at every 
stage. For details on what data will be held about you and who will hold and 
store this information please refer to the Data Protection Information Sheet. This 
can be found on www.task4stroke.org. 
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 Deciding not to take part or withdrawing from the study will not affect the 
healthcare that you receive, or your legal rights. 
 

 We will use any data already collected with consent. No further data would be 
collected. 

 
 

What will happen to the results of the study? 

 
 This study will be written up as a publication for scientific journals and academic 

conferences. 
 

 You will not be identifiable from any published results. 
 

 Once published in a journal, we will also publish a public summary on our 
website: www.task4stroke-co-design.org  

 

Who is organising and funding the research? 

 
 This study has been organised jointly by the Centre for Clinical Brain Sciences 

and Informatics Forum at the University of Edinburgh. 
 

 This study is sponsored by University of Edinburgh and NHS Lothian. 
 

 The study is part of a Masters project in design informatics at the University of 
Edinburgh 

 

Who has reviewed the study? 

 
 All research in the NHS is looked at by an independent group of people called a 

Research Ethics Committee. A favourable ethical opinion has been obtained 
from <insert REC name>.  NHS Management Approval has also been given. 

 

Researcher Contact Details 

 
 Dr Yvonne Chun, honorary research fellow and a medical doctor in stroke and 

medicine of the elderly, NHS Lothian. 

• Centre for Clinical Brain Sciences, 49 Little France Crescent, University of 
Edinburgh, EH14 4SB 

• ho-yan.chun@nhslothian.scot.nhs.uk  
 

 
 Dr Maria Wolters, Reader in Design Informatics, School of Informatics, 

What will happen if I want to withdraw from the study? 
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Academic Associate of the School for Philosophy, Psychology, and Langauge 
Science, University of Edinburgh, 10 Crichton Street, Edinburgh EH8 9AB, 
maria.wolters@ed.ac.uk, Tel 07914 600 458 

 

 
 [Name to be inserted], MSc student in Design Informatics, School of Informatics, 

University of Edinburgh 
 

What if there are any problems? 

 
 In the unlikely event that something goes wrong and you are harmed during the 

research and this is due to someone’s negligence then you may have grounds 
for a legal action for compensation against NHS Lothian but you may have to 
pay your legal costs. The normal National Health Service complaints 
mechanisms will still be available to you. 

 

 
 If you have a concern about any aspect of this study please contact our 

research team who will do their best to answer your questions. 
 

 
Complaints 

 
 If you would like to speak to someone who is independent and not part of the 

research team, you can contact: Dr Sarah Keir, Consultant stroke physician, 
NHS Lothian. Sarah.keir@nhslothian.scot.nhs.uk  

 
 

 Or contact Patient Experience Team, NHS Lothian, 2nd Floor, Waverly Gate, 2-4 
Waterloo Place, Edinburgh, EH1 3EG (Tel: 0131 536 3370). 
feedback@nhslothian.scot.nhs.uk 
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Participant ID:  Centre ID (if applicable)  

 

 

CONSENT FORM 
 

Co-designing a Chatbot for Anxiety after Stroke 
 

 
Please initial 

box 

1. I confirm that I have read and understand the 
information sheet (12/07/2020 Version 3.0 or the 
electronic information 12/07/2020 Version 3.0) and 
the Data Protection Information Sheet (30/04/2019 
Version 1.0) for the above study. I have had the 
opportunity to consider the information, ask questions 
and have had these questions answered 
satisfactorily. (Link to documents: www.task4stroke-
co-design.org) 
 

 

2. I understand that my participation is voluntary and 
that I am free to withdraw at any time, without giving 
any reason and without my medical care and/or legal 
rights being affected. 
 

 

3. I understand that relevant sections of data collected 
during the study may be looked at by individuals from 
the Sponsor (University of Edinburgh and/or NHS 
Lothian), from regulatory authorities or from the NHS 
organisation where it is relevant to my taking part in 
this research. I give permission for these individuals 
to have access to my data. 
 

 

4. I give permission for my personal information 
(including name, email, telephone number and 
consent form) to be passed to the University of 
Edinburgh for administration of the study. 
 

 

5. I agree to my telephone  interview being audio 
recorded. 
 

 

6. I understand that data collected about me during the 
study may be converted to anonymised data. 
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Participant ID:  Centre ID (if applicable)  

 

 

 
Please initial 

box 

 
7. I agree to my audio-recorded interview being    

transcribed by a third party contractor- 1st Class 
Secretarial service. (No personal data are passed 
onto the third party)  

 

 
 
 
 

 
 

8. I understand that the data generated during this      
    study may be used for future development of     
    products/  treatments and I will not benefit financially    
    from this. 

 

 
 

 

 
9. I agree to my anonymised data being used for future 
research. 
 
 

 

Yes  No  

 I agree to take part in the above study.  

 
 
     

Name of Person Giving 
Consent 

 Date  Signature 
 

     

Name of Person Receiving 
Consent 

 Date  Signature 
 

 
 

1x original – into Site File; 1x copy – to Participant 
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Face to face interview structured questionnaire

Study ID
__________________________________

Face-to-face Interview questionnaire

v1.0 30_4_2019
sex male

female

Age in years
__________________________________

Time since last stroke (Time since last stroke (days/months/years))

Highest level of education
__________________________________
(e.g. high school, university)

Occupation
__________________________________
(If retired, your last occupation)

Use of technology: 

Which of the following devices do you have? If yes, how often do you use it? (daily, weekly,
rarely, never):

daily weekly rarely never / don't have
one

Smartphone
Mobile phone
iPad or other tablet
Kindle or other eReader
Computer
Smart Watch
Digital TV
Activity Tracker (e.g. FitBit)
Video / DVD recorder
Games Console (e.g. Nintendo
Wii)
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How often do you do each of the following activities?
all the time several times

a day
several times

a week
several times

a month
rarely never

Watch TV shows, movies, etc. on
a TV set

Watch video clips etc. on a TV
set

How often do you do each of the following activities on your phone?
all the time several times

a day
several times

a week
several times

a month
rarely never

Send and receive text messages
Make and receive mobile phone
calls

Check for text messages on a
mobile phone

Check for voice calls on a mobile
phone

Read email on a mobile phone
(never if no smartphone)

Get directions or use GPS on a
mobile phone  (never if no
smartphone)

Browse the web on a mobile
phone  (never if no smartphone)

Listen to music on a mobile
phone. (never if no smartphone)

Take pictures using a mobile
phone. (ask always)

Record video on a mobile phone.
 (ask always)

Use apps (for any purpose) on a
mobile phone.

Search for information with a
mobile phone.

Use your mobile phone while you
do other activities.
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How often do you do each of the following activities?

(Mark as never if the person does not have a computer or tablet)
all the time several times

a day
several times

a week
several times

a month
rarely never

Watch TV shows, movies, etc. on
a computer or tablet

Watch video clips on a computer
or tablet

Download media files from other
people on a computer or tablet

Share your own media files on a
computer or tablet

Search the Internet for news
(can be on any device, including
library computers)

Search the Internet for
information (can be on any
device, including library
computers)

Search the Internet for videos
(can be on any device, including
library computers)

Search the Internet for images
or photos (can be on any device,
including library computers)

Do you use social media (Twitter, Facebook, Yes
Instagram, Snapchat, etc.?) No

If yes, how often do you use social media? never
monthly
weekly
daily
hourly

What is the main purpose?
(e.g. follow interesting accounts, talk to friends,  
keep up with family) __________________________________________

How many contacts do you have on social media?
__________________________________

How many people have you met online that you have
never met in person? __________________________________
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How many people do you regularly interact with online
that you have never met in person? __________________________________

Please state to what extent you agree with the following statements. 
strongly disagree disagree neither agree

nor disagree
agree strongly agree

I feel it is important to be able to
find any information whenever I
want online.

I feel it is important to be able to
access the Internet any time I
want.

I think it is important to keep up
with the latest trends in
technology.

I get anxious when I don't have
my mobile phone.

I get anxious when I don't have
the Internet available to me.

I am dependent on my
technology.

Technology will provide solutions
to many of our problems.

With technology anything is
possible.

I feel that I get more done
because of technology.

New technology makes people
waste too much time.

New technology makes life more
complicated.

New technology makes people
more isolated.

I prefer to work on several
projects in a day, rather than
completing one project and then
switching to another.

When doing a number of tasks, I
like to switch back and forth
between them rather than do
one at a time.
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I like to finish one task
completely before focusing on
anything else.

When I have a task to complete,
I like to break it up by switching
to other tasks intermittently.



TASK Chatbot  

Semi-structured interview schedule 
 

Coping with Stroke 
 
How do you get information about stroke? (clinicians, other stroke survivors, carers, GP, 
online) Probe whether they are part of any online forums or support groups.  
 
How do you get in touch with people who help you? Phone, letter, email …  
 

Coping with Anxiety 
 
What are their best strategies for coping with anxiety? What works for them? Listen for any 
strategies that are covered in the treatment manual 
 
 

Follow up on observations from Media Usage scale.  
 

If people have a smartphone/tablet 
What are their favourite apps? When did they get the smartphone? What make and model is 
it? What do they like about it, what do they dislike about it?  
 
If they had it before the stroke, did anything change after the stroke? (e.g. having to relearn 
how to use the device, using the device differently now, using different apps) 
 
Do they use any health related apps? If yes, which? Mention as examples mindfulness, food 
intake, exercise tracker … If patient has an iPhone, check whether they use Apple Health.  
 
If participant mentions gaming: What games do you play? Are any of those multiplayer 
games? 
 

If people have a computer  
What do they mainly use it for? When did they get it? What is the make and model?  How 
long have they been using a computer for?  
 
If they had it before the stroke, did anything change after the stroke? (e.g. having to relearn 
how to use the device, using the device differently now, using different apps) 
 
Do they access any health related web sites? If yes, which? Mention as examples 
mindfulness, food intake, exercise tracker.  
 

If people have a Smartwatch or an activity tracker 
What do they mainly use it for, or did they stop using it?  When did they get it? What is the 
make and model? 
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B.2 Semi-structured Interview Questions



Follow up questions from Attitudes subscales  
 
Ask people to expand on the key positive attitudes that they subscribe to 
When was the last time they felt that technology was helpful? Was there a situation where 
technology made them feel calmer and less stressed / anxious? 
 
Ask people to expand on the key negative attitudes that they subscribe to 
When was the last time they felt frustrated with technology? Was there a situation where 
technology made them feel stressed or anxious? 
 
How do they feel about talking to computers? Have they spoken to a computer before, in 
what circumstances? 
 
What personality should a talking chatbot have?  
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B.3 Codebook



Appendix C

Evaluation

77



  

Please make your evaluation now. 

For the assessment of the product, please fill out the following questionnaire. 
The questionnaire consists of pairs of contrasting attributes that may apply to 
the product. The circles between the attributes represent gradations between 
the opposites. You can express your agreement with the attributes by ticking 
the circle that most closely reflects your impression. 
 
 
Example: 

attractive        unattractive 

This response would mean that you rate the application as more attractive 
than unattractive.  

 

Please decide spontaneously. Don’t think too long about your decision to 
make sure that you convey your original impression. 

Sometimes you may not be completely sure about your agreement with a 
particular attribute or you may find that the attribute does not apply completely 
to the particular product. Nevertheless, please tick a circle in every line. 

It is your personal opinion that counts. Please remember: there is no wrong or 
right answer! 
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C.1 Usability Evaluation Questionnaire

1

1The UEQ was downloaded from www.ueq-online.org, a cooperation project developed by Martin
Schrepp, Jörg Thomaschewski and Andreas Hinderks. © 2018 All Rights Reserved by UEQ Team.



 

Please assess the product now by ticking one circle per line. 

 

 

  1 2 3 4 5 6 7     

annoying        enjoyable 1 

not understandable        understandable 2 

creative        dull 3 

easy to learn        difficult to learn 4 

valuable        inferior 5 

boring        exciting 6 

not interesting        interesting 7 

unpredictable        predictable 8 

fast        slow 9 

inventive        conventional 10 

obstructive        supportive 11 

good        bad 12 

complicated        easy 13 

unlikable        pleasing 14 

usual        leading edge 15 

unpleasant        pleasant 16 

secure        not secure 17 

motivating        demotivating 18 

meets expectations        does not meet expectations 19 

inefficient        efficient 20 

clear        confusing 21 

impractical        practical 22 

organized        cluttered 23 

attractive        unattractive 24 

friendly        unfriendly 25 

conservative        innovative 26 

 



1 
 

Chatbot Usability Questionnaire 

Usage Guide 

 

Thank you for downloading the Chatbot Usability Questionnaire, a new bespoke tool for 

measuring chatbot usability. 

 

Please read these instructions carefully before using the questionnaire. 

 

The CUQ consists of sixteen balanced questions related to different aspects of chatbot 

usability.  Eight of these relate to positive aspects of chatbot usability, and eight relate to 

negative aspects.  Scores are calculated out of 100.  See the Calculation section of this guide 

for information on how to calculate CUQ scores. 

This questionnaire may be administered in printed form, however for convenience you are 

free to digitise the questionnaire if you wish to use a web-based survey platform such as 

Qualtrics.  You should consult the user guide for your chosen platform to determine the best 

way to do this. 

 

How to use the CUQ 

All sixteen questions are scored using a five-point Likert-type scale.  Odd-numbered questions 

relate to positive aspects of the chatbot, and even-numbered questions relate to negative 

aspects. Respondents should read each item carefully and decide the extent to which they 

agree with the statement.  Respondents should then indicate their level of agreement by 

placing a tick () or a cross () in the circle that best matches how they feel about the 

statement. 

 

Example 

 Strongly 
Disagree 

1 

Disagree 
2 

Neutral 
3 

Agree 
4 

Strongly 
Agree 

5  

The chatbot’s personality was realistic 
and engaging      
 

In the example above the respondent strongly agreed with the statement The chatbot’s 

personality was realistic and engaging, therefore they marked circle number 5 (Strongly 

Agree). 
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C.2 Chatbot Usability Questionnaire

2

2The CUQ was developed by: Samuel Holmes, Anne Moorhead, Raymond Bond, Huiru Zheng,
Vivien Coates, and Michael Mctear. 2019. Usability testing of a healthcare chatbot: Can we use con-
ventional methods to assess conversational user interfaces?. In Proceedings of the 31st European Con-
ference on Cognitive Ergonomics (ECCE 2019), Maurice Mulvenna and Raymond Bond (Eds.). ACM,
New York, NY, USA, 207-214.



2 
 

CHATBOT USABILITY QUESTIONNAIRE 

Please complete this questionnaire by reading each statement carefully and placing a tick () or a cross () 

in the circle that best matches how you feel about the statement.  Remember that there are no right or 

wrong answers! 

 Strongly 
Disagree 

1 

Disagree 
2 

Neutral 
3 

Agree 
4 

Strongly 
Agree 

5 
 

The chatbot’s personality was realistic 
and engaging      

The chatbot seemed too robotic      

The chatbot was welcoming during 
initial setup      

The chatbot seemed very unfriendly      

The chatbot explained its scope and 
purpose well      

The chatbot gave no indication as to 
its purpose      

The chatbot was easy to navigate      

It would be easy to get confused 
when using the chatbot      

The chatbot understood me well      

The chatbot failed to recognise a lot 
of my inputs      

Chatbot responses were useful, 
appropriate and informative      

Chatbot responses were irrelevant      

The chatbot coped well with any 
errors or mistakes      

The chatbot seemed unable to handle 
any errors      

The chatbot was very easy to use      

The chatbot was very complex      



3 
 

Score Calculation 

 

NOTE: For best results it is recommended that the CUQ Calculation Tool (available from the 

CUQ website) be used to calculate CUQ scores.  However, should you wish to do this 

manually, please follow the instructions below (see page 4 for a worked example). 

1. For each question, assign a score from 1 to 5 based on the level of agreement with the 

statement in the question (i.e. “Strongly agree” is worth 5 points, “Neutral” is worth 

3 points, “Strongly disagree” is worth 1 point) 

2. Calculate the sum of all the odd-numbered (positive) questions. 

3. Calculate the sum of all the even-numbered (negative) questions. 

4. Subtract 8 from the score you got at step 2. 

5. Subtract the score you got at step 3 from 40. 

6. Add the scores you got at steps 4 and 5.  You should now have a score out of 64. 

7. Divide the score you got at step 6 by 64 and multiply the answer by 100.  This will give 

you a CUQ score out of 100. 

Assuming you will be testing with multiple participants, you may wish to calculate the mean 

CUQ score, find the median score, and so on.  This may be accomplished using the CUQ 

Calculation Tool or may be done manually using a spreadsheet package such as Microsoft 

Excel. 

 

  



4 
 

Example 

1. Assume the CUQ questions have been scored as follows: 

Question 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 

Score 4 4 5 1 4 4 5 1 4 1 4 1 3 2 5 1 

 

2. Calculate the sum of all the odd-numbered questions: 

4 + 5 + 4 + 5 + 4 + 4 + 3 + 5 = 34 

3. Calculate the sum of all the even-numbered questions: 

4 + 1 + 4 + 1 + 1 + 1 + 2 + 1 = 15 

4. Subtract 8 from (2): 

34 – 8 = 26 

5. Subtract (3) from 40: 

40 – 15 = 25 

6. Add (4) and (5): 

 26 + 25 = 51 (out of 64) 

7. Convert (6) to a score out of 100: 

(51 / 64) * 100 = 79.7 
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