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Abstract

Sequential recommender systems make predictions of what item a user is likely to in-

teract with next, based on the sequence of the user’s past interactions. Recently, Trans-

formers [46] have been successfully employed to model interaction sequences [8].

Since it is well known that explaining recommendation to users increases satisfac-

tion with recommender systems [57] the question arises of how to explain predictions

made by Transformer-based sequential recommender systems. Because Transform-

ers employ attention mechanisms which are often claimed to provide insights into the

workings of models (e.g. [31]) it is natural to ask whether attention could be used to

explain these recommender systems. Recently, [25] claimed that “attention is not ex-

planation”, which initiated a discussion among researchers on the subject, mostly in the

context of natural language processing. This dissertation contributes to this discussion

for the domain of recommender systems. Our main result is that by employing the at-

tention rollout algorithm [1], a tool originally developed for Transformers in computer

vision, we are able to construct an attention-based importance ranking which strongly

correlates with a post-hoc importance ranking based on gradients. This challenges

one of the central arguments of [25] who were not able to related attention to estab-

lished post-hoc methods. Thus, our work makes a case for attention as explanation for

Transformer-based sequential recommender systems.
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Chapter 1

Introduction

1.1 Background & Motivation

1.1.1 Recommender systems

Recommender systems are software tools that suggest items to users, based on recorded

past interactions between items and users such as ratings, clicks, or purchases [43].

Typical applications include e-commerce platforms suggesting products for customers

to purchase, or streaming services suggesting movies for subscribers to watch. Origi-

nally, recommender systems were often relatively straightforward matrix factorisation

models [28, 41], computing latent representations of users and items and suggesting

items based on the dot-product similarity between those representations. Nowadays,

recommender systems are often complex AI models employing deep neural network

architectures, e.g. [20, 10, 23, 22, 55].

Sequential recommender systems model which item a user is likely to interact with

next, given a sequence of items a user interacted with previously [26, 53]. Recently,

it has been proposed to build sequential recommender systems based on Transform-

ers [59], a neural network architecture originally developed for natural language mod-

eling. Transformer-based sequential recommender systems have been shown to out-

perform other sequence modeling tools such as Markov chains and recurrent neural

networks [24] according to performance metrics such as recall [26]. Furthermore, they

have been successfully employed in practice, e.g. to boost metrics such as the click-

through rate of suggested items of a large e-commerce platform [8].

1
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1.1.2 Explainable AI

Providing users with explanations for why a certain item was suggested to them has

long been known to increase user satisfaction with recommender systems [57]. Con-

sidering the promising results for Transformer-based sequential recommender systems

it is therefore natural to ask: how can we explain predictions made by these models?

It has been observed that it is in fact often difficult to understand how complex AI

systems (such as recommender systems) arrive at their predictions, i.e. that they act

as black-boxes [42]. Lack of explainability has been recognised as a serious issue, not

only in the field of recommender systems [63] but also many other areas of AI, because

AI systems are increasingly also deployed in high-stakes applications such as medicine

and criminal justice [44]. This gave rise to the wide field of explainable artificial

intelligence, the study of how to best construct explanations for the predictions made

by AI systems [37]. In this dissertation, we follow the taxonomy and terminomolgy

of [32], grouping explainability into two broad categories:

• Intrinsically explainable models for which their inner workings are (at least par-

tially) accessible to human cognition (e.g. sufficiently small decision trees or

low dimensional linear models). Such models are called transparent and are

considered the opposite of a black-box model.

• Post-hoc methods for explainability which seek to extract further information

beyond the raw prediction scores from a black-box model. Typical examples of

post-hoc explanations are importance ranking of input features, e.g. calculated

from the features’ gradients.

1.1.3 Attention as explanation

The Transformer architecture employed by the sequential recommender systems we

consider in this thesis is characterised by its use of attention mechanisms [3]. Roughly,

attention mechanisms are a tool to aggregate sequences of vectors in a convex sum,

with the summation weights (or “attention weights”) dynamically calculated depend-

ing on the context. Semantically, they can thus be considered a tool for a model to learn

which elements in a sequence to “pay attention to”. This suggests that attention mech-

anisms could provide a window to discover and explain the inner workings of models.

This idea is popular and is often taken as self-evident, e.g. [31] claims: “Attention

provides an important way to explain the workings of neural models”. Likewise, the
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survey paper [14] (despite being aware of the works subsequently discussed here in-

dicating to the contrary!) states: “The attention mechanism can also be used as a tool

for interpreting the behavior of neural architectures, which are notoriously difficult to

understand”. Indeed, there exist a large number of works in the literature based on

similar claims that attention is to be equated with explanation, e.g. [62, 9, 34, 61, 29].

Using attention as explanation is certainly appealing. First, if attention could in-

deed provide explanations these explanations would be model-intrinsic and thus faith-

ful to the models workings by construction, unlike explanations constructed post-hoc

where one has to argue this point. Second, presenting attention weights as explanation

for predictions is cheap since they need to be computed during the forward pass from

which the predictions result anyway.

The idea of attention as explanation was challenged in the work “Attention is not

Explanation” [25], where the authors find that 1) attention weights are frequently un-

correlated with established methods of ranking feature importance and 2) and atten-

tion weights can be adversarially manipulated. The latter is an important concern in

the field of natural language processing, e.g. when using attention to gender pronouns

as a tool to reveal potential model bias [12]. The work of [25] initiated a discussion

among researchers, primarily focusing on their second point. In [39] the authors intro-

duce an method for adversarially decreasing attention weights assigned to a predefined

set of impermissible token, while in [60] the authors argue that “attention is not not

explanation” and claim [25] allowed themselves too many degrees of freedom when

constructing their adversarial attention weights.

1.2 Contribution

This dissertation contributes to the discussion whether attention is suitable as expla-

nation in the context of sequential recommender systems. We focus on the first point

of [25], the relationship of attention to other feature importance ranking methods, as

we consider the issue of basing decision on impermissible features less relevant for the

domain of recommender systems than it undoubtedly is for natural language process-

ing.

Similarly to [25] we compare established post-hoc item importance ranking meth-

ods from the explainable AI literature to rankings obtained from attention weights.

We conduct extensive experiments with two different state-of-the art sequential rec-

ommender models on a variety of datasets. Our main result is that the approaches
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found in works like [25, 60, 39, 46] to construct explanations from attention may be

too naive. These approaches typically consider attention over intermediate representa-

tions containing information from multiple items (as pointed out by [39]), and do not

take into account the model’s specific architecture. Instead, we use the attention rollout

algorithm [1] to construct item importance ranking from the attention weights, which

combines attention scores from all intermediate layers while also taking into account

model specifics such as skip-connections. In our experiments the attention rollout im-

portance ranking achieves at least moderate and in almost all cases very strong rank

correlation with a standard gradient-based importance ranking. For the case of se-

quential recommender systems our experiments thus contradict the argument of [25]

that “attention is not explanation”.

Additionally, we strengthen our case for attention as explanation for the domain

of recommender systems by an experiment similar one performed by [46]. We gradu-

ally delete the top ranked items according to different importance metrics and observe

changes in the model’s predictions to measure “explanatory power” of these rankings.

In this experiment attention performs comparable to a gradient-based ranking for our

sequential recommender models, unlike in the experiments of [46] where attention was

found to have less explanatory power than the gradients for text classification models.

As a methodological contribution, we propose a novel metric that can be used

to measure if two rankings agree more on their top ranks. We use this metric to find

evidence for a conjecture of [25] that while different importance rankings may agree on

which items are the most important, a (potentially large) number of irrelevant features

may depress traditional rank correlation metrics.

1.3 Outline

The remainder of this document is structured as follows. In Section 2 we describe the

works mentioned in Section 1.1.3 which are most relevant to this dissertation in addi-

tional detail. In Section 3.1 we describe the datasets and in Section 3.2 the sequential

recommender models we use in our experiments. In Section 3.3 we describe the item

importance rankings employed. In Section 3.4 we introduce the Spearman rank corre-

lation, as well as our novel metric to identify “top-heavy” agreement between rankings.

Section 4 reports our experimental measurements. Finally, in Section 5 we interpret

our results and argue that they are evidence for the conclusions outlined above. Fur-

thermore, Section 5 also discusses the limitation of our work.
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Related work

2.1 Natural language processing

In Section 1.1.3 we briefly described several recent papers that investigate whether

attention is suitable as explanation for the domain of natural language processing. In

this section we add additional detail to their description.

In [25] the authors compare the importance ranking obtained from an attention

mechanisms built into BiLSTM models trained on natural language processing tasks

with gradient-based and leave-one-out importance rankings. They find that the rank

correlations between these rankings are usually weak, which they conclude “ought to

give pause to practitioners” looking to employ attention as explanation. In a second

experiment they take and hold fixed trained models and use gradient ascend post-hoc

to find different attention weights that produce the same predictions as the original

weights. This approach has been criticised by [39], who argue that since these alternate

attention weights are chosen from infinite set (up to numerical precision) the existence

of these weights is not surprising, and since they were not produced by the model they

would not be considered as explanations anyway.

Consequently, [39] devise an experiment in which they train adversarial models

where attention to a selected set of impermissible tokens (such as gender pronouns) is

penalised in the loss function. They show that these adversarial models come close to

non-adversarial models in prediction performance, yet are able to deceive users about

their reliance on gender pronouns (with the reliance shown by comparing the prediction

accuracy to models trained on the same datasets with gender pronouns anonymised).

Similarly, in [60] the authors train adversarial models to produce maximally different

attention weights to the attention weights of non-adversarial models (according to the

5
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Jensen–Shannon divergence) while producing the same predictions.

In [46] the authors conduct an experiment in which they delete the items with

the highest attention values from the input sequence and observe the effect on the

model’s predictions. They find that the number of items that need to be deleted for the

prediction to change is often large, and in particular larger than when deleting items

according to a gradient-based ranking. While their verdict on attention is not as definite

as that of [25], they conclude that “while attention noisily predicts input components’

overall importance to a model, it is by no means a fail-safe indicator”. We conduct a

similar deletion experiment in Section 4.2.1.

2.2 Computer vision

There exists a small, very recent line of work on attention as explanation for Trans-

formers for vision tasks.

In [1] the authors introduce the attention rollout algorithm to trace attention through-

out the transformer architecture. They conduct experiments similar to those in this

dissertation, comparing the attention rollout scores to leave-one-out estimates, observ-

ing weak to moderate rank correlations. Interestingly, they also state “it is wrong to

equate attention with explanation” citing [25], seemingly unaware that they discovered

a tool to challenge such claims as our experiments will show (at least for the domain

of recommender systems). In this sense, the contribution of this dissertation could be

framed as combining the intuition of [25] to relate attention to gradient-based impor-

tance metrics with the tools of [1].

In [6, 7] the authors propose a gradient weighted version of the attention rollout,

showing improvements according to vision specific metrics over the vanilla attention

rollout algorithm. We do not make use of this algorithm in this dissertation, since our

preliminary results were not promising for the recommender systems domain.
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Method

3.1 Datasets

We employ the following real-world datasets of varying domains in our experiments,

which are commonly used in the sequential recommender systems literature [26, 53, 8].

MovieLens [15]: The MovieLens datasets are some of the most popular bench-

mark datasets for recommender systems. They feature movie ratings collected online

by the MovieLens project. We use the MovieLens 1 million (ML-1M) version of these

datasets.

Amazon [35, 19]: These datasets contain product ratings organised by product

categories collected from the e-commerce platform amazon.com. We use the datasets

corresponding to the categories beauty products (Beauty) and video games (Games).

Steam [26]: This dataset contains ratings of video games collected from the online

video games distribution platform steam.com.

Following [18, 17, 26, 53] these datasets are preprocessed as follows1: First, we

convert all explicit rating feedback to implicit feedback by considering every rating

to be an interaction. We then remove all users with less than 5 interactions from the

dataset. For each user, we order all interactions by their timestamp, resulting in a

sequence of items the user interacted with. For each user, we reserve the most recent

item of testing, and the second most recent item for validation. In this work, we report

all measurements for the validation set, since we do not use it to tune our models

but instead copy settings from the literature. Beyond timestamps, we make no use of

any other meta data (user demographics, item properties etc.) present in either of the

1The authors of [26] have released preprocessed versions of these datasets available at
https://github.com/kang205/SASRec/tree/master/data.

7
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Median Median
Dataset Users Items Actions actions actions Density

per item per user

ML-1M 6,040 3,416 999,611 146 96 4.845%

Steam 334,730 13,047 3,686,172 33 7 0.084%

Beauty 52,024 57,289 394,908 3 6 0.013%

Games 31,013 23,715 287,107 5 6 0.039%

Table 3.1: Statistics of the datasets used in this dissertation (after preprocessing ac-

cording to [26]).

datasets, with the exception of Section 4.2.3 where we briefly investigate how genres

of movies in the ML-1M dataset interact with the attention mechanism of the SASRec

model.

The resulting statistics of the datasets can be found in Table 3.1. We observe that

the datasets do not only vary in their domain, but also in their size and sparsity: ML-

1M is the most dense (meaning that it has the largest number of user-item interaction

relative to all possible user-item pairs.). Amazon Beauty and Games are very sparse

(the opposite of dense). The Steam dataset sits between the ML-1M and Amazon

datasets in sparsity and in particular has a much larger number interactions per item

than the Amazon datasets. By choosing datasets of varying characteristics for our

experiments we hope to increase the likelihood that any trend we observe across all

of them is indeed a general trend (and not the result of specific properties of those

datasets).

3.2 Models

Transformers [59] are a neural network architecture for sequence modeling, originally

developed for natural language processing tasks. In this section we describe two differ-

ent sequential recommender systems based on transformers: the unidirectional SASRec

by [26] in Section 3.2.2 and the bidirectional Bert4Rec by [53] in Section 3.2.3.

3.2.1 Transformer building blocks

We begin by describing the building blocks of the transformer architecture, with some

minor modifications of the original architecture, as we use them in in our models. In
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particular, the original transformer architecture described in [59] is more general.

3.2.1.1 Multi-head attention

The key characteristic of transformers is its use of attention mechanisms throughout the

model. Transformers use scaled dot-product attention: Given a sequence of n-many d-

dimensional queries Q ∈ Rn×d , a sequence of n-many d-dimensional keys K ∈ Rn×d ,

and a sequence of values V ∈ Rn×d (with these sequences being linear projections of

some input sequence S ∈ Rn×d , see below) scaled dot-product attention is defined as

Attention(Q,K,V,M) = softmax(
QK>√

d
�M) ·V

where M∈ {0,1}n×n is a binary mask encoding which sequence elements may interact

with each other. E.g. in the SASRec model we will use a lower triangle matrix M
to force items to only interact with other items that ocured previously in the input

sequence. As M is typically a fixed model parameter we are mostly going to omit it

in our notation. A single attention layer in a transformer consists of h attention heads.

The i-th head computes

headi = Attention(QWQ
i ,KWK

i ,VWV
i ) (i < h)

with projection matrices WQ
i ,W

K
i ,WV

i ∈ Rd×d . These are then combined to

Attention layer(Q,K,V) = concatenatei<h(headi)WO

with WO ∈ Rd×d another projection matrix.

3.2.1.2 Stacking attention layers

The attention layers described above are then interleaved with simple point-wise feed-

forward networks, which for an input sequence S ∈ Rn×d are defined as

FFN(S) = LeakyReLU(SW1 +b1)W2 +b2.

with W1,W2 ∈ Rd×d , b>1 ,b
>
2 ∈ Rd . Note that the original transformer architecture

uses standard ReLU activations.

Attention and feed-forward layers are then combined into self-attention blocks,

employing residual connections [16], dropout [52], and layer normalisation [2]:

g(S) = Dropout(Attention layer(S,S,S))+S

Block(S) = LayerNorm(Dropout(FFN(LayerNorm(g(S))))+g(S)).
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3.2.1.3 Embedding layers

The inputs to our transformer models are sequences of discrete item ids. Conse-

quently, we employ learned item embeddings [36] i 7→ ei ∈ Rd to construct our input

sequence S(0). Similarly, to keep track of the position of the j-th item in an input

sequence of n items, we use positional embeddings j 7→ p j ∈ Rd . The dense embed-

ding S(0) of an input sequence of item ids 〈i1, i2, . . . , in〉 is thus defined as

S(0) =


e>i1 +p>1
e>i2 +p>2
· · ·

e>in +p>n

 .

Note that in the original transformer architecture in [59] the positional embeddings

are not learned, but statically defined based on trigonometric functions. However, the

sequential recommender literature finds that learned positional embeddings work better

for recommender systems [26, 53, 8].

3.2.2 SASRec

The SASRec model [26] stacks b attention blocks Block1, . . .Blockb. Given an input

sequence of item ids 〈i1, i2, . . . , in〉 it computes

S(k) = Blockk(S(k−1))

for 1 ≤ k ≤ b with S(0) as defined in section 3.2.1.3. We denote the n rows of S(b) by

h>1 , . . .h
>
n and interpret them as item embeddings. Consequently, the SASRec model

predicts

î = argmaxi h>n ei

as the continuation of the input sequence. We denote

H = 〈h>1 , . . .h>n 〉= Enc(〈i1, i2, . . . , in〉).

Loss. For training, the loss for an input sequence 〈i1, i2, . . . , in〉 and a training

label i∗ (the item id following the input sequence in the training data) is computed as

follows. First, sample n negative item ids 〈i−2 , i
−
3 , . . . , i

−
n+1〉 uniformly random from

the items the user who generated the input sequence has not interacted with. Denote

in+1 = i∗. The loss L is then computed as

L(〈i0, i1, . . . , in〉, i∗) = ∑
j=1,2,...,n

− log(σ(h>j ei j+1))− log(1−σ(h>j ei−j+1
))
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i.e. the model is trained to compute a left shift in the item sequence, with the last item

consequently being the predicted continuation. To prevent the model from peeking to

the right (which would make its task trivial for all but the last item) we use a lower

triangle matrix M in the attention maps throughout all b blocks.

The authors of [26] find that their SASRec model “outperforms various state-of-

the-art sequential models (including Markov chain/CNN/RNN-based approaches) on

both sparse and dense datasets”.

3.2.3 BERT4Rec

Like the SASRec model, the BERT4Rec model [53] consists of stacked attention

blocks. However, BERT4Rec is bidirectional, using M = {1}n×n. During training,

given and input sequence 〈i1, i2, . . . , in〉, each item is “masked” with probability γ.

Masked items are replaced by a special item [CLS] and the model is trained to re-

construct the embeddings of the masked items in the corresponding h j of the output

sequence. This is known as a cloze task [56] (employed also by the well-known lan-

guage representation model BERT [13], hence the name BERT4Rec). To make predic-

tions, we simply take an input sequence and append the [CLS] item to its right.

Loss. Let C ⊆ {1,2, . . .n} denote the set of masked indices. During training the

loss is defined as

L(〈i0, i1, . . . , in〉,C) = ∑
j∈C

cross entropy(i j,softmax(h>j E))

where E = (e1|e2| . . . |e#items)
> is a matrix of all item embeddings. The authors of [53]

do not study the effect of the cross-entropy loss across all items versus computing

the loss only from the positive and a single sampled negative item as for the SASRec

model described above. However, anecdotally we find this choice does indeed help the

performance of the BERT4Rec model (even though it of course comes at considerably

increased computational costs during training).

In their experiments [53] find that BERT4Rec outperforms SASRec consistently.

As we are going to see, this does not appear to be a general trend in our implemen-

tations. However, since we do not focus on finding the optimal configurations for

SASRec and BERT4Rec for performance but rather run them in varying configura-

tions to explore the configurations’ effect on importance rankings for explainability,

our findings do not contradict this result.



Chapter 3. Method 12

b = 1 b = 2 b = 3 b = 2
Model Dataset h = 1 h = 1 h = 1 h = 2

SASRec ML-1M 0.81 0.82 0.82 0.82

Steam 0.70 0.70 0.69 0.70

Beauty 0.44 0.43 0.44 0.44

Games 0.61 0.60 0.60 0.61

BERT4Rec ML-1M 0.77 0.79 0.80 0.79

Steam 0.68 0.69 0.70 0.69

Beauty 0.42 0.44 0.45 0.44

Games 0.62 0.63 0.62 0.62

Table 3.2: Recall@10% for b attention blocks and h heads per attention block.

3.2.4 Training setup

We limit the input sequence length to n = 50 items for the ML-1M dataset and n = 25

for the remaining datasets. While [26, 53] use 200 and 50 items respectively, they

also find that such long input sequences only increase model performance marginally.

Therefore, we choose to work with shorter sequences which are more appropriate to

our computational budget. If the original item sequence is longer than the maximum

length, we sample a random subsections during training. If it is shorter, we pad it from

the left to the maximum length n and set the corresponding columns in the mask M
to 0. Following [26] we use a batch size of 128 and a learning rate of 10−3 for the

Adam optimiser [27], a dropout rate of 0.2, and latent dimension d = 64. Following

[53], for the BERT4Rec models we use γ = 0.2 for the ML-1M datset, γ = 0.4 for the

Steam dataset, and γ = 0.6 for the remaining datasets.

During training, we sample (in expectation) from each user’s item sequence 50

times for the ML-1M dataset, 10 times for the Beauty and Games and 2 times for the

Steam dataset. We arbitrarily divide the training into 10 “epochs” for the investigation

of training dynamics in Section 4.1.4, resulting in 236 batches per epoch for ML-1M,

406 for Beauty, 242 for Games, and 523 for Steam. Most models converge before 10

epochs are up, however as we are going to see Section 4.1.4 the dynamics of explain-

ability methods may take longer. However, the regularisation strength of the dropout

layers used appears to be sufficient for overfitting not to become an issue.

Table 3.2 reports achieved recall@10% for the model types, datasets and config-

urations we use. The recall@10% metric is commonly employed in the sequential
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recommender literature [24, 26, 53] and is computed by sampling 100 random items,

ranking them and the ground-truth item by their likelihood as a continuation according

to the model and taking the fraction of times the ground-truth item is contained in the

top 10 highest ranked items.2 The recall@10% scores are consistently slightly lower

than those achieved by [26, 53] which is reasonable since we do not exactly replicate

their optimal configurations as described above. These results are also in line with

the observations of [8, 53, 26] that for sequential recommender systems comparatively

few attention blocks, as well as attention heads per block are needed (suggestions in

the literature are typically 1 or 2 blocks as well as 1 or 2 heads, while the original

transformer model uses b = 6 blocks and h = 8 heads [59]).

3.3 Importance rankings for explainability

In this section we introduce methods to rank item importance for trained models. First,

we introduce the attention rollout (AR) algorithm [1] used to combine the attention

scores of multiple attention blocks into a single importance ranking. We then describe

two established importance rankings from the explainability literature: Shapley values

[48, 33] in Section 3.3.3 and a gradient based measure [30, 38] in Section 3.3.4.

3.3.1 Attention

Each head in each attention block computes an attention map

softmax(
QK>√

d
�M).

We denote the map corresponding to the i-th head of the j-th attention block by A( j)
i .

In case the block only has a single head we omit the index i. For a model consisting of

b blocks, we consider the importance rankings

αfirst =
1
h

(
∑

1≤i≤h
(A(1)

i )n,·
)
,

αlast =
1
h

(
∑

1≤i≤h
(A(b)

i )n,·
)
.

These are the means of the last rows of the attention maps of the first and last at-

tention blocks, respectively. These rows corresponds to the last item in the transformer

2Confusingly recall@10% is sometimes called recall@10 in the sequential recommender literature.
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sequence, which for either model type corresponds to the prediction. However, since

for the BERT4Rec model the last element of the input sequence is the [CLS] token,

when referring to attention scores for the BERT4Rec model we abuse notation and

take αfirst to denote only the first n− 1 elements of αfirst in the sense defined above,

and likewise for αlast, as these are the attention scores corresponding to the input se-

quence.

Sofar, previous work investigating attention as explanation mostly focused on at-

tention over intermediate representations [25, 60, 46, 40] conceptually most closely

related to αlast which is why we include this method in our experiments.

3.3.2 Attention rollout

A more sophisticated way to construct importance rankings from raw attention scores

is the attention rollout (AR) recently proposed by [1]. The idea is to “trace” the at-

tention between items through all attention blocks. E.g. in a transformer using b = 2

blocks, to compute how much attention the first element of the output sequence h1 pays

to the first element of the input sequence we first look at the row A(2)
1,· to see how much

attention is payed to each intermediate output of the first block. Then, we look for

much how attention each intermediate representation paid to the first item of the input

sequence, which we can read out by looking at the column A(1)
·,1 . For now ignoring the

skip connections, the traced total attention paid to the first item is thus A(2)
1,·A

(1)
·,1 .

Doing this calculation for all item pairs simultaneously, repeating the calculation

for each attention block, averaging across heads, and taking into account the skip con-

nections (which imply that at each position least half the attention in each block is

always paid to the position itself) the attention rollout Ã is defined as

Ã = ∏
b≥i≥1

( 1
2h

( ∑
1≤ j≤h

A(i)
j )+

1
2

In
)
.

As we did for the raw attention scores, we define α = Ãn,· to be the last row of the

attention rollout corresponding to the predicted item. Again, as in Section 3.3.1, when

referring to the scores for BERT4Rec we discard the attention rollout score associated

with the [CLS] token and take α to only denote the first n−1 attention rollout scores.

Note, that for b = 1 attention blocks for the BERT4Rec model this implies α = αfirst =

αlast.

In [6, 7] the authors investigate a gradient weighted version of the attention rollout.

They rely primarily on vision task specific metrics such as weakly supervised segmen-
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tation performance to demonstrate the improvements achieved by their method. Since

our initial results using gradient weighting in the attention rollout were not promising,

we chose to stick to the vanilla version of the attention rollout described in this sec-

tion. Furthermore, as an alternative to the attention rollout algorithm [1] also propose

attention flow, which tracks attention based on a graph theoretical maximum flow for-

mulation. As point [6] point out the attention flow algorithm is too computationally

expensive in practice, hence we again opt for the attention rollout algorithm instead.

3.3.3 Shapley values

Shapley values are a decompositional importance ranking with a theoretical founda-

tion in game theory [48]. For our transformer models they are defined as follows.

Let 〈i1, i2, . . . , in〉 be an input sequence of item ids and let i∗ the items for which

we want to explain the model’s prediction of its likelihood as a continuation. For

S ⊆ {1,2, . . .n} = N let M(S) = M · diag(〈1[ j 6∈S] : j = 1,2, . . . ,n〉), where M is the

default mask used by the model (lower triangle for SASRec and ones for BERT4Rec)

and M(S) is the mask M with the columns not in S zeroed out, i.e. only items with

indices in S are considered. Let f (S) = hn(S)>ei∗ where hn(S) is the predicted item

embedding calculated with mask M(S). The Shapley value of the j-th item is defined

as

ϕ j = ∑
S⊆N\{ j}

|S|!(n−|S|−1)!
n!

( f (S∪{ j})− f (S))

and measures the contribution of the j-th item to the model’s prediction. The Shap-

ley values can be computed as the solution to a weighted linear regression [5] (as

pointed out in the context of explainable AI by [33]). We employ a Monte Carlo ver-

sion of this computation listed in Algorithm 1. The reason we only compute a Monte

Carlo estimate of the Shapley values is that computing them exactly, i.e. enumerate all

a = 2n possible labels is infeasible for all but the smallest n. In our experiments we

use a = 1024 (= 8 batches of size 128).

We choose to consider Shapley values as they are a very natural importance ranking

for sequential recommender systems, since input sequences can easily be decomposed

into present and absent items. However, Shapley values are a signed importance rank-

ing in the sense that they measure positive and negative contributions of items, while

attention is unsigned so that we can only hope for attention to measure the magnitute of

the contribution of items to predictions. We therefore use the absolute Shapley values

|ϕ|= 〈|ϕ1|, |ϕ2|, . . . , |ϕn|〉 in our experiments.
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Algorithm 1 Monte Carlo estimation of Shapley values for Transformers
Input Item sequence 〈i1, i2, . . . in〉, target item i∗, number of samples a.

Output Estimated Shapley values ϕ = 〈ϕ1,ϕ2, . . .φn〉.

Initialise empty arrays labels, values, label weights.

for k = 1,2, . . . ,a do
m← sample uniform random({0,1}n)

S←{ j ∈ N : m j = 1}
〈h>1 ,h>2 , . . . ,h>n 〉 ← Enc(〈i1, i2, . . . in〉,M(S))

labels[k] = m
values[k] = hn(S)>ei∗

label weights[k] = (n−1)
(n choose ‖m‖1)‖m‖1(n−‖m‖1)

end for
weights, bias← weighted linear regression(labels, values, label weights)

ϕ←weights

return ϕ

3.3.4 Gradients

A popular method in explainable AI to construct importance rankings for differentiable

models is using gradients, e.g. [50, 51, 54]. The general underlying intuition is that if

predictions are sensitive to certain input features, those features are important for the

model’s prediction.

For our transformer models we define a gradient-based importance ranking, similar

to the one used in [25], as follows. Let 〈i1, i2, . . . , in〉 be the input sequence of item ids

and let i∗ the item for which we want to explain the model’s prediction of its likeli-

hood as a continuation. Again following the notation of Section 3.2.2 we define the

importance of the j-th item in the input sequence as

∇ j =

∥∥∥∥∂h>n ei∗

∂ei j

∥∥∥∥
2

i.e. the sensitivity of the alignment of the predicted embedding hn with the embedding

ei∗ of the item i∗ with respect to the embedding ei j of the j-th item.

3.4 Rank-based similarity measures

In this section we introduce metrics to compare importance rankings and discuss why

we consider them appropriate tools for our purposes.



Chapter 3. Method 17

3.4.1 Spearman rank correlation

Given a sequence of pairs of observations Xi, Yi from two random variables X ,Y , denote

the ranks within the observation from either variable by rXi,rYi . The Spearman rank

correlation coeffcient is then defined as the correlation of the rank variables

ρSpearman(X ,Y ) =
cov(rX ,rY )

σrX σrY

where cov(rX ,rY ) denotes the covariance and σrX σrY denote the standard deviations of

the rank variables. Unlike the Pearson correlation coefficient

ρPearson(X ,Y ) =
cov(X ,Y )

σX σY

which measures linear dependence between X ,Y , the Spearman rank correlation mea-

sures arbitrary monotonic dependence. It takes values in [−1,1] with the extremes 1

denoting that Y is a monotonic increasing function of X and −1 denoting that Y is a

monotonic decreasing function of X . Informally, we refer to the rank correlation as

weak, moderate, or strong, if its magnitude is roughly in [0, .3), [.3, .7), [.7,1] respec-

tively.

Algorithm 2 Comparison of item importance rankings
Input Item sequence 〈i1, i2, . . . in〉, target item i∗.

Output Rank correlation of item importance metrics.

〈h1,h2, . . . ,hn〉, 〈A(1), . . .A(b)〉 ← Enc(〈i1, i2, . . . in〉)
∇ j←‖∂h>n ei∗

∂ei j
‖2 for j = 1, . . . ,n

ϕ←Shapley values(〈i1, i2, . . . in〉, i∗)
αfirst← A(1)

n,·

αlast← A(b)
n,·

α←attention rollout(〈A(1), . . .A(b)〉)
return ρSpearman(u,v) for (u,v) ∈ {αfirst,αlast,α}×{δ, |ϕ|}

The Spearman rank correlation is a popular choice in the explainable AI literature

to compare the agreement of importance rankings produced by different explainability

methods, e.g. [1, 4, 45], for the following reason: The scales on which importance

scores by different methods are computed will typically not be directly comparable,

hence the Pearson correlation between scores would not be meaningful. Instead, Spear-

man rank correlation allows us to compare the ordering of importance scores, i.e. to

measure if important items according to one ranking are also important according to
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the other. We therefore adapt the Spearman rank correlation as a metric to compare im-

portance rankings by attention scores, analogous to how [25] employ the less common

Kendall rank correlation coefficient.

3.4.2 Discounted cumulative gain

[25] note that a potential issue with rank correlation is that a potentially large number

of irrelevant items may add noise and that as a result the correlation coefficient may be

fairly low, despite attention and post-hoc methods mostly agreeing on which items they

deem the most important. In this section propose a novel metric designed to alleviate

this issue.

We wish to measure the agreement of the ranks rXi,rYi from a sequence of n paired

observations as in Section 3.4.1. We define the following version of discounted cumu-

lative gain by

DCG(X ,Y ) = ∑
0≤i<n

n− rXi

log2 (rYi +2)
.

Sematically, the idea is that n− rXi serves as a “ground-truth” relevance of item i, i.e.

the item with the lowest rank rXi has the highest relevance and relevance decreases

linearly with rank. DCG(X ,Y ) then discounts the relevance scores logarithmically ac-

cording the “predicted” ranks rYi , meaning that placing an item twice as far back in the

rYi ranking halves the discounted relevance. Consequently, the discounted cumulative

gain places an emphasis on rYi getting the top ranks right.

To make the values of the discounted cumulative gain comparable across different

sequence lengths n, we consider a normalised version

N-DCG(X ,Y ) = 2

(
DCG(X ,Y )−DCGmin(n)
DCGmax(n)−DCGmin(n)

)
−1

where

DCGmax(n) = DCG(〈1,2, . . . ,n〉,〈1,2, . . . ,n〉),

DCGmin(n) = DCG(〈1,2, . . . ,n〉,〈n,n−1, . . . ,1〉)

are the largest and smallest discounted cumulative gain scores possible for sequences of

length n, respectively. Thus, N-DCG(X ,Y ) takes values in [−1,1] and for independant

X ,Y we have E[N-DCG(X ,Y )] = 0

Since DCG(X ,Y ) and consequently also N-DCG(X ,Y ) are asymmetric, we derive

(in the style of the Jensen-Shannon divergence) the symmetric normalised discounted
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cumulative gain

µlog(X ,Y ) =
1
2

N-DCG(X ,Y )+
1
2

N-DCG(Y,X)

as a symmetric measure for rank agreement, emphasising agreement on the top ranks.

Unfortunately, it is not clear how our new metric relates to the Spearman rank

correlation. Therefore, we cannot directly use it to detect if the agreement between

attention scores and post-hoc methods is stronger on important items. Thus, we define

an alternative version of discounted cumulative gain

DCGlin(X ,Y ) = ∑
0≤i<n

n− rXi

(rYi +2)
.

with relevance decaying linearly, instead of logarithmically.3 As a result DCGlin places

even stronger emphasis on the top ranks than DCG. We define µlin(X ,Y ) analogously

to µlog(X ,Y ). The point is that we can now compare µlin to µlog scores to measure if

the rankings agree more towards the top.

This is best illustrated by an example: If the sequences disagree on their bottom

ranks, the top-heavier µlin score is greater than the µlog score:

µlog(〈1,2,3,4〉,〈1,2,4,3〉)≈ 0.891≤ 0.898≈ µlin(〈1,2,3,4〉,〈1,2,4,3〉).

However, if the sequences disagree on their top ranks, the µlin score is less than the µlog

score:

µlog(〈1,2,3,4〉,〈2,1,3,4〉)≈ 0.673≥ 0.661≈ µlin(〈1,2,3,4〉,〈2,1,3,4〉).

While the difference in scores is small, in our experiments in Section 4.2.2 it is sta-

tistically significant, and thus sufficient to provide us with evidence in favour of the

conjecture of [25] mentioned at the beginning of this section.

3.5 Further metrics

3.5.1 Jensen–Shannon divergence

The Kullback–Leibler divergence (or relative entropy) of two discrete probability dis-

tributions p = 〈pk : k < k∗〉, q = 〈qk : k < k∗〉 is defined as

KL(P‖Q) = ∑
k<k∗

pk log(
pk

qk
).

3It does not matter that relevance decays exactly linearly, any function that grows faster than the
logarithm would work.
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It is an asymmetric divergence metric rooted in information theory. To obtain a sym-

metric divergence metric, the Jensen-Shannon divergence is defined as

JS(P,Q) =
KL(P‖Q)+KL(Q‖P)

2
.

Similar to [46], we use the Jensen-Shannon divergence to measure the change in the

probability distribution over the predicted next item in our deletion experiment in Sec-

tion 4.2.1.

3.5.2 Jaccard index

The Jaccard index measures overlap between finite sets. It is defined as

J(A,B) =
|A∩B|
|A∪B|

.

As an addition to the tools described in section 3.4.2 we use it in Section 4.2.2 to show

agreement between the top items of different important rankings.
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Results

4.1 Main experiment: rank correlation

We focus on the description of our results in this section, while leaving their interpre-

tation mostly for Section 5. We accompany most tables by a graphical duplication of

their contents to allow for quick visual assessment of general trends in the numeric

results.

4.1.1 Single attention block

We begin by investigating the simplest case of Transformers with a single attention

block (b= 1) and with a single attention head (h= 1) per block. The resulting summary

statistics are reported in Table 4.1 and Figure 4.1.

4.1.1.1 Gradients

SASRec. For the SASRec model we observe that attention is strongly correlated with

the gradients for the ML-1M and Steam datasets and moderately correlated for the

Beauty and Games datasets.1 On the other hand, we obtain near perfect correlation

between the attention rollout (AR) scores and the gradients for all datasets. For a single

attention block the difference between attention and AR is that AR takes into account

the skip connections in the transformer. This suggests that even for a single attention

block it is necessary to be mindful of the model’s architecture when attempting to

construct intrinsic explanations from attention scores.

1To some extend correlation between attention scores of the first attention block and gradients is not
surprising, since a larger attention score for an item makes the model more susceptible to sensitivity to
this item. However, it is not clear how strong this correlation “should” be.

21
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Model Dataset ρ(∇,αfirst) ρ(∇,α) ρ(|ϕ|,αfirst) ρ(|ϕ|,α)
SASRec ML-1M 0.97 ±0.04 0.98 ±0.02 0.47 ±0.15 0.48 ±0.15

Steam 0.84 ±0.27 0.98 ±0.06 0.30 ±0.34 0.27 ±0.33

Beauty 0.60 ±0.44 0.99 ±0.04 0.26 ±0.47 0.12 ±0.48

Games 0.61 ±0.43 0.99 ±0.02 0.11 ±0.45 0.16 ±0.44

BERT4Rec ML-1M 0.99 ±0.01 0.99 ±0.01 0.53 ±0.11 0.53 ±0.11

Steam 0.97 ±0.08 0.97 ±0.08 0.58 ±0.29 0.58 ±0.29

Beauty 0.97 ±0.08 0.97 ±0.08 0.49 ±0.41 0.49 ±0.41

Games 0.96 ±0.09 0.96 ±0.09 0.48 ±0.43 0.48 ±0.43

Table 4.1: b = 1 attention blocks. Spearman-ρ rank correlation between gradients ∇,

Shapley values ϕ, attention scores αfirst, and attention rollout scores α. Mean ± stan-

dard deviation for 1000 data points. Note: the standard deviation measures how spread

out the distributions in Figure 4.2 are, i.e. it is not the standard error of the mean esti-

mate (which is obtained from the standard deviation by dividing the value by
√

1000).
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Figure 4.1: b = 1 attention blocks. Visualisation of Table 4.1.

BERT4Rec. For the BERT4Rec model we observe consistently high correlation

between attention and gradients for all datasets. Remember that for BERT4Rec the

attention and AR scores are equal for b= 1 since we omit the scores associated with the

[CLS]token, as discussed in Section 3.3.2. Therefore, of course, also the correlations

between attention and gradients are equal to the correlations between AR scores and

gradients.

4.1.1.2 Shapley values

SASRec. For the SASRec model we observe moderate correlation between the abso-

lute Shapley values and the attention scores for the ML-1M dataset and weak correla-

tion for the remaining datasets. Unlike for the gradients, using the AR scores does not

help here: the correlation only improves marginally for the ML-1M dataset and even
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Figure 4.2: Histograms of the distributions of the Spearman rank correlations between

importance rankings, estimated from 1000 data points. For each histogram, the bars

sum up to 100% (i.e. the y-axes are different scales). The x-axis corresponds to the

Spearman rank correlation.

decreases for the remaining datasets.

BERT4Rec. For the BERT4Rec model we observe moderate correlation between

the absolute Shapley value and the attention (respectively AR) scores.

To summarise: For either model type and all datasets we observe near perfect rank

correlations between the gradient-based importance ranking and the AR scores. In

particular, we saw that AR can be helpful, even for a single attention block.

For the absolute Shapley values we only observe weak to moderate correlations

with attention. We should however keep in mind that, despite plotting correlations on

a scale [0,1], the Spearman rank correlation takes values in [−1,1] and we consistently

observe positive values, so it would be incorrect to conclude that attention scores and

Shapley values are completely unrelated.

4.1.1.3 Distribution of correlations

Figure 4.2 shows the distribution histograms of the correlations for gradients and at-

tention respectively AR, and absolute Shapley values and attention. We observe that

for the latter, for the ML-1M dataset of either model the distribution is somewhat

tightly peaked in the positive region, while for the other datasets the distribution is
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more spread out, with a considerable portion of mass in the negative region.

On the other hand, for the the correlations between gradients and attention scores,

the distributions have most of their mass close to 1. For the SASRec model, the distri-

butions are slightly more spread out for the Steam dataset than for the ML-1M dataset,

and considerably more spread out for the Beauty and Games datasets. For the corre-

lations between gradients and AR scores, the distributions are concentrated even more

towards 1 for for all datasets and models, even without any outliers for the ML-1M set.

We note that for all three correlations types, the ML-1M dataset is the “best be-

haved” (in the sense that the distribution is clustered around its mean), the sparser

Steam dataset is slightly worse behaved and the sparsest Beauty and Games datasets

are the worst behaved. A possible explanation could be that for denser datasets the

model sees items in more different contexts and can learn more informative attention

scores that correlate better with other importance measures.

4.1.2 Multiple attention blocks

Next, we investigate the case of multiple attention blocks, again with h = 1 heads

per block. The results are reported in Table 4.2 and Figure 4.3 for the case of b = 2

attention blocks, and in Table 4.3 and Figure 4.4 for the case of b = 3 attention blocks.

4.1.2.1 Gradients

SASrec. For the SASrec models with b = 2, b = 3, we observe that the attention

scores of the first attention block correlate strongly with the gradients for the ML-

1M and Steam datasets, and moderately for Games and Beauty. These correlations

are all slightly weaker than the corresponding correlations for b = 1. Again, the AR

scores correlate much more strongly with the gradients than the attention scores of the

first block. Notably, for b = 3 and the Beauty and Games datasets AR correlates only

moderately with the gradients, while in all other cases the correlation is strong. The

correlations between attention scores of the last block are consistently lower than those

of the first block.

BERT4Rec. For the BERT4Rec model, the correlations between the attention

scores of the first block and gradients are consistently high, with the AR still slightly

improving correlations, except for the Beauty dataset where for b = 3 AR very slightly

decreases correlation. The correlations between the attention scores in the last block

with the gradients are consistently lower than those for the first block, except for the
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Model Dataset ρ(∇,αfirst) ρ(∇,αlast) ρ(∇,α) ρ(|ϕ|,αfirst) ρ(|ϕ|,α)

SA
SR

ec

ML-1M 0.94 ±0.06 0.88 ±0.08 0.98 ±0.03 0.44 ±0.16 0.45 ±0.16

Steam 0.70 ±0.29 0.63 ±0.29 0.90 ±0.14 0.25 ±0.35 0.25 ±0.35

Beauty 0.54 ±0.42 0.33 ±0.47 0.86 ±0.23 0.24 ±0.46 0.17 ±0.48

Games 0.44 ±0.45 0.19 ±0.48 0.87 ±0.19 0.13 ±0.45 0.07 ±0.44

B
E

R
T

4R
ec

ML-1M 0.95 ±0.04 0.81 ±0.12 0.97 ±0.03 0.50 ±0.14 0.50 ±0.14

Steam 0.87 ±0.16 0.90 ±0.16 0.96 ±0.08 0.49 ±0.31 0.47 ±0.33

Beauty 0.93 ±0.12 0.52 ±0.42 0.94 ±0.12 0.45 ±0.40 0.45 ±0.41

Games 0.90 ±0.20 0.86 ±0.18 0.95 ±0.13 0.37 ±0.44 0.40 ±0.43

Table 4.2: b = 2 attention blocks. Spearman-ρ rank correlation between gradients ∇,

Shapley values ϕ, attention scores αfirst,αlast, and attention rollout scores α. Mean ±
standard deviation for 1000 data points.
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Figure 4.3: b = 2 attention blocks. Visualisation of Table 4.2.

Steam dataset for b = 2 where the correlation is very slightly stronger.

4.1.2.2 Shapley values

SASrec. For the SASRec model, the correlations between the attention scores and the

absolute Shapley values are again only moderate for ML-1M dataset and lower for the

remaining datasets. Again, AR does little to improve correlations for Shapley values.

BERT4Rec. As for b = 1, for the BERT4Rec model the correlations between

absolute Shapley values and attention scores are moderate. Once again, AR scores do

not help.

To summarise: For either model type and all datasets we observe strong rank corre-

lations between the gradient based importance scores and the AR scores, except for the

SASRec model with b = 3 for the Beauty and Games datasets where the correlations

were only moderate (but still stronger than any other importance measure considered).

With one minor exception, the correlations between the attention scores of the last
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Model Dataset ρ(∇,αfirst) ρ(∇,αlast) ρ(∇,α) ρ(|ϕ|,αfirst) ρ(|ϕ|,α)

SA
SR

ec

ML-1M 0.89 ±0.12 0.75 ±0.15 0.97 ±0.03 0.38 ±0.15 0.41 ±0.14

Steam 0.63 ±0.33 0.43 ±0.38 0.91 ±0.13 0.27 ±0.35 0.30 ±0.33

Beauty 0.59 ±0.38 0.28 ±0.45 0.71 ±0.38 0.30 ±0.45 0.30 ±0.44

Games 0.46 ±0.43 0.21 ±0.47 0.71 ±0.37 0.06 ±0.46 0.13 ±0.44

B
E

R
T

4R
ec

ML-1M 0.93 ±0.06 0.85 ±0.11 0.97 ±0.04 0.37 ±0.14 0.40 ±0.14

Steam 0.87 ±0.19 0.80 ±0.27 0.94 ±0.12 0.46 ±0.31 0.45 ±0.32

Beauty 0.95 ±0.11 0.64 ±0.38 0.92 ±0.14 0.34 ±0.46 0.35 ±0.46

Games 0.87 ±0.22 0.65 ±0.42 0.94 ±0.12 0.30 ±0.46 0.34 ±0.45

Table 4.3: b = 3 attention blocks. Spearman-ρ rank correlation between gradients ∇,

Shapley values ϕ, attention scores αfirst,αlast, and attention rollout scores α. Mean ±
standard deviation for 1000 data points.
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Figure 4.4: b = 3 attention blocks. Visualisation of Table 4.3.

block and the gradients were lower (and often much lower) than those for the first

attention block.

The correlations between the absolute Shapley values and the attention scores were

again much weaker than those for the gradients, but still strictly non-negative.

4.1.3 Multiple attention heads

Finally, we investigate the effect of using multiple attention heads. For b = 2 attention

blocks and h = 2 heads per attention block, the results are reported in Tabel 4.4 and

Figure 4.5.

We consider the attention scores for each of the two attention heads, as well as the

mean of the two. We observe that for each individual attention head the correlations

between attention scores and and the gradients are either slightly weaker or about the

same as for the mean attention scores.

SASRec. For the SASRec model, the correlations between mean attention scores
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M. Dataset ρ(∇,αfirst,1) ρ(∇,αfirst,2) ρ(∇,αfirst) ρ(∇,α) ρ(αfirst,1,αfirst,2)

SA
SR

ec

ML-1M 0.87 ±0.10 0.87 ±0.10 0.94 ±0.07 0.97 ±0.03 0.76 ±0.16

Steam 0.60 ±0.30 0.70 ±0.24 0.71 ±0.24 0.88 ±0.18 0.77 ±0.31

Beauty 0.71 ±0.31 0.72 ±0.31 0.72 ±0.31 0.93 ±0.15 0.96 ±0.10

Games 0.55 ±0.39 0.54 ±0.40 0.55 ±0.39 0.91 ±0.15 0.93 ±0.15
B

E
R

T
4R

ec

ML-1M 0.89 ±0.06 0.76 ±0.13 0.90 ±0.07 0.96 ±0.03 0.74 ±0.10

Steam 0.68 ±0.35 0.69 ±0.27 0.90 ±0.18 0.95 ±0.11 0.24 ±0.45

Beauty 0.90 ±0.19 0.90 ±0.20 0.91 ±0.19 0.97 ±0.08 0.97 ±0.07

Games 0.78 ±0.26 0.82 ±0.23 0.82 ±0.22 0.94 ±0.14 0.89 ±0.18

Table 4.4: b = 2 attention blocks with h = 2 heads each. Spearman-ρ rank correla-

tion between gradients ∇, attention scores for the first and second head αfirst,1 and

αfirst,2 respectively, the mean attention scores αfirst over both heads, and attention roll-

out scores α. Mean ± standard deviation for 1000 data points.
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Figure 4.5: b = 2 attention blocks with h = 2 heads each. Visualisation of Table 4.4.

and gradients are strong for the ML-1M dataset and moderate for the remaining datat-

sets. For the attention rollout they are strong for all datasets.

BERT4Rec. For the BERT4Rec model, correlations between mean attention scores

and gradients are strong for all datasets, and slightly increase further for the attention

rollout.

To summarise: the attention rollout algorithm handles multiple attention heads

well, resulting in strong rank correlations with the gradient-based importance rank-

ing in all cases.

Furthermore, it is worth noting that the attention scores for the two heads are

strongly correlated with each other for all models except the BERT4Rec model for

the Steam dataset. We find this not surprising since as we saw in Section 3.2.4 the

additional heads do not add performance, i.e. the model appears not to utilise their

availability.
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Figure 4.6: Training dynamics over 10 epochs (x-axis), as described in Section 3.2.4.

Spearman rank correlations of the importance metrics attention, attention rollout, gra-

dients and absolute Shapley values, as well as the recall@10% metric.
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4.1.4 Training dynamics

Figure 4.6 shows the Spearman rank correlations between attention scores and abso-

lute shapley values, respectively gradients, as well as AR scores and gradients as they

change during training. Furthermore, the recall@10% metric is shown.

We observe that the correlations between AR scores and gradients are the most

stable, usually remaining high throughout training. The correlations involving the raw

attention scores are much less stable both for gradients and Shapley values. They

sometimes dip below 0 at the beginning of training and only noisily rise throughout

training.

Something else worth pointing out is that even in cases where the correlation be-

tween Shapley values and attention is well behaved and increases more or less mono-

tonically during training (the SASRec models with b = 1,2,3 and the ML-1M dataset)

the knee of this curve is behind the knee of the recall@10 curve, i.e. the model per-

forms fairly well while the correlation remains low, and only then the correlation rises.

We cannot offer an explanation for this phenomenon.

Overall, we consider the results regarding the stability of the AR scores to be addi-

tional evidence that these scores are a promising method to construct item importance

rankings from attention scores.

4.2 Auxiliary experiments

4.2.1 Item deletion

In this section we experiment with deleting the most important items according to

different importance rankings. We measure the Jensen–Shannon divergence of the re-

sulting probability distribution for the next item compared to the distribution with all

items present. This experiment is similar to one conducted in [46]. However, there the

authors measure how many items need to be deleted on average for the model’s deci-

sion to “flip”, i.e. for the item with the highest predicted probability to change. [46]

conduct this experiment for text classification problems with 5 or 10 classes, while we

predict probabilities over thousands of items. Therefore (and also because a sequence

may result in several reasonable recommended items) the exact top item is less mean-

ingful and we choose to work with the Jensen–Shannon divergence instead. The intu-

ition however remains the same: the most important items should induce the strongest

change in the prediction. Thus, by comparing how quickly predictions change for
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ML-1M Steam Beauty Games

SASRec 4.41 ±0.45 3.71 ±1.02 2.58 ±1.05 2.98 ±1.05

BERT4Rec 3.97 ±0.23 3.57 ±0.95 2.50 ±0.93 2.72 ±0.85

Table 4.5: Mean entropy of αfirst ± standard deviation for 1000 datapoints.

different importance rankings allows us to compare their explanatory power.

The resulting divergences, for b = 2 attention blocks with h = 1 heads each, are

shown in Figure 4.7. For all models, we observe that deletion of items in random order

leads to the slowest changes in the probability distribution, essentially showing that all

considered ranking methods have more explanatory power than a random baseline. For

the SASrec models, the absolute Shapley values are between the other methods and the

random ordering in explatory power, while for the BERT4Rec model they are actually

very slightly above the other methods. For all model types, attention scores, attention

rollout and gradients have similar explanatory powers (which is in part explained by

the results of the previous section showing that these metrics are positively correlated).

However, the most striking observation is that for the SASRec model the dele-

tion curves are convex (except for some rankings in the ML-1M dataset) while for the

BERT4Rec model they are concave (or approximately concave with the curves for the

ML-1M dataset “over-shooting” and even becoming non-monotonic). While we intro-

duced explainable AI from the perspective of explanations for the user, there is also

the aspect of understanding models from the point of the engineer. Our observation

regarding the shapes of the curves thus allows us the following conjecture regarding

the workings of our models: the SASrec models base their predictions fairly uniformly

on items in the input sequence, while the BERT4Rec models base their decision on

few, very important items, hence deleting these items quickly results in change of the

prediction. This conjecture is further supported by the entropy of the attention scores

reported in Table 4.5. The entropy of the attention scores for the SASRec models is

consistently higher than the entropy for the BERT4Rec models on the same dataset.

Overall, we consider the results in this section to be additional support for attention

as explanation. Attention had explanatory power consistently higher than that of the

Shapley values and roughly equal to that of the gradients for the SASRec models, and

roughly equal for either for the BERT4Rec models. This finding is different from the

results of [46] where the authors find that gradients have higher explanatory power

than attention for text classification, when measured by decision flips.
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Figure 4.7: Change in Jensen–Shannon divergence as a function of the number of

deleted items. The first item deleted is the most important item according to the re-

spective importance ranking. Mean over 500 input sequences with full length (50 items

for ML-1M, 25 items for the remaining datasets).
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M. Dataset ρ(|ϕ|,αfirst) µlog(|ϕ|,αfirst) µlin(|ϕ|,αfirst) p J3(αfirst, |ϕ|)

SA
SR

ec

ML-1M 0.47 ±0.15 0.609 ±0.17 0.635 ±0.19 6.3e-107 0.08 ±0.12

Steam 0.30 ±0.34 0.351 ±0.38 0.359 ±0.39 4.8e-23 0.28 ±0.31

Beauty 0.26 ±0.47 0.296 ±0.50 0.300 ±0.50 1.3e-11 0.50 ±0.36

Games 0.11 ±0.45 0.146 ±0.48 0.151 ±0.49 1.2e-07 0.39 ±0.35
B

E
R

T
4R

ec

ML-1M 0.53 ±0.11 0.781 ±0.07 0.826 ±0.07 3.0e-164 0.07 ±0.13

Steam 0.58 ±0.29 0.642 ±0.32 0.650 ±0.32 1.6e-43 0.34 ±0.31

Beauty 0.49 ±0.41 0.536 ±0.43 0.541 ±0.43 5.2e-20 0.55 ±0.36

Games 0.48 ±0.43 0.529 ±0.46 0.535 ±0.46 6.3e-27 0.49 ±0.36

Table 4.6: The Spearman-ρ rank correlation, as well as the symmetric normalised dis-

counted cumulative gains (µlog,µlin) between Shapley values ϕ and attention scores

αfirst, for b = 1 attention blocks, as well as the Jaccard index J3 for the top 3 items

according to |ϕ| and αfirst. Mean ± standard deviation for 1000 data points. The “p”

column reports the p-value of the Wilcoxon signed-rank test for µlog < µlin.

4.2.2 Symmetric normalised DCG for Shapley values

[26] conjecture that correlations between importance rankings may be low due to noise

resulting from a large number of irrelevant items, despite the rankings mostly agreeing

on the top items. In this section we utilise our novel symmetric normalised discounted

cumulative gain metrics to find evidence for this conjecture for the case of the correla-

tion between absolute Shapley values and attention. Table 4.6 shows the measurements

of these metrics for b = 1 attention blocks. As we discussed in Section 3.4.2, despite

µlog weighing top items more strongly, we cannot directly compare this score to the

Spearman-ρ, so instead we compare it to the even top-heavier µlin. For all experi-

ments, the µlog scores between the absolute Shapley values and the attention weights

are lower than the corresponding µlin scores. While the absolute differences between

these measurements are small (remember the example from Section 3.4.2 where the

absolute differences were also small), they are statistically significant, according to the

Wilcoxon signed-rank test. We consider this evidence in favor of the conjecture of

[25], for the case of Shapley values and attention scores.

An additional piece of evidence is provided by the Jaccard indices for the top 3

items according to the absolute Shapley values and the attention scores, reported in

Table 4.6. Note that these scores are higher than they appear: if 2 out of the top 3 items

agree the Jaccard index is 2
4 = 0.5 and if 1 out of the top 3 items agree it is 1

5 = 0.2.
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Thus, except for the ML-1M dataset, the Jaccard indices suggest that there is indeed a

substantial agreement for the top 3 items.

4.2.3 Movie genres
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Figure 4.8: Left: Figure from [26]. Right: our reproduction: Attention between items for

10,000 pairs of random item sequences from the ML-1M dataset of length 200, with 50

items each taken from 4 selected genres.

We attempt to reproduce an experiment by [26]. For the ML-1M dataset we gener-

ate pairs of random sequences of 200 movies, with 50 movies each from the categories

“Science Fiction” ”Romance”, ”Animation”, and “Horror” (in this order, e.g. the first

50 movies of each sequence are science fiction movies). Figure 4.8 shows the resulting

average attention for 10,000 sequence pairs, taking the first sequence as query and the

second as key, for the SASRec model with b = 1 attention blocks. Unlike [26] who

observe roughly a block diagonal matrix, we observe “stripes”.

While we failed to reproduce the result of [26]2, the conclusion we draw from our

result is very much the same as theirs: despite never being told about movie genres,

a pattern related to movie genres appears in the attention scores of the model. Re-

garding the question whether attention is explanation, we consider this result to be in

favour of attention as explanation, since the attention scores appear to have picked up

a semantically meaningful pattern.

2Their description of this experiment is very coarse, it is possible we misunderstood their set up. The
z-scales of Figure 4.8 also suggests that the authors may have conducted an experiment different from
ours: the range of values they observe are much higher than the values of ≈ 1

200 we observe, which are
reasonable based on our experimental setup.
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Discussion

5.1 Insights gained

In this section we summarise the insights gained through our experiments in Sec-

tion 4.1.

Attention over intermediate representation may be problematic. As pointed

out by [39], many works on attention as explanation overlook the fact that they use

attention over intermediate representations that contain information not from more than

just a single item of the input sequence. According to our experiments, this may be a

significant oversight. In Section 4.1.2 we saw that the correlation between the gradient-

based importance ranking and the attention-based rankings were consistently weaker

for the intermediate representations of last attention block than than for the first block

(and often much weaker).

Model architecture matters. Even when considering models with a single atten-

tion block in Section 4.1.1, the correlation with the gradient-based importance rankings

increased considerably for the SASRec models when taking into account the skip-

connections of the transformer architecture through a single block attention rollout,

instead of naively taking raw attention scores as explanation.

Attention should be traced through the model. This insight is a combination of

elements of the previous points. Rather than taking raw attention scores, it is beneficial

to trace the attention through the model according to its architecture by employing

the attention rollout algorithm. In Section 4.1.2 we saw that this usually drastically

increases the correlation with the gradient-based importance ranking.

Overall, our results contradict the concern of [25], stating “(...) that attention con-

sistently correlates poorly with multiple such (importance) measures ought to give

34
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pause to practitioners” which leads them to their conclusion that “attention is not ex-

planation”. Instead, our experiments suggest that the approach of employing raw at-

tention scores (in particular, over intermediate representations) as explanation may be

too naive. Employing the attention rollout algorithm allowed us to construct an im-

portance measure from attention scores with consistently moderate (and in almost all

cases strong) correlation with the gradient-based importance ranking. In particular,

while [25] continue to state that “(...) exactly how strong such correlations ‘should’ be

in order to establish reliability as explanation is an admittedly subjective question” we

consider the correlations we observed strong enough to dispel such concerns. Thus,

if we had to summarise our results into a single sentence we would conclude: While

raw attention may not be explanation, the attention rollout algorithm appears to be a

promising tool to construct an importance ranking from attention scores that may serve

as explanation for sequential recommender systems.

5.2 Limitations

Our work studies the relationship between attention and established feature importance

rankings from the explainable AI literature. What our work is not, is an instruction how

to successfully build a sequential recommender system with attention-based explain-

ability. Rather, it should be considered a preliminary study, whether building such

system could be in principal possible or if attention is indeed not explanation as sug-

gested by previous work. In Section 5.3 we are briefly going to discuss what such

system could look like and how one would evaluate it.

It is worth pointing out that our results are purely empirical (just like the results of

[25, 60, 46, 39] etc.). However, since we chose several different datasets of varying

domains and characteristics and different model types for our experiments, we find

it reasonable to hope that our results reflect general trends. Furthermore, since the

attention rollout algorithm is reminiscent of layerwise relevancy propagation, an ex-

plainability method that has been shown to simply result in gradient times input for

ReLU networks [49], one may wonder if the attention rollout scores being strongly

correlated with gradient-based importance is also a mathematical necessity. However,

our experiments show that it is not, since for the SASRec model with b = 3 attention

blocks we only obtained moderate correlations for two datasets.

As a student project, our work was limited by our computational budget. In order

to try different model types, configurations and datasets in various combinations we
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Figure 5.1: Example explanations for the SASRec model with b = 2 attention blocks

for the ML-1M dataset. Based on the sequence of movies listed on the y-axis (with

the most recently watched movie at the top) the model predicts the movie “Goldfinger”.

Left: Shapley values for each movie for this prediction. Right: attention rollout scores

for this prediction.

had to limit ourselves to one run per experiment. While this is surprisingly common in

the recommender systems literature [11] this is of course not ideal.

Finally, it is worth reiterating that in this dissertation we consider the domain of

recommender systems but tend to relate our work to results from the domain of natural

language processing. To avoid tiresome disclaimers throughout the text we do not

mention this explicitly every time, however it should be pointed out that it is possible

that our results may not be directly transferable to this domain. In particular, our

results in Section 4.2.1 suggest that for certain aspects the domain may indeed make

a difference: we found that attention scores and gradients have similar explanatory

power according to the change of predictions resulting from item deletions, while [46]

found gradients to outperform attention according to a similar metric.

5.3 Outlook

Figure 5.1 gives an example of possible explanations for recommendations for the ML-

1M dataset. Shown are importance rankings for the 10 most recently watched movies

of a user (out of a total of 50 on which the recommendation is based) generated by the

SASRec model with b = 2 attention blocks. The figure reiterates the point we made
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Figure 5.2: Mean Spearman rank correlation between leave-one-out estimates (L1O)

and Shapley values, for b = 1,2,3 attention blocks with h = 1 heads.

in Section 3.3.3 that Shapley values are a “signed” importance ranking differentiat-

ing between positive and negative contributions of items. According to the Shapley

values users who watch the movie “E.T. the Extra-Terrestrial” are unlikely to watch

the predicted movie “Goldfinger”, while the attention rollout scores agree that “E.T.

the Extra-Terrestrial” is a predictive movie but because it is an unsigned importance

ranking they do not tell us that it in fact contradicts the prediction.

Since it is customary to base explanations of recommendations only on positive

contributions (“because you liked”, but never “because you did not like”) an important

direction for future work to build recommender systems with attention-based explana-

tions is to find ways to “recover” the sign of the attention scores. A potential candidate

are leave-one-out estimates, that compare how the predicted probabilities change when

deleting single items from the input sequence. Since for an input sequence of length n

there are only O(n) leave-one-out estimates (which for sensible sequence lengths can

even be computed in a single batch on a GPU, i.e. in constant time), leave-one-out es-

timates are a cheap alternative to Shapley values which require O(2n) operations to be

computed exactly. Figure 5.2 shows that Shapley values and leave-one-out estimates

have moderate to high rank correlation in most cases. Therefore, an idea for future

work could be to develop a heuristic that picks out items that have high attention-base

importance and are also towards the top of the leave-one-out ranking in order to obtain

important, positive items.

5.3.1 Evaluation of explainable recommender systems

We conclude this section with a brief discussion of how an explainable recommender

system could be evaluated in practice.

We mentioned in Section 1.1.2 that there is no consensus on what constitutes an



Chapter 5. Discussion 38

explanation, hence it is unsurprising that no universally accepted method for evaluat-

ing explanations exists either [32]. If we view explanations as a means to a certain end,

then one possibility is to evaluate an explainable recommender system in an online ex-

periment by an A/B test [63], as one would for a regular, non-explainable system [58].

E.g. one could compare click-through rate of recommended items when they are pre-

sented with or without explanation [64].

An alternative to A/B tests are user studies [47, 63], where one studies the inter-

action of users with a recommender systems through tools such as questionnaires or

focus groups. E.g. users may be presented with different styles of explanations for

movie recommendations and be queried which of them would convince them most to

see the recommended movie [21]. An obvious drawback of user studies is that they are

time consuming and expensive.



Chapter 6

Conclusion

In this dissertation we investigated the suitability of attention as explanation for se-

quential recommender systems based on Transformers. Our experiments in Section 4.1

challenge the claim of [25] that “attention is not explanation”. We showed that when

employing the right tool, the attention rollout algorithm of [1], the situation may not

be quite as hopeless for attention as explanation. The attention rollout scores, con-

structed by tracing raw attention scores through the Transformer model according to

its architecture, obtained very strong correlation with a gradient-based item importance

ranking in almost all cases, addressing a central concern of [25] who struggled to re-

late attention to established post-hoc importance ranking methods. In Section 4.2.2 we

were able to provide evidence for a conjecture of [25] that such low correlations may

be a result of noisy rankings of unimportant items. For the case of absolute Shapley

values and attention, our novel symmetric normalised discounted cumulative gain met-

rics, specifically designed to measure agreement towards the top, suggested that this is

indeed the case.

In Section 4.2.1, by deleting items from input sequences in the order of their im-

portance according to different ranking methods and observing the resulting change in

predictions, we observed that for our models attention had similar explanatory power

to gradient-based rankings, unlike [46] who observed larger explanatory power for the

gradients in a similar experiment for natural language classification tasks. This result

can be interpreted as suggesting that attention may be particularly suited as explanation

for the recommender systems domain.

Finally, in Section 4.2.3 we were able to further strengthen the case for attention

as explanation by showing that an attention mechanism was able to pick up patterns

reflecting semantically meaningful genre information, despite the model never having

39
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access to this information during training.

While for the recommender systems domain there also remains the conceptual

challenge that attention is an unsigned importance measure, we hope that our work

inspires future work on attention as explanation, eventually leading to the successful

construction of sequential recommender systems with attention-based explanations.
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