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Abstract

In this work, we propose a generative quantum machine learning algorithm, which we conjecture is not possible to simulate efficiently by any classical means. We call the algorithm the Ising Born Machine as it generates statistics according to the Born rule of Quantum Mechanics and involves several possible quantum circuit classes which all derive from an Ising Hamiltonian. We recall the currently known proofs of the classical hardness to simulate these circuit classes up to multiplicative error, and make some slight modification such that they are compatible and more useful for the Ising Born Machine construction. Further, we invoke the use of kernel methods as part of the algorithm, and incorporate a kernel function which also claims to demonstrate a quantum classical result, thereby strengthening our claim. Finally, we also present numerical simulations using Rigetti’s Forest quantum simulation platform to investigate and test the ability of the model to learn a simple toy data distribution, with two cost functions, the Kullback-Leibler Divergence and the Maximum Mean Discrepancy (MMD).
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Chapter 1

Introduction

There has been an explosion of interest and subsequent rapid development in the field of Quantum Computation/Information since its inception. In particular, one sub-field is swiftly emerging as a potential major application of Quantum Computers, in particular using near term quantum devices. This is the new field of Quantum Machine Learning (QML), the attempt to merge the advances and speed-ups that quantum architectures can provide, with the widespread field of Machine Learning. It is an exciting topic because it is relatively unexplored and its potential is as yet untapped. The spark that initiated this field happened in 2009, with the development of the quantum linear equation solver, the HHL algorithm [39], and progress has been rapid since. In particular, the field has the luxury of a wealth of classical machine learning techniques and tools which can be leveraged to design new algorithms which outperform existing classical ones in some aspect, for example in speed or accuracy.

It is exactly this point that we address in this work, with a particular focus on applications which could be run on Noisy Intermediate Scale Quantum (NISQ) Devices [57]. These quantum devices are those which possess around 50 - 100 qubits, with the capability of applying quantum circuits up to depth\(^1\) \(\sim\) 100, in a noisy fashion. We will take the optimistic viewpoint in this dissertation and assume that this NISQ era will be dawn in the very near future. In particular we will focus on the next milestone in the field of Quantum Computing, which is the demonstration of ‘quantum computational supremacy’\(^2\) This refers to the demonstration of some task which could be run much faster on a quantum computer than on any classical computer. The major focus for demonstrating such a thing falls on so-called ‘sampling’ problems, or producing samples

\(^1\)The depth of a quantum circuit is the number of layers in it, where each layer takes one time-step.

\(^2\)Also referred to by the less unfortunate titles of quantum superiority or quantum advantage.
from some probability distribution using a quantum computer which could not be cor-
rectly produced (efficiently) on a classical one. Currently leading this charge is Google
[53], who are focussing on Random Circuit Sampling (RCS). However, the concentra-
tion of this work will be on alternative models which are also capable of demonstrating
quantum supremacy, such as Instantaneous Quantum Polynomial Time (IQP), [61], or
Quantum Approximate Optimization Algorithm (QAOA), [26], circuits. We will broadly
refer to as ‘Ising’ models, since they are inspired by the Ising model in statistical physics.
However, these supremacy models are only capable of generating ‘random’ samples from
a probability distribution, where the efficient generation of these samples is the required
demonstration of quantum supremacy. While the problem itself is interesting, since it
would demonstrate an experimental separation between a quantum computer and any
classical one, there is currently no use for these samples once they are produced. It is
the goal of this work to make these sampling tasks useful for some purpose, specifically
for a machine learning application, while retaining the ability to demonstrate quantum
supremacy.

In particular we define an algorithm which uses these circuit classes for a generative
machine learning model, called an Ising Born Machine (IBM), to learn a probability
distribution. This model also uses kernel methods to aid learning, which are well studied
in classical ML literature. We conjecture that this algorithm could not be simulated
on any classical device in polynomial time, and we claim it therefore provides good
motivation for an algorithm which could outperform any classical algorithm in accuracy
as well as speed, when learning certain probability distributions. We provide numerical
results of the implementation of this algorithm using Rigetti’s Forest simulation platform.

To begin, Chapter (2) introduces the required preliminaries and discusses models of
quantum computation. Chapter (3) discusses the sub-universal models of quantum com-
putation that will define our generative algorithm, and Section (3.3) details the required
complexity theoretic arguments to show these models are hard to simulate classically.
Chapter (4) discusses generative quantum machine learning models, including the Quan-
tum Boltzmann Machine, and our own Ising Born Machine model, and links our model
to the hardness results of Sections (3.3.2 - 3.3.4). Section (4.3) presents the numerical
simulations of our model. Finally, Chapter (5) concludes and introduces future research
directions and improvements.
1.1 Contributions

The contributions of this work are the following:

• We define one of the first quantum machine learning algorithms which could demonstrate a provable quantum advantage, motivated by compelling complexity theory arguments, and could also be implemented on near-term quantum devices.

• In doing so, we make a connection between the classical hardness of quantum simulation and application in Machine Learning to learn probability distributions.

• We gave a proof of hardness of classical simulation up to multiplicative error for a new class of quantum computations, denoted IQPy.

• We introduce the novel idea of using a ‘quantum-hard’ kernel function in the computation of the MMD cost function in our generative model.

• Finally, we test the model using Rigetti’s quantum simulator and produce numerical results in Python to investigate the model’s functionality.
Chapter 2

Preliminaries

First of all, a brief review of quantum computation notations and terminology will be presented. There are several possible models of quantum computation that are being studied in current research. In some sense, the only requirement for a given model or physical system to be useful for quantum computation is the ability to encode information in some quantum state. The most common and familiar version is that of discrete variable (DV) quantum computation, in which the information is encoded in some discrete parameters of the quantum state. This is the most natural approach as we attempt to map our wealth of experience and knowledge from the world of classical computation, into the quantum one. This is due to the fact that the building block in the classical world is the *bit*, a binary valued variable which can take values \{0, 1\}. As such, the *qubit* or quantum bit, which can take values (or states) \{|0\rangle, |1\rangle\}, was defined to be the quantum analogue of the classical bit. The DV approach is physically realised, for example, when encoding the qubit into energy levels of an ion or atom, and typically an approximation is made such that only a finite amount of these discrete energy levels are available to the computation. While this is the most widespread, and possibly most natural notation, it is not the only possibility. Alternatively, the information could be encoded in some continuous parameters of the quantum state. This is the approach taken in *continuous variable* (CV) quantum computation. In particular, CV quantum computation is useful for its experimental amenability and is naturally suited to photonic systems, for example, in which the phase and amplitude of the quantum photon state carry the information. The CV approach is only mentioned here for completeness, and does not play a further role in this thesis. From this point on, it will be assumed we are dealing only with discrete variable quantum computation.

As mentioned above, the fundamental building block of quantum computation is the
qubit, which is a vector residing in a finite dimensional Hilbert Space, $\mathcal{H}$. A Hilbert space is a complex valued vector space, which possesses an inner product$^1$. The typical approach is to work only in a two dimensional Hilbert Space, in which the quantum state, $|\psi\rangle$ is parametrized by two complex numbers, $\alpha, \beta$:

$$|\psi\rangle = \alpha |0\rangle + \beta |1\rangle$$  \hspace{1cm} (2.1)

The notation, $|0\rangle, |1\rangle$, maps over from the classical binary valued bits. In fact, the basis spanned by these *computational basis* vectors is the Pauli-$Z$ basis, i.e. these vectors are exactly the eigenvectors of the the Pauli-$Z$ operator. This can be seen if $|0/1\rangle$ are written in vector notation:

$$|0\rangle = \begin{pmatrix} 1 \\ 0 \end{pmatrix}, \quad |1\rangle = \begin{pmatrix} 0 \\ 1 \end{pmatrix}$$  \hspace{1cm} (2.2)

with the Pauli-$Z$ operator given by:

$$Z = \begin{pmatrix} 1 & 0 \\ 0 & -1 \end{pmatrix}$$  \hspace{1cm} (2.3)

The eigenvalues of this operator are $+1$ for the eigenvector $|0\rangle$ and $-1$ for $|1\rangle$. The Pauli-$X$ and Pauli-$Y$ operators are defined similarly:

$$X = \begin{pmatrix} 0 & 1 \\ 1 & 0 \end{pmatrix}, \quad Y = \begin{pmatrix} 0 & -i \\ i & 0 \end{pmatrix}$$  \hspace{1cm} (2.4)

with eigenvectors $|\pm\rangle = \frac{1}{\sqrt{2}}(|0\rangle \pm |1\rangle)$, $|\pm i\rangle = \frac{1}{\sqrt{2}}(|0\rangle \pm i |1\rangle)$ of the $X, Y$ operators respectively. Together, these three operators, (2.3, 2.4), along with the identity form a basis of the Lie Algebra of the unitary group of dimension two, $\mathcal{U}(2)$. They can also be viewed in the extremely useful *Bloch Sphere* picture, illustrated by Figure (2.1)$^2$. The eigenvalues of $Z$, $|0/1\rangle$, sit on the North and South poles of the sphere, while the eigenvalues of $X, Y$ lie orthogonally on the equator.

To preserve probabilities, the quantum state defined above, (2.1), must be normalised to 1. This enforces the condition:

$$\langle \psi | \psi \rangle = |\alpha^* \langle 0 | + \beta^* \langle 1 |\rangle [\alpha |0\rangle + \beta |1\rangle] = |\alpha|^2 + |\beta|^2 = 1$$

The above state, (2.1), is an example of a *pure* state, and represents the state of maximal knowledge about the system. A more general form of *mixed* quantum states

$^1$A more formal definition is given in Section (4.2.2.1).

$^2$www.clipart-finder.com/clipart/QubitBlochSphere677.html
can be written as so-called ‘density matrices’:

\[ \rho = \sum_i p_i |\psi_i\rangle \langle \psi_i| \]  

(2.5)

The system can be in one of the pure states, $|\psi_i\rangle$, with a probability, $p_i$, and these probabilities represent statistical uncertainty about the system since it is a classical mixture of the possible pure states.

Finally, an important property of general quantum states is that they can exhibit \textit{entanglement}. This is a form of non-local correlation between systems of more than one qubit, that Einstein famously referred to as “spooky action at a distance”, or the apparent ability for one quantum system to affect the properties of another, even when separated by an arbitrarily large distance. A quantum state is said to be entangled if it is not separable, i.e. it cannot be written as a separable tensor product\(^3\) over the subsystems of the qubits. For example, with two qubits the following state, (2.6), is separable:

\[ |\psi\rangle_{12} = |0\rangle_1 \otimes |0\rangle_2 = |\phi\rangle_1 \otimes |\chi\rangle_2 \]  

(2.6)

Whereas the state, (2.7), is entangled\(^4\):

\[ |\psi\rangle_{12} = \frac{1}{\sqrt{2}} (|00\rangle + |11\rangle) \]  

(2.7)

\section*{2.1 Models of Quantum Computation}

There are three major equivalent models of quantum computation which are studied. These are referred to as:

\(^3\) A tensor product between vector spaces, $X, Y$ is $X \otimes Y$ which is itself a tensor product. It is a mathematical operator that generalizes the outer product.

\(^4\) This is one of the canonical so-called Bell states. In fact it is actually \textit{maximally} entangled.
2.1.1 Quantum Gate Model

The most widespread model is called the Circuit Model or Quantum Gate Model due to its analogues to classical circuit based computing. A Quantum Gate is defined by a unitary operation\(^5\), \(U\), acting on an \(n\)-qubit register. It turns out that any unitary matrix from the unitary group, \(U(n)\), is a valid quantum gate. This defines a key feature of quantum circuits; since their operations are unitary, the circuit must be reversible. This requirement arises from the need to conserve the norm of the state throughout the quantum operation, and hence conserve probabilities. For example if a gate, \(U\), acts on the quantum state, \(|\psi\rangle\):

\[
|\Phi\rangle = U |\psi\rangle \implies \langle \Phi|\Phi\rangle = \langle \psi|U^\dagger U|\psi\rangle = \langle \psi|\psi\rangle = 1
\]

The other fundamental ingredient of a quantum circuit is a quantum measurement. A quantum measurement is defined by a set of \(m\) measurement operators, \(\{M_m\}\). A measurement of a quantum state, \(|\psi\rangle\), with outcome \(m\), is equivalent to the operator, \(M_m\), acting on the state. The probability of outcome \(m\) occurring is given by the Born rule of quantum mechanics:

\[
p(m) = |\langle \psi| M_m^\dagger M_m |\psi\rangle|^2 = \text{Tr}(M_m^\dagger M_m |\psi\rangle \langle \psi|) = \text{Tr}(M_m^\dagger M_m \rho)\quad (2.8)
\]

The last equality is the more general form, and holds for mixed states also. The state after the measurement given by:

\[
|\psi\rangle_m = \frac{M_m |\psi\rangle}{\sqrt{p(m)}} = \frac{M_m |\psi\rangle}{\sqrt{\langle \psi| M_m^\dagger M_m |\psi\rangle}} \quad \rho_m = \frac{M_m \rho M_m^\dagger}{\text{Tr}(M_m^\dagger M_m \rho)}\quad (2.9)
\]

The operators satisfy a completeness relation, \(\sum_m M_m^\dagger M_m = \mathbb{1}\). A specific form of measurement are projective measurements, defined by projection operators, \(P_m\). These projectors are in turn defined by an observable, \(M\), where \(M\) is an hermitian operator:

\[
M = \sum_m m P_m\quad (2.10)
\]

\(^5\)An operator, \(U\) is unitary if \(U^\dagger U = \mathbb{1}\)
An operator, $O$, is Hermitian if $O^\dagger = O$, where $\dagger$ represents the complex conjugate transpose. $P_m$ are projectors on the subspace of $M$, corresponding to the eigenvalue $m$ which satisfy $\sum_m P_m = 1$, $P_m P_{m'} = \delta_{m,m'} P_m$. For example, the Pauli-Z observable, $Z$, is defined by two projectors which in turn are defined by the eigenvectors of the $Z$ matrix:

$$Z = \begin{pmatrix} 1 & 0 \\ 0 & -1 \end{pmatrix} = +1 \begin{pmatrix} 1 & 0 \\ 0 & 0 \end{pmatrix} - 1 \begin{pmatrix} 0 & 0 \\ 0 & 1 \end{pmatrix} = +1 P_0 - 1 P_1$$

$P_0 = |0\rangle\langle 0|$, $P_1 = |1\rangle\langle 1|$, and $\pm 1$ is the eigenvalue of the $|0/1\rangle$ eigenvector respectively.

The expectation value of a given operator, $M$, with respect to a state, $|\psi\rangle$, is:

$$\mathbb{E}(M) = \langle \psi | M | \psi \rangle \quad (2.11)$$

The expectation value gives the average outcome which will be received by a measurement of the observable, $M$.

It is possible to build circuit diagrams, which will describe a given quantum operation in the gate model, out of the following ingredients:

- Input qubits: $n$ qubits prepared in the standard basis, $|0\rangle^\otimes n$.
- Quantum Gates, defined by unitary matrices acting on some subset of the qubits:

- Quantum/classical Wires, representing the flow of quantum (qubits) or classical (bits) information respectively:

- Measurements in the computational basis:

All circuit diagrams in this Dissertation were created using the Q-circuit package in LaTeX [1]. It is standard to assume that the preparations and measurements are in the computational/standard basis, since a preparation (measurement) in any other basis can be obtained through a single qubit rotation unitary into that basis. For instance, to prepare a qubit in the Hadamard/Pauli-X basis ($|\pm\rangle$), one would prepare a single qubit

---

6The tensor product notation is standard: $|\cdot\rangle^\otimes n = |\cdot\rangle \otimes \cdots \otimes |\cdot\rangle$.
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in the computational basis, $|0\rangle$, and then apply the single qubit Hadamard gate, $H$, given by (2.17).

Of particular usefulness are the following unitary gates which will be used throughout this dissertation:

(1) The Pauli $Z,X,Y$ single qubit gates:

$$
\begin{array}{ccc}
Z & X & Y
\end{array}
$$

where the matrices representing $Z,X,Y$ are given by (2.3, 2.4).

(2) More generally, single qubit rotation gates around the Pauli-$X,Y,Z$ axes on the Bloch Sphere respectively:

$$
\begin{array}{ccc}
R_z(\theta) & R_x(\theta) & R_y(\theta)
\end{array}
$$

where

$$
R_z(\theta) = e^{-i\frac{\theta}{2}Z}, \quad R_x(\theta) = e^{-i\frac{\theta}{2}X}, \quad R_y(\theta) = e^{-i\frac{\theta}{2}Y}
$$

where a single qubit rotation around an axis, $\hat{n}$ ($\hat{n} = (0,0,1) \Rightarrow Z$, for example) is given by:

$$
R_{\hat{n}}(\theta) = e^{-i\frac{\theta}{2}\hat{n} \cdot \sigma} = \cos(\theta/2)I - i \sin(\theta/2)(n_zZ + n_yY + n_xX)
$$

where $\sigma = \{Z,X,Y\}$

(3) The Hadamard, $H$, and $\tilde{H}$ gates:

$$
H = \frac{1}{\sqrt{2}} \begin{pmatrix} 1 & 1 \\ 1 & -1 \end{pmatrix}, \quad \tilde{H} = \frac{1}{\sqrt{2}} \begin{pmatrix} 1 & -i \\ -i & 1 \end{pmatrix}
$$

Simple calculation shows $H = \frac{1}{\sqrt{4}}XY\frac{1}{2} = \frac{1}{\sqrt{4}}X R_y(\frac{\pi}{2})$, which will be of use later on.

Any single qubit unitary gate can be decomposed into these rotation gates. However, to create computations which are universal for quantum computation\textsuperscript{7}, we also need two-qubit gates. It turns out that this is actually sufficient for universality, because any $n$ qubit unitary operation can be decomposed into a sequence of gates which act on at most subsets of two qubits, i.e. single and two-qubit gates.

\textsuperscript{7}Universality is the ability to apply any $n$-qubit unitary operation, more detail will be given in Section (3)
In particular, two of the most important two-qubit gates, are controlled versions of the Pauli-Z and Pauli-X gates, called the Controlled-Z (CZ) and Controlled-NOT (CNOT) gates respectively:

\[
CZ = \begin{pmatrix}
1 & 0 & 0 & 0 \\
0 & 1 & 0 & 0 \\
0 & 0 & 1 & 0 \\
0 & 0 & 0 & -1
\end{pmatrix} \quad CNOT = CX = \begin{pmatrix}
1 & 0 & 0 & 0 \\
0 & 1 & 0 & 0 \\
0 & 0 & 0 & 1 \\
0 & 0 & 1 & 0
\end{pmatrix}
\] (2.18)

In general, the order of the qubits on which these gates act is important. The first qubit argument is referred to as the control qubit, while the other is the target. This means the gate only has an effect on the target qubit if the control is in the \( |1 \rangle \) state.

Both of these gates are important as they create entanglement between two qubits in some states. For example, when \( CZ \) acts on two qubits initially each prepared in the Hadamard basis, \( |±\rangle \), the result is the following:

\[
CZ_{1,2}(|+\rangle \otimes |+\rangle) = CZ_{1,2} \frac{1}{2} (|00\rangle + |01\rangle + |10\rangle + |11\rangle)
\]

\[
= \frac{1}{2} (|00\rangle + |01\rangle + |10\rangle - |11\rangle)
\] (2.19) (2.20)

The subscript \( \{i, j\} \) indicates that the gate is acting on qubit \( i \) as the control qubit, and qubit \( j \) as the target qubit. However, since the Control-Z is symmetric in its arguments, as seen in (2.21), it does not matter which qubit is labelled as the control/target.

\[
CZ_{i,j} |i\rangle |j\rangle = (-1)^{ij} |i\rangle |j\rangle = CZ_{j,i} |i\rangle |j\rangle
\] (2.21)

A generalisation of the \( CZ \) gate which will be of critical importance to this work is the Control-Phase (CPHASE) or \( CZ(\alpha) \), which simply applies a general phase, \( \theta \), on the target qubit, conditional on the control:

\[
CZ(\alpha) = \begin{pmatrix}
1 & 0 & 0 & 0 \\
0 & 1 & 0 & 0 \\
0 & 0 & 1 & 0 \\
0 & 0 & 0 & e^{i\alpha}
\end{pmatrix}
\] (2.22)

This becomes the standard \( CZ \) for \( \alpha = \pi \).

### 2.1.2 Measurement Based Quantum Computation (MBQC)

An alternative model of quantum computation is called Measurement Based Quantum Computation (MBQC) or One-Way Quantum Computation, and was first defined by
This model is driven not by unitary quantum gates, but instead by preparations of qubits, and measurements in a particular basis (hence the name). By adaptively correcting for measurement outcomes in a feedforward manner, the model becomes universal for quantum computation, and equivalent to the circuit model. This is because measurement outcomes are generically random, so to deterministically simulate any gate in the circuit model, the outcomes must be corrected for by adapting future measurements. In the standard form, MBQC requires the creation of graph states, or networks of qubits described by a graph, the nodes of which are the qubits, and the edges are given by entangling links.

Typically, the nodes of the graph will be prepared in the $|+\rangle$ state, with the entanglement created by $CZ$ gates. For example, a 1D graph state with two qubits is described by the state, (2.20). $CZ$ is typically used as the standard entangling operation because of its symmetric action on qubits, as seen above, whereas in contrast, the $CNOT$ gate is not symmetric.

The main ingredient involved in MBQC are measurements. The measurements can be done in any single qubit basis, however they are typically assumed to be only in the Pauli $X-Y$ plane of the Bloch sphere. A measurement in this basis is defined by following operators:

$$M_{\pm\theta} = |\pm\theta\rangle \langle \pm\theta|,$$

$$|\pm\theta\rangle = \frac{1}{\sqrt{2}} (|0\rangle \pm e^{\pm i\theta} |1\rangle) \quad (2.23)$$

It is possible to simulate a $Z$ basis measurement by preparing the qubits in the computational basis, and measuring in the above basis, (2.23) due to the following symmetry:

$$\langle s|\pm\theta\rangle = \langle s| Z(\theta) |\pm\rangle = e^{i\theta s} \langle s| H |0/1\rangle = \langle \pm s|0/1\rangle \quad (2.24)$$

so these operations are equivalent up to an unimportant global phase.

In fact, this flexibility is a crucial ingredient in a particular type of quantum verification, known as FK-verification [30] and universal blind quantum computation (UBQC) [19] which revolves around a client preparing single qubit states, and sending them to a (potentially malicious) quantum-powerful server to carry out some quantum computation. The special structure of MBQC allows the server to randomize the qubit preparation so the server is effectively blind to the actual computation, or even the real input or output. In essence, using this technique, the server is essentially just a computation tool at the whim of the client, who can detect if the server tries to cheat and implement some incorrect computation for its own benefit.
The final ingredient to make MBQC universal is to implement corrections to the system based on the outcomes of the probabilistic measurements, as mentioned above. This allows for a deterministic computation to be applied. However, the work of this dissertation is precisely examining the case where corrections are *not* applied, they will not be discussed in further detail. Specifically, since the outcomes of the measurements on the quantum system are fundamentally probabilistic in nature, they generate statistics according to some probability distribution, which is a feature that will be exploited later for generative machine learning tasks.

### 2.1.3 Adiabatic Quantum Computation

Finally, the last model of quantum computation we discuss is the adiabatic model (AQC), which is somewhat analogous to analogue classical computing, which was first defined by [27]. In this model, the information is encoded in *Hamiltonians*\(^8\) of quantum systems, and is centred around the adiabatic theorem, [13]. This method involves initially preparing a ground state of a Hamiltonian of a system which is simple to prepare and adiabatically evolving the system to the ground state of a Hamiltonian which is complicated to prepare. Ideally, the solution to a desired problem will be encoded in this final state.

**Theorem 2.1: Adiabatic Theorem**

A physical system remains in its instantaneous eigenstate if a given perturbation is acting on it slowly enough and if there is a gap between the eigenvalue and the rest of the Hamiltonian’s spectrum.

The minimal spectral gap (if it exists) of an instantaneous Hamiltonian, \(H(t)\), is the difference between its smallest, and second smallest eigenvalues. This Hamiltonian is designed such that at time \(t = 0\), it is exactly the easy to prepare Hamiltonian, and at time \(t = T\), it becomes the Hamiltonian which encodes the problem solution. This gap is exactly what stops adiabatic quantum computation from being able to solve much more difficult problems than the circuit model for example, as it is known that the running time of an adiabatic computation is proportional to the inverse gap (of the instantaneous Hamiltonian, \(H(t)\)) squared [27, 69]:

\[
T = O\left(\frac{1}{\text{gap}^2}\right)
\]  

\(8\)Hamiltonians are Hermitian operators that describe the energy of a system.
Intuitively, this implies that problems which are hard to solve can only be encoded into Hamiltonians which have an exponentially small gap, meaning that the runtime becomes exponential. This is because it may take exponential time to pass through the minimal gap without a transition to a higher energy level, which would not necessarily give a solution to the problem at hand.
Chapter 3

(Sub) Universal Models of Quantum Computation

All of the above models of quantum computation have the capability to demonstrate universal quantum computation, in the sense that they are equivalent to a Quantum Turing Machine, [23], the quantum analogue of the classical Turing machine. However, it is more common nowadays to talk about universality in terms of the circuit model. A set of quantum gates is said to be universal for quantum computing if it is possible to express any unitary in terms of a sequence of these gates. However, since there is an uncountable number of possible unitaries in the unitary group of dimension \( n, U(n) \), not all unitaries could be represented exactly by a finite set of gates. With this in mind, it is sufficient to define universality by the ability to approximate any unitary to an arbitrary accuracy.

It turns out this is possible simply with single and two-qubit gates, i.e. by decomposing any unitary, \( U \) in \( U(n) \) into a sequence of gates over \( U(1) \) and \( U(2) \) which act only on subsets of one, or two qubits respectively, [55]. Furthermore, it is sufficient to further restrict the two-qubit unitary to be only the CNOT gate, (2.18). Any single qubit gate can be expressed, to an arbitrary accuracy, by the following gate set:

\[
H = \frac{1}{\sqrt{2}} \begin{pmatrix} 1 & 1 \\ 1 & -1 \end{pmatrix}, \quad P = \begin{pmatrix} 1 & 0 \\ 0 & i \end{pmatrix}, \quad T = \begin{pmatrix} 1 & 0 \\ 0 & e^{-i\pi/4} \end{pmatrix}
\] (3.1)

The \( T \) gate is also sometimes referred to as the \( \pi/8 \) gate for historic reasons, and the \( P \) gate is typically called the phase gate. It should be noted that the latter two gates are both diagonal in the computational basis and can be written in the form \( R_z(\theta) \) for \( \theta = -\pi, \pi/2 \) respectively. Furthermore, one can swap out the CNOT gate for the CZ
since these two gates are equivalent up to local $H$ gates acting on the target qubit.

$$CNOT = |1⟩⟨1| ⊗ X$$  \hspace{1cm} (3.2)

$$⇒ (1 ⊗ H)CNOT(1 ⊗ H) = (1 ⊗ H)|1⟩⟨1| ⊗ X(1 ⊗ H)$$

$$= |1⟩⟨1| ⊗ HXH = |1⟩⟨1| ⊗ Z = CZ$$  \hspace{1cm} (3.3)

Using the commutation relation, $HX = ZH$. The $CZ$ will be more relevant later in this work so we will use it instead from this point on. An alternative finite set of universal gates is given by \{H, CNOT, P, Toffoli\}, where the Toffoli is exactly the $CNOT$ generalized to three qubits, i.e. the third qubit is flipped if and only if the first two are both in the $|1⟩$ state.

### 3.1 Instantaneous Quantum Polynomial Time Computation

In terms of complexity theory, the class $BQP$ is the class of decision problems we expect to be solvable by a quantum computer in polynomial time and polynomial resources (i.e. efficiently) in the input to the problem, informally speaking.

#### Definition 3.1: BQP [55]

A language, $\mathcal{L}$, is in $BQP$ iff there exists a uniform family of quantum circuits, \{\(C_n, n \in \mathbb{N}\)^\text{a}\}, such that:

1. \(∀ n \in \mathbb{N}, C_n\) takes \(n\) qubits as input and outputs one bit.
2. \(∀ x \in \mathcal{L}, \quad Prob(C_{|x|}(x) = 1) \geq \frac{3}{4}\)
3. \(∀ x \notin \mathcal{L}, \quad Prob(C_{|x|}(x) = 0) \geq \frac{3}{4}\)

\text{a} A uniform family of circuits is a map $w \rightarrow C_w$ which is computable in polynomial time, where $C_w$ is a classical description of the circuit that takes input of bitstrings $w = x_1 \ldots x_n$ of length $n$ and includes the input, output and circuit compositions.

Due to the probabilistic nature of quantum mechanics, it is the most natural generalisation of the classical class $BPP$; the class of decision problems solvable by a probabilistic classical Turing machine in polynomial time with bounded error. This definition intuitively implies that a $BQP$ circuit can decide if a given input has a particular property, or not, with a probability bounded away from one half by at least a constant, i.e. better than just randomly guessing.
However, it is also possible to define several complexity classes relating to sub-universal models of quantum computation. These classes are not thought powerful enough to solve every problem in class BQP, but are still considered outside what is possible classically. The first example of a sub-universal class, and one which will play a major role in this dissertation is the class, IQP, which stands for Instantaneous Quantum Polynomial time, [61]. This class of computation was originally defined in terms of X-Programs, i.e. gates diagonal in the Pauli-X basis operating on computational basis states\(^1\). The definition is derived by restricting the uniform circuit families in the above definition of BQP, to be composed only of the gates diagonal in the X basis. However, it is more useful to this dissertation (and indeed more commonplace) to describe them in terms of gates diagonal in the computational basis, acting on Hadamard states. Specifically an IQP computation consists of 3 steps:

1. Hadamard basis preparation, i.e preparing \(n\) qubits initially in the state \(|+\rangle^\otimes n\):

2. Unitary evolution with \(m\) operators described in the computational basis:

\[
U(\theta_j, S_j) = \exp \left( i \sum_{S_j \subseteq [n]} \theta_j \bigotimes_{i \in S_j} Z_i \right) \quad (3.4)
\]

3. Followed finally by measurements in the Hadamard basis: \(|\pm_s\rangle \langle \pm_s|\) with outcome string \(s\).

This class of computation is called instantaneous because of the commuting nature of the intermediate gates in step (2), which can be applied in any order. \(S_j\) in step (2) above is the subset of the total \(n\) qubits on which each gate, \(U(\theta_j, S_j)\), acts. In all the following, we assume that \(|S_j| \leq 2^\nu j\), i.e. the computation consists of gates acting on at most subsets of two qubits. This is sufficient for universality as described in the previous section. It is important to note at this point that with this restriction, the term in the exponent of (3.4) can be written as an Ising Model Hamiltonian\(^2\):

\[
i \sum_{S \subseteq [n]} \theta \bigotimes_{i \in S} Z_i = iH_z = i \sum_{i<j} \theta_{ij} Z_i Z_j + i \sum_{k=1}^n \theta_k Z_k \quad (3.5)
\]

\(^1\)When we say an operator, \(A\), is ‘diagonal in a particular basis’, this means the matrix representing that operator can be completely diagonalized in terms of the particular eigenbasis. Specifically this means there exists operators, \(K\), such that \(K^{-1}AK\) is diagonal. \(K\) will contain the eigenvectors of \(A\) as its columns.

\(^2\)The Ising model of statistical physics is a model of ferromagnetic spins and is described in terms of coupling terms, represented by the \(Z_i Z_j\) term in (3.5), between neighbouring spins, and local magnetic fields, given by the \(Z_k\) term.
The parameters, $\theta = \{\theta^2_{ij}, \theta^1_k\}$, can be viewed as the coupling and local magnetic fields respectively. The evolved state is then:

$$|\psi^\theta_f\rangle = \prod_{j=1}^{m} U_j(\theta_j, S_j) |+\rangle^\otimes n$$

(3.6)

Importantly, the resulting output probability distribution which can be derived from this class of computations can be written as follows using the Born rule:

$$P(s) = \left| \langle \pm_s | \prod_{j=1}^{m} U_j(\theta_j, S_j) |+\rangle^\otimes n \right|$$

(3.7)

where, for notational purposes $|\pm_s\rangle = \bigotimes_{i=1}^{n} |\pm_{s_i}\rangle$. $|\pm_{s_i=\pm 1}\rangle = 1/\sqrt{2}(|0\rangle + (-1)^{s_i}|1\rangle)$, so for $s_i = 1$, the outcome of measuring qubit $i$, is $+1$, with the post-measurement state, $|+\rangle$, and for $s_i = -1$, the result is $|−\rangle$. The initial state has been acted on by $m$ gates, all of which are diagonal in the computational basis. As mentioned above, these types of computations were originally referred to as X-Programs since they consisted of initial state preparation in the computational basis, diagonal gates in the Pauli-X basis, and measurements in the computational basis. The resulting computation is equivalent due to the following fact:

$$\langle + |^\otimes n \exp \left( i \sum_{S \subseteq [n]} \theta \bigotimes_{i \in S} Z_i \right) |+\rangle^\otimes n = \langle 0 |^\otimes n \exp \left( i \sum_{S \subseteq [n]} \theta \bigotimes_{i \in S} Z_i \right) H^\otimes n |0\rangle^\otimes n$$

$$= \langle 0 |^\otimes n \exp \left( i \sum_{S \subseteq [n]} \theta \bigotimes_{i \in S} HZ_iH \right) |0\rangle^\otimes n = \langle 0 |^\otimes n \exp \left( i \sum_{S \subseteq [n]} \theta \bigotimes_{i \in S} X_i \right) |0\rangle^\otimes n$$

using the commutation relation, $ZH = HX$, and $H^2 = 1$.

The attempts in the literature to define a class of computation which demonstrates Quantum Computational Supremacy are often satisfied with a single generating parameter, $\theta = \pi/8$, for all unitary operations$^3$.

However, it should be somewhat obvious that to define a machine learning algorithm from these types of computations, which is our goal, we require the model to be as flexible as possible in terms of its parameters, i.e. not fixed. As such, we must investigate whether it is possible to extend the set of values for the parameters, $\theta^2_{ij}, \theta^1_k$, and investigate for which parameter values the system still demonstrates supremacy.

---

$^3$The reason for this, as we shall see in Section (3.3.2), is that taking multiple repetitions of gates parametrized with this angle, one can recover most gates in a set which are required for universality.
### 3.1.1 IQP circuit

The most general form of an IQP circuit is given by (3.8):

\[
|0\rangle_H \rightarrow R_z(\phi_1)H |0\rangle_H \equiv 0/1 \quad (3.8)
\]

\[
|0\rangle_H \rightarrow R_z(\phi_2)H |0\rangle_H \equiv 0/1
\]

\[
|0\rangle_H \rightarrow R_z(\phi_3)H |0\rangle_H \equiv 0/1
\]

\[
|0\rangle_H \rightarrow R_z(\phi_4)H |0\rangle_H \equiv 0/1
\]

\[
|0\rangle_H \rightarrow R_z(\phi_5)H |0\rangle_H \equiv 0/1
\]

where \( \theta_{ij} \equiv R_z(\theta_{ij}) \). Any single qubit gate which is diagonal in the computational basis can be absorbed into the gates \( R_z(\phi_i) \), resulting in a new gate, \( R_z(\phi'_i) \), with a shifted angle, \( \phi'_i \). The section of the circuit in the dashed box is the ‘Ising’ part of the circuit, which begins and ends with a layer of Hadamard gates. Depending on the specific circuit layout, the contents of this box will change, i.e. how many qubits are entangled with each other, what single qubit rotations are used etc.. It should be noted that since the gates in the dashed box all commute with each other (which is the defining quality of IQP circuits), they can be applied in any order, but the convention is usually that the two-qubit entangling gates are applied first, followed by the single qubit gates. In the above, (3.8), we have effectively an all-to-all connected graph, where the connections (graph weights) are determined by the \( CZ(\theta_{ij}) \) entangling gates. Unfortunately, this high level of connectivity is not typically not achievable on near term quantum devices, a more common layout uses simply \textit{nearest neighbour} connectivity.

### 3.2 Quantum Approximate Optimization Algorithm

The Quantum Approximate Optimization Algorithm (QAOA) has been defined relatively recently to solve combinatorial optimization, or constraint satisfaction problems (CSP), [26]. This algorithm essentially uses an approach to simulate a non-commuting Hamiltonian on a gate based quantum computing model. In the initial definition, the algorithm was used as a candidate to solve CSP problems such as \textit{MaxCut}, and find the maximum of some objective function which counts the number of clauses which are satisfied by some assignments of bits to a set of variables. Conveniently, one can think of the situation as

\footnote{From this point on, when we refer to IQP, we mean this layout with at most two-qubit operations.}
a graph, which takes binary values, \( z_i \in \{0, 1\} \), on the vertices, and the problem asks how can these binary values be assigned such that the maximum number of constraints are satisfied. For example, a constraint could be: \((z_1) \land (z_2) \land (z_1 \lor z_2)\), which is satisfied by \( z_1 = 1, z_2 = 0 \) for example. The problem \textbf{MaxCut} asks for a configuration of the bits for which the objective function (which is given by the number of satisfied constraints) is maximized, whereas the approximate problem looks for a solution assignment for which the objective function is close to maximum.

However, we are not interested in this algorithm to solve \textbf{MaxCut}, instead we want to exploit the circuit it implements for machine learning purposes. This is motivated by the recent work, [68], which uses the \textbf{QAOA} as a subroutine to approximately prepare the Gibbs state of a Quantum Boltzmann Machine, defined by [8]. This will be discussed in more detail in Section (4.1.2). Our motivation for choosing this type of circuit is the same as for \textbf{IQP}, both circuits potentially demonstrate quantum computational supremacy as we shall see shortly.

The \textbf{QAOA} is defined in terms of a ‘cost’ Hamiltonian, \( H_z \), and a ‘mixer’ Hamiltonian, \( H_x \) (borrowing the terminology of [68]). The mixer Hamiltonian is assumed to be one which has an easily prepared ground state (typically a product state), for example (3.9):

\[
H_x = \sum_{i=1}^{n} X_i
\]  

(3.9)

Since this Hamiltonian acts only on each qubit, \( i \), individually, it can be easily seen that an eigenvector of the entire \( n \) qubit system can be decomposed into eigenvectors of each qubit. For example, an eigenvector of one term in the sum above is \(|+\rangle\), so we can write one possible eigenvector of the system as \(|+\rangle \otimes \cdots \otimes |+\rangle = |s\rangle = 2^{-n/2} \sum_{z \in \{0,1\}^n} |z\rangle\) for example. This state is also the ground state of the mixer Hamiltonian.

As mentioned above, in the \textbf{QAOA} (and indeed even in the Adiabatic Algorithm) the \textbf{CSP} is encoded into a target or cost Hamiltonian, which has the following form:

\[
H_z = C(z) = \sum_{a=1}^{m} C_a(z) \quad C_a(z) = \begin{cases} 
1 & \text{if } z \text{ satisfies constraint } a \\
0 & \text{if } z \text{ does not.}
\end{cases}
\]

(3.10)

This function is the sum of all constraints, \( a \), which are satisfied. In other words, minimising the ‘Hamiltonian’ energy when translating the problem to a quantum architecture, is equivalent to find the maximum number of constraints which are satisfied.

Just like the \textbf{IQP} circuit, if we were to interpret the problem in its most general form, it would contain constraints like \( z_1 \lor z_2 \lor z_3 \) for example\(^5\). This equates to a three-

\(^5\)This would be satisfied by a configuration s.t \( z_1 z_2 z_3 \neq 000 \)
(qu)bit operation, or in other words, a quantum gate acting on three qubits. However, we will see in the IQP case that we only need to implement single and two-qubit gates for universal quantum computation. The same conveniently holds for the QAOA. As such, we will restrict to the case where we only have at most two-bit constraints so the ‘cost Hamiltonian’ again has the form of an Ising one:

$$\mathcal{H}_z = -\sum_{i<j} J_{ij} Z_i Z_j - \sum_k b_k Z_k$$  \hspace{1cm} (3.11)

In general, the QAOA depends on a parameter, $p \geq 1$ which effectively controls the depth of the resulting circuit. It has been shown, [28], that the output distribution of even the shallowest depth version of the algorithm, $p = 1$, cannot be sampled from classically, and hence provides a good candidate to demonstrate quantum supremacy. This includes circuits of the form (3.13), and a depth $p$-QAOA has $p$ layers of these same gate sets acting in an alternating fashion, i.e. it produces a state:

$$|\gamma,\beta\rangle = \prod_{i=1}^{p} \left( e^{-i\beta_i \mathcal{H}_x} e^{-i\gamma_i \mathcal{H}_z} \right)^p |s\rangle$$  \hspace{1cm} (3.12)

The $2p$ parameters, $\gamma = \{\gamma_1, \ldots, \gamma_p\}, \beta = \{\beta_1, \ldots, \beta_p\}$ are optimized in the QAOA to produce a ground (or thermal) state of the target cost Hamiltonian, which is assumed to be difficult to prepare directly. Notice, this method of ‘switching’ from one Hamiltonian to the other is very similar to the Quantum Adiabatic Algorithm (or Quantum Annealing) and is a discrete method to approximately simulate the evolution of the system, as an alternative to the ‘analog’ methods of quantum annealing or adiabatic quantum computation. As $p \to \infty$, the state produced at the end of the algorithm is the exact state of the cost Hamiltonian which is required.

### 3.2.1 QAOA circuit

The general circuit for the subclass of QAOA that we are dealing with is exactly the same as the IQP circuit, (3.8) with the alteration of having rotations around the Pauli-$X$ axis,
$U_f^X$, in place of the final layer of Hadamard gates.

A notable difference between IQP and QAOA is the addition of extra parameters, $\Gamma = \{\Gamma_1, \Gamma_2, \ldots, \Gamma_n\}$. These additional gates indicates a potential advantage of the QAOA over an IQP circuit for a machine learning algorithm, simply due to the introduction of $n$ extra trainable parameters. However, in the rest of this work, we will assume for simplicity these extra parameters are set as constant, $\Gamma_i = \frac{\pi}{4}, \forall i$.

### 3.3 Hardness of Classical Simulation

In this section, we will provide the various results which indicate that neither circuit above, IQP nor QAOA, can be classical simulated up a multiplicative error, in the limit as the size of the input, $n \to \infty$. Before this can be shown however, we must define exactly what we mean by classical simulation and furthermore the types of error we examine. There are typically two types of simulation one can consider. The first is the notion of strong simulation:

**Definition 3.2: Strong Classical Simulation [16, 32]**

A quantum circuit family is strongly simulable if, given a classical description of the circuit, any output probability, $p(x)$, and any marginal probability, $\sum_{x'} p(x)$, can be computed to $m$ digits of precision in $\text{poly}(n, m)$ time, where $n$ is the size of the input to the circuit.

However, for our purposes, the more relevant notion is instead that of *weak simulation*:
Definition 3.3: Weak Classical Simulation

A quantum circuit family is weakly simulable if, given a classical description of the circuit, a classical algorithm can produce samples, $x$, from the output distribution, $p(x)$, in $\text{poly}(n)$ time.

As mentioned in [16], strong simulation implies weak simulation, and it is this weak simulability which we want to rule out as being classically hard, i.e. that there exists no classical probabilistic algorithm which can sample from the output distribution of the classes of sub-universal circuits that we consider. One could ask, however, “What if we do not care about getting samples from the exact distribution, and instead an approximation is good enough?”. This is a very important and relevant question to ask when discussing quantum supremacy, since it could be the case that even quantum computers cannot produce the exact dynamics that they are supposed to, due to the presence of noise. Noise typically results in decoherence and the destruction of the entanglement and interference properties of the quantum circuit, so in the presence of noise the resulting output distribution could become classically simulable\(^6\). This is a very hot topic in the field at the minute, given the approaching dawn of the quantum supremacy era, and as such we want to have strong (theoretical) guarantees about the experiments which claim to demonstrate supremacy, even in the presence of reasonable noise. The two major notions of simulation error that are considered are, [16]:

- **Multiplicative Error**: A circuit family is weakly simulable to multiplicative (relative) error, if there exists a classical probabilistic algorithm, $Q$, which produces samples, $x$, according to the distribution, $q(x)$, in time which is polynomial in the input size, such that it differs from the ideal quantum distribution, $p(x)$, by a multiplicative constant, $c < 1$:

$$\frac{1}{c} p(x) \leq q(x) \leq c p(x) \quad \forall x$$  \quad (3.14)

- **Variation Distance Error**: A circuit family is weakly simulable to variation distance error, $\epsilon$, if there exists a classical probabilistic algorithm, $Q$, which produces samples, $x$, according to the distribution, $q(x)$, in time which is polynomial in the input size, such that it differs from the ideal quantum distribution, $p(x)$ in variation

\(^6\)Indeed this has been shown to be the case for IQP in [18] even for simple depolarising noise before each qubit measurement.
distance, $\epsilon$:

$$\sum_{x} |p(x) - q(x)| \leq \epsilon \quad (3.15)$$

As noted in [31], an alternative (almost equivalent) definition of weak multiplicative error sampling is defined in [66]:

$$|p(x) - q(x)| \leq \gamma p(x), \quad \forall x, \quad \gamma < 1 \quad (3.16)$$

From this definition, it can be clearly seen that hardness of sampling to within multiplicative error is, in some sense, weaker than sampling to total variation distance error. The former implies the latter, but the converse is not necessarily true. Taking a sum over all possible samples, $x$, in (3.16), and setting $\gamma = \epsilon$ gives the result of (3.15) immediately. Intuitively, multiplicative error sampling is ‘harder’ since it must hold for all the samples, i.e. the classical algorithm, $Q$, must capture all the fine features of the target distribution, $p$. In contrast, variation distance error says that the distributions only have to be similar ‘overall’. A third notion of error is also studied:

- **Additive polynomial error**: A circuit is weakly simulable to additive polynomial error if there exists a classical sampler, $q(x)$, such that:

$$|p(x) - q(x)| < \frac{1}{f(n)} \quad (3.17)$$

where $f(n)$ is a polynomial function of the input size, $n$.

As noted in [31], it would be desirable to have a quantum sampler which could achieve the bound, (3.14), but this is not believed to be an experimentally reachable goal. That is why much effort has been put in trying to find systems for which supremacy could be provably demonstrated according to the error condition, (3.17), which is relatively easier to achieve in the lab. The works of [5, 17], for example, attempt to prove such a scenario, but lean on more complexity theory assumptions than those typically required to prove hardness of sampling to multiplicative error. However, in this work, we will focus primarily on the case of sampling to within multiplicative error, as this is more well studied, and is usually the first step proven in these hardness results.

The final ingredient required is the notion of ‘postselection’. Postselection is a tool used in complexity and probability theory which enables one to “win the lottery”. Formally, it is the ability to condition on a particular event in the probability space. If the raw probability of an event, $E$, occurring, is given by $P(E)$, the ‘postselected’ distribution
is given by the conditional probability on some other event, \( F \), \( P(E|F) \). This is referred to as ‘postselecting’ on event \( F \) occurring.

Intuitively, postselection allows one far more power than would be normally allowed in any probabilistic theory, as it gives the ability to essentially produce an outcome (which could be exponentially unlikely in the standard theory), with probability 1 in the postselected version of the theory. For example, since quantum computers operate probabilistically (the desired solution to an encoded problem occurs with a certain probability), but if equipped with the theoretical power of postselection, they would be able to produce the solution deterministically.

### 3.3.1 Complexity Theory

In this section we will lay the required foundation of complexity theory results which are required to prove the classical hardness of sampling from the circuit classes we care about, like IQP and QAOA.

Firstly, it is possible to define a postselected model of a probabilistic complexity class, \( \mathcal{A} \), given by Post\( \mathcal{A} \), which means we can postselect a certain number of the output registers to be the 0 outcome, for example. The relevant results, [16], [26], provide an argument to show the hardness of classically sampling from the output distributions of certain circuit families results in a collapse of the so-called Polynomial Hierarchy.

**Definition 3.4: Polynomial Hierarchy (PH) [64]**

The polynomial hierarchy (PH) is defined as follows:

\[
\text{PH} = \bigcup_{k \in \mathbb{N}} \Sigma_k^P
\]

where:

\[
\Delta_0^P = \Sigma_0^P = \Pi_0^P = \mathbb{P}
\]

The other levels, \( i \geq 0 \) are defined recursively with respect to oracles\(^a\):

\[
\Delta_{i+1}^P = \mathbb{P}^{\Sigma_i^P}, \quad \Sigma_{i+1}^P = \mathbb{NP}^{\Sigma_i^P}, \quad \Pi_{i+1}^P = \mathbb{coNP}^{\Sigma_i^P}
\]

\(^a\)Oracles are like black boxes that can return an answer to a problem in the complexity class in which they are defined in one step (or one query to them).

\( \mathbb{P} \) is the complexity class of decision problems solved in polynomial time on a deter-
ministic Turing Machine. It is the zeroth level of the PH. Also by this definition, NP and coNP sit in the first level of the Hierarchy. NP is the class of decision problems where a yes instance can be verified in polynomial time, but the solution cannot be produced\(^7\) in polynomial time. coNP is the complement of NP, in which one can efficiently verify a no instance of a problem instead. A collapse of the Polynomial Hierarchy is an instance where a higher level is proven to sit inside a lower level, for example, if NP is proven to be equal to P then the PH would collapse to the zeroth level, i.e. complete collapse. A collapse at a higher level is in some sense a generalisation of P = NP, and while not as unlikely, it is still believed such a collapse does not exist, i.e. the PH is infinite\(^8\). Another relevant class is called \#P, which is a counting complexity class, and is a generalisation of NP, which is a decision class. Briefly, \#P is believed to be a much larger class than NP, which can be seen intuitively as follows. Problems in NP are of the form: ‘Does there exist a solution to a problem?’. In contrast, the corresponding \#P version would ask: ‘How many solutions exist to the problem?’. Finally, to reiterate, BPP is the classical version of BQP, and is commonly referred to as the class of problems which classical (probabilistic) computers can solve efficiently.

Now, we are trying to show the following in relation to our problem. If there existed a classical algorithm, \(\mathcal{P}\), which could produce samples according to the probability distribution outputted from a given quantum model, \(\mathcal{Q}\) (within a multiplicative error) in polynomial time, this results in a collapse of the polynomial hierarchy. Since we have good reason to believe the latter does not happen in reality, then there must exist no classical algorithm which can achieve the former. This is exactly the argument given in [16], [26] for IQP and QAOA respectively.

Firstly, it is known by Toda’s Theorem [67], that a \(\mathcal{P}\) machine (i.e. a deterministic Turing machine) with access to a \#P oracle can solve any problem in the PH:

\[
\text{PH} \subseteq \text{P}^{\#P}
\]  

Furthermore, Aaronson, [3], proved that BQP equipped with postselection can also solve \#P problems, \(\text{P}^{\#P} = \text{P}^{\text{PostBQP}}\). This illustrates the power of postselection which elevates ‘standard’ quantum computing to be able to solve every problem in the polynomial hierarchy. Now, the final ingredient is to ask where classical computation, i.e. BPP,\(^9\)

\(^7\)If P \(\neq\) NP.

\(^8\)For a nice intuitive explanation of the PH and its collapse, see [26].

\(^9\)The use of the oracle formalism is necessary because \#P and BQP are not the same type of complexity class; the former is a class of counting problems, while the latter are decision problems. The oracle formalism captures in some sense the ‘power’ of these classes to derive an equivalence. Further, what was actually proved is that PP = PostBQP, but P^{\#P} = P^{PP}.
fits into this. It is known that \( \text{BPP} \) with postselection sits in the third level of the \( \text{PH} \), [37]:

\[
\text{P}^\text{PostBPP} \subseteq \Sigma_3^P \tag{3.22}
\]

Now that the relevant ingredients have been collected, we can state the aim of these proofs slightly more formally. Roughly speaking, we want to show that if a given classical sampler (which is in \( \text{BPP} \)) can produce samples, \( z \), according to a distribution \( p(z) \) which is close (in multiplicative error) to the output distribution, \( q(z) \), from a universal quantum sampling model, \( \text{BQP} \), then we can prove that \( \text{PostBPP} = \text{PostBQP} \). This implies the following:

\[
\text{PH} \subseteq \text{P}^\#P = \text{P}^\text{PostBQP} \overset{(a)}{=} \text{P}^\text{PostBPP} \subseteq \Sigma_3^P \\
\implies \text{PH} \subseteq \Sigma_3^P \tag{3.23}
\]

The above (3.23) is a collapse of the \( \text{PH} \) to the third level, and is believed to be unlikely. To illustrate how this is true (an argument to say that if a classical sampler existed, (a) would be true, i.e. \( \text{PostBPP} = \text{PostBQP} \)), we repeat the result of [28]. Clearly, \( \text{PostBPP} \subseteq \text{PostBQP} \) since any problem solvable on a classical computer is also solvable on a quantum computer. The reverse inclusion involves proving that a decision problem solvable by a \( \text{BQP} \) machine with postselection, can also be solved by a \( \text{BPP} \) machine with postselection, if the \( \text{BPP} \) machine could output strings to within multiplicative error of the \( \text{BQP} \) circuit. Let \( q(z_1, z_2) = \left| \langle z_1, z_2 \mid U \mid 0^n, 0^n \rangle \right|^2 \) be the output distribution produced by a general \( \text{BQP} \) unitary acting on a \( n + 1 \) qubit register. Postselecting on the \( n \) qubit register to give the all-zero outcome, \( 0^n \) results in the postselected quantum distribution:

\[
q_{\text{post}}(z_1) = \frac{q(z_1, 0^n)}{q(0^n) + q(1, 0^n)} \tag{3.24}
\]

Now, a decision problem is solvable by a \( \text{PostBQP} \) machine if \( q_{\text{post}}(z_1 = 0) \geq 2/3 \) on the Yes instance of the problem, and \( q_{\text{post}}(z_1 = 0) \leq 1/3 \)\(^{10} \) on the No instance. Similarly, we can define the distribution produced by some classical algorithm equipped with postselection as:

\[
p_{\text{post}}(z_1) = \frac{p(z_1, 0^n)}{p(0^n) + p(1, 0^n)} \tag{3.25}
\]

Now, if this distribution, \( p(z_1, z_2) \), was close to the quantum distribution, \( q(z_1, z_2) \), to within multiplicative error, this implies by (3.16), that the distributions can be related

---

\(^{10}\)This is equivalent to saying \( q_{\text{post}}(z_1 = 1) \geq 2/3 \)
as follows:

\[ |p(z_1, z_2) - q(z_1, z_2)| \leq \gamma q(z_1, z_2) \]  

(3.26)

\[ \implies -\gamma q(z_1, z_2) \leq p(z_1, z_2) - q(z_1, z_2) \leq \gamma q(z_1, z_2) \]

\[ (1 - \gamma)q(z_1, z_2) \leq p(z_1, z_2) \leq (1 + \gamma)q(z_1, z_2) \]

\[ \implies p_{\text{post}}(z_1) = \frac{p(z_1, 0^n)}{p(0, 0^n) + p(1, 0^n)} \leq \frac{(1 + \gamma)q(z_1, 0^n)}{(1 - \gamma)(q(0, 0^n) + q(1, 0^n))} = \frac{1 + \gamma}{1 - \gamma} q_{\text{post}}(z_1) \]

Similarly,

\[ p_{\text{post}}(z_1) \geq \frac{1 - \gamma}{1 + \gamma} q_{\text{post}}(z_1) \]

So, if \( q_{\text{post}}(z_1 = 0) \geq 2/3 \) on the No instance, this implies that \( p_{\text{post}}(z_1 = 0) \geq \frac{2(1 - \gamma)}{3(1 + \gamma)} \approx 0.54 \) if \( \gamma = 0.1 \) on the No instance also, and \( p_{\text{post}}(z_1 = 1) \leq \frac{1(1 + \gamma)}{\frac{1}{2}(1 - \gamma)} \approx 0.41 \) on the Yes instance. Hence, if a classical sampler exists with a distribution close in multiplicative error to the quantum one, that same sampler could be leveraged to solve PostBQP decision problems, and so we arrive at the result \( \text{PostBQP} = \text{PostBPP}^{11} \) which precipitates the desired PH collapse.

The above is a necessary step, however we are still not done. What we actually care about are these sub-universal models, \( Q \), where \( Q = \{\text{IQP}, \text{QAOA}\} \) for example. As such, we actually want to show that \( \text{PostQ} = \text{PostBQP} \). If this can be done, then subject to the non-collapse of the PH, we can conclude that there must exist no BPP algorithm to produce samples from the correct output distribution of our sub-universal model of choice. In other words, these models are “as hard” as full universal quantum computation to classically simulate.

The aim of the next section is to illustrate how both the QAOA and IQP, along with another slightly different model which we refer to as IQPy, can simulate universal quantum computation when given the extra power of postselection.

Firstly, we repeat the main results of [16, 28], which show that specific instances of IQP and QAOA can simulate BQP with the aid of postselection. Then we repeat an argument of [32] to show that these results also hold for many instances of these classes. Finally, we show a similar result for IQPy, and therefore extend the hardness result slightly to include the full class of circuits we will use in the Ising Born Machine later in Section

\[ \footnote{Note, it is not necessary to achieve the exactly the same decision gap as in the quantum case (2/3 for Yes etc.), it is only required to be bounded away from 1/2 by a constant, as mentioned in Section (3.1).} \]
It should be mentioned for completeness that there also exists a fourth major choice for a model to demonstrate supremacy, (the others being RCS, IQP, QAOA) which is called BosonSampling, [5], but it is not as obvious to implement this in a circuit model since it works best with photonic quantum computing architectures. As such, we do not consider it here.

3.3.2 Hardness of Simulating IQP

As mentioned above, IQP circuits consist of local $Z$ rotations: $D^k_1(b_k) = \exp\{ib_kZ_k\}$ and two-qubit operations $D^i_j(J_{ij}) = \exp\{iJ_{ij}Z_iZ_j\}$ acting on $|+\rangle$ states followed by a final layer of $H$ gates and computational basis measurements. As shown in [16], for a single parameter, $b_i = \pi/8$, one can generate the $P = D_1(\pi/8) = e^{i\pi/8}Z$ and $Z \propto D_1(\pi/8)^4$, so four repetitions of the $P$ gate is equivalent to a $Z$ gate. Also, for $J_{ij} = \pi/8$, one can get the $CZ$ gate since $CZ_{ij} \propto [D^i_j(\pi/8)]^2[D_1(\pi/8)]^4[D^j_i(\pi/8)]^4$, which will be shown in Section (4.1.3). As such, we now have that three ingredients out of the required four in a universal set, \{\$CZ, P, Z, H\}, are automatically a part of IQP circuits.

The missing ingredient is the Hadamard gate, which is not diagonal in the computational basis, and hence is not allowed in the IQP / QAOA model. However, this is where postselection comes to the rescue. If we define PostIQP to be IQP where we now also allow so-called ‘postselection registers’, [16] shows that PostIQP = PostBQP. One inclusion is straightforward, namely: PostIQP $\subseteq$ PostBQP since IQP is a subclass of BQP. The reverse inclusion requires showing that it is possible to simulate a $H$ gate in the postselected IQP model at any location in the intermediate BQP circuit where one is required\(^{12}\). This is done via the following Hadamard Gadget:

\[
|\psi\rangle \xrightarrow{U} |\psi\rangle \xrightarrow{H} |\psi\rangle \xrightarrow{V} UHV |\psi\rangle \quad (3.27)
\]

\[
|\psi\rangle \xrightarrow{U} |\psi\rangle \xrightarrow{\langle+|} \text{Postselection} \xrightarrow{V} UHV |\psi\rangle
\]

$U, V$ are any diagonal gates that proceed or follow the Hadamard. The notation $\langle+|$ indicates a postselection, that we are forcing the first qubit to be in the state, $|+\rangle$. This results in the initial state, with the desired gate sequence, $UHV$ being ‘teleported’ to the ancilla. Also, it is important to realise that the Hadamard in the original circuit is\(^{12}\) this is because, in general, a BQP circuit may have polynomial depth, i.e. polynomially many non-commuting gates. In IQP this is not allowed.
intermediate in between \( U \) and \( V \), which are assumed to be diagonal. These intermediate \( H \) gates are the ones which we want to remove. Due to the relation \(|+\rangle = H |0\rangle\), postselection in the \(|\pm\rangle\) basis is equivalent to the circuit beginning with a \( H \) gate, and postselecting in the computational basis (which is the standard IQP structure).

It can be seen that this structure now fits in the PostIQP model as we have swapped the intermediate Hadamard gate with a \( CZ \), which is diagonal, and a postselection. The Hadamard Gadget works as follows (setting \( U = V = 1 \)) for clarity. Assume we wish to apply \( H \) to the state \(|\psi\rangle = \alpha |0\rangle + \beta |1\rangle\), so the resulting state should be:

\[
H |\psi\rangle = \alpha H |0\rangle + \beta H |1\rangle = \alpha |+\rangle + \beta |-\rangle
\]

The operation of the gadget is as follows:

\[
\implies CZ |\psi\rangle |+\rangle = (\alpha |0+\rangle + \beta |1-\rangle)
\]

\[
= \frac{1}{\sqrt{2}} (\alpha |++\rangle + \alpha |--\rangle + \beta |+-\rangle - \beta |--\rangle)
\]

\[
= \frac{1}{\sqrt{2}} \left( \begin{array}{c}
|+\rangle [\alpha |+\rangle + \beta |--\rangle] + |-\rangle [\alpha |--\rangle - \beta |+\rangle]
\end{array} \right)
\]

(a) follows because \(|\pm\rangle = \frac{1}{\sqrt{2}} (|0\rangle \pm |1\rangle\). Therefore by postselecting the original qubit to be \(|+\rangle\), it is possible to project the Hadamard onto the ancilla. In this way, a general \( BQP \) circuit can be collapsed to an \( IQP \) circuit by adding an ancilla for each Hadamard in the original circuit.

With the above gadget, one can easily see the power of postselection. If we were not able to deterministically select the outcome of the original qubit, it could end up in the \(|-\rangle\) state with some probability. Indeed this is exactly what happens in the standard quantum computing model. This outcome would lead to \( XH \) being applied to the ancilla, rather than the desired \( H \), and as such would require a correction to be applied (specifically an extra \( X \), since \( X^2 = 1 \)) to get a deterministic outcome. Thus, the above shows that PostIQP(\( \pi/8, \pi/8 \)) = PostBQP\(^{13}\), i.e. IQP with a single parameter for the single and two-qubit operations is sufficient to generate any quantum computation.

### 3.3.3 Hardness of Simulating QAOA

In the above, we have demonstrated how IQP with postselection is equal to BQP with postselection. A very similar result can be shown for QAOA, i.e. that PostQAOA = \(^{13}\)See (3.31) for an explanation of this notation.
PostBQP, as proven by [28]. We will now repeat this argument, noting that since the structure of the intermediate part of a QAOA circuit is exactly the same as IQP, the only difference is the final measurement gate, $U^X_f$. As such, it is clear that $CZ, P, Z$ can be generated in exactly the same way as in IQP. The only non-trivial part is how the intermediate Hadamards can be generated. The above gadget (3.27) no longer fits with the QAOA model, since QAOA circuits end with rotations around the Pauli - $X$ axis on all qubits, rather than Hadamards. Following [28], if $\gamma = \pi/4$, the final measurement gate is in fact given by (2.17, 3.28), $\tilde{H}$:

$$\tilde{H} = e^{-i\pi X} = \frac{1}{\sqrt{2}} \begin{pmatrix} 1 & -i \\ -i & 1 \end{pmatrix}$$

(3.28)

Again, this gate can be generated by an integer multiple of $\pi/8$. The gadget required in this case to simulate a Hadamard on the desired qubit is given by:

$$|\psi\rangle \xrightarrow{U} |\psi\rangle \xrightarrow{H} |\psi\rangle \xrightarrow{V} UHV |\psi\rangle$$

(3.29)

where:

$$F = e^{-i\pi 12[01][01]} e^{-i\pi 4[11][11]} = \begin{pmatrix} 1 & 0 & 0 & 0 \\ 0 & i & 0 & 0 \\ 0 & 0 & 1 & 0 \\ 0 & 0 & 0 & -i \end{pmatrix}$$

(3.30)

This gate is added to compensate the addition of $\tilde{H}$ at the end of the circuit, and since it is diagonal in the computational basis, it can be decomposed into $CZ$ gates and local rotations. We will see how this is done for the second exponential term in (3.30) later in Section (4.1.3). The first term can be computed the same way\(^{14}\). Thus, just as in IQP, PostQAOA($\pi/8, \pi/8, \pi/4$) = PostBQP.

However, all of the above has only assumed very specific values to generate the above circuit classes, i.e. $\pi/8, \pi/4$. We now ask the question, for what parameter values do these models remain classically hard to simulate? This is of vital importance for our machine learning algorithm for which, as we shall see later, we need to train these parameters and as such they will need to take on many values. It is essential that for all of the parameter

\(^{14}\)Note: $|ij\rangle \langle ij| = |i\rangle \langle i| \otimes |j\rangle \langle j|$
values we allow the algorithm to take, the resulting circuit class is hard to simulate in order to get a quantum advantage.

Notice, in the above models, it was necessary to generate maximal entanglement between two pairs of qubits for universality (i.e. the particular parameter value which admits a maximally entangling $CZ$ gate). We will see in Section (4.1.3), how different parameters in the two-qubit unitaries ($\exp(i\theta ZZ)$) result in $CZ(\alpha)$\textsuperscript{15} gates plus local corrections, which are not maximally entangling for $\alpha < \frac{\pi}{4}$, and hence how the ‘Ising gate’ we are referring to is related to the gates on our standard universal set.

To answer the question of which parameter values the computation can take, we refer to the work of [32] and [55]. In particular, if we have diagonal gates parametrized by an angle, $\theta$, acting on either one or two qubits:

$$D_1(\theta_1) = e^{i\theta_1 Z} \quad D_2(\theta_2) = e^{i\theta_2 ZZ}$$  \hspace{1cm} (3.31)

Where we denote $\text{IQP}(\theta_1, \theta_2), \text{QAOA}(\theta_1, \theta_2, \Gamma)$ to be the classes of circuits composed of diagonal two-qubit gates with parameter(s), $\theta_2$, single qubit gates with parameter(s), $\theta_1$, and in the case of QAOA, the $\Gamma$ parameters are those in the final $X$ rotations which determine the measurement basis.

Now, all the gates in our models are of the form $U(\alpha) = e^{i\alpha \Sigma}$, where $\Sigma$ is some tensor product of Pauli operations, i.e. $\Sigma = \{Z \otimes Z, Z, X, Y\}$ for example. By applying each of these gates $m$ times, where $m = O(1/\epsilon)$ is an integer, we can get a gate which is arbitrarily close in some error measure to the required gate, which has parameter $\pi/8$. We have already seen how diagonal gates with this parameter can generate all the required diagonal gates for universality, and with postselection we get the rest. Therefore, if it is possible to simulate this $\pi/8$ parameter, with an arbitrary parameter, $\alpha$, (and postselection) we will be able to simulate $\text{PostIQP}(\pi/8, \pi/8)$ (and $\text{QAOA}(\pi/8, \pi/8, \pi/4)$), and hence $\text{BQP}$.

The error measure is defined, [55], as the difference between the operations of two gates on a quantum state, when maximized over all possible states:

$$E(U, V) = \max_{\psi} ||(U - V) |\psi\rangle ||$$  \hspace{1cm} (3.32)

Where $|| \cdot ||$ is the norm of a vector: $||U |\psi\rangle || = \sqrt{\langle \psi | U^\dagger U |\psi\rangle}$. If, by $m$ repetitions, the gate is within $\epsilon$ of the required gate with parameter $\pi/8$, $U(\pi/8 + \epsilon)$, the error induced

\textsuperscript{15}The relationship between $\alpha$ and $\theta$ will also be made apparent.
by this extra $\epsilon$ factor will be $O(\epsilon)$:

$$E(U(\pi/8 + \epsilon), U(\pi/8)) = |1 - e^{i\frac{\epsilon}{2}}| = |1 - (1 - i\epsilon/2 - \epsilon^2/8 + O(\epsilon^3))|$$

$$= |i\epsilon/2 + \epsilon^2/8 + O(\epsilon^3)| = \sqrt{(\epsilon^2/8)^2 + [\epsilon/2]^2 + O(\epsilon^3)}$$

$$= \sqrt{\epsilon^4/64 + \epsilon^2/4^2 + O(\epsilon^3)} = \epsilon/2\sqrt{1 + \epsilon^2/16 + O(\epsilon^3)} = O(\epsilon)$$

Specifically, with the two-qubit gate for example:

$$D_2(\theta_2)^m = D_2(m\theta_2) = D_2\left(\frac{\pi}{8} + \epsilon\right)$$

(3.33)

so the gate with parameter $\theta_2$ can be made $\epsilon$ close to the required $CZ \sim D_2(\pi/8)$ with respect to the error, as noted by [32, 55]. The same thing holds for the single qubit gates with angle $\theta_1$ approximating $Z$ or $P$ for example. Furthermore, it also holds for the final rotation gates, $R_x(\Gamma)$, from QAOA and $R_y(\Delta)$ which will appear in IQP$_y$. However, we have not said for what constraints on $\theta_1, \theta_2$ this argument holds. Clearly it cannot hold for every value, since as shown in [32], if there is no entanglement in the system (i.e. $\theta_2 = 0$ for all qubits) the system becomes separable, and hence can be written as an Ising partition function which is exactly solvable. Similarly, for a system which has only entanglement but no local rotations, the same is true. The key ingredient is that the given instance must be able to simulate universal quantum computation in some sense. As such, for all parameters which are either:

$$\theta = \begin{cases} 
\frac{(2l+1)\pi}{8d} & \text{for integers, } d, l \\
2\nu\pi & \nu \in [0, 1) \text{ irrational.} 
\end{cases}$$

(3.34)

The irrationality of the parameter values allows the above, (3.33), to be true since $2\pi\nu m \mod 2\pi$ is distributed uniformly$^{16}$. If this parameter, $\epsilon$, is lower than the threshold for fault-tolerant quantum computation, as noted in [32], then we can reliably simulate universal quantum computation.

3.3.4 Hardness of Simulating IQP$_y$

Finally, we extend the above results slightly to include a larger class of computations, namely it is possible include final measurements of the the final qubits not only in the Hadamard basis, ($H$ as in IQP), and in a rotated $X$ basis ($H$, as in QAOA), but also in

$^{16}$See [14] for a proof that any arbitrary phase can be approximated to accuracy, $\epsilon$, with $\text{poly}(1/\epsilon)$ repetitions of a phase which is an irrational multiple of $2\pi$. This shows that we it is possible to achieve any gate: $e^{i2\nu\pi/\delta}$ using $m$ repetitions of $(e^{i2\nu\pi/\delta})^m$ if $\nu$ is irrational.
any other basis in the $X-Y$ plane of the Bloch sphere. For example, a final measurement in a Pauli-$Y$ rotated basis:

$$R_y(\Delta) = e^{-i\Delta Y}$$  \hspace{1cm} (3.35)$$

The computation involving diagonal gates acting on $|+\rangle$ basis states, with a final measurement in this $(3.35)$ basis shall be referred to as $\text{IQP}_y(\theta_1, \theta_2, \Delta)$. Replacing this $Y$ rotation with any one in the $X-Y$ plane gives the class of Ising Born Machine circuits that will be used in this work.

If there exists no classical randomized polynomial time algorithm to produce samples, $z$, in polynomial time according to the $\text{IQP}$ distribution:

$$p_{\text{IQP}}(z) = |\langle z| H^{\otimes n}U_z H^{\otimes n}|0\rangle^{\otimes n}|^2$$  \hspace{1cm} (3.36)$$

then no algorithm exists to produce samples, $z'$, according to the $\text{IQP}_y$ distribution either:

$$p_{\text{IQP}_y}(z') = |\langle z'| \bigotimes_{i=1}^n e^{i\frac{\pi}{4} Y_i}U_z H^{\otimes n}|0\rangle^{\otimes n}|^2$$  \hspace{1cm} (3.37)$$

This is due to the relationship: $H = \frac{1}{\sqrt{i}}XY^{\frac{1}{2}} = \frac{1}{\sqrt{i}}XR_y(\frac{\pi}{2})$. Therefore, choosing $\Delta_i = \pi/4$, we get that the two distributions, $(3.36, 3.37)$ are related as follows:

$$p_{\text{IQP}}(z) = |i^{-n} \langle z| X^{\otimes n}\sqrt{Y}^{\otimes n}U_z H^{\otimes n}|0\rangle^{\otimes n}|^2$$  \hspace{1cm} (3.38)$$

$$= |\langle z'| \bigotimes_{i=1}^n e^{i\frac{\pi}{4} Y_i}U_z H^{\otimes n}|0\rangle^{\otimes n}|^2$$  \hspace{1cm} (3.39)$$

$$= p_{\text{IQP}_y}(z')$$  \hspace{1cm} (3.40)$$

so $z'$ is simply $z$ with every bit flipped. Clearly, if one could produce samples, $z$, by some classical means efficiently, then the same algorithm with one extra step can be used to produce the samples, $z'$, and hence $\text{IQP}_y(\theta_1, \theta_2, \pi/4)$ is also classically hard to sample from, where $\theta_1, \theta_2$ have the same constraints as in $\text{IQP}$ or QAOA.

In Sections (4.2.1, 4.2.2), we will see that the computing the gradient of the Ising Born Machine requires running circuits which are parameter shifted with respect to the original one. Furthermore, as we train the model, the parameters, $\theta_1, \theta_2$ will change. We can ensure that the system remains hard to simulate as long as we start with an initial configuration of the parameters that demonstrates supremacy, and update them such that this remains the case. For example, if we choose the initial parameters, $\theta_i = 2\pi \nu$, where $\nu$ is irrational, then an update will be of the form $\theta_{i+1} = \theta_i + \mu$. If we choose
If \( \mu = 2\pi \alpha \), then the new parameters at stage, \( n+1 \), will be \( \theta^{(n+1)} = 2\pi \beta \), \( \beta = \nu + \alpha \). Since \( \nu \) was irrational originally, \( \alpha \) will also be irrational, and therefore the new system will be hard to simulate. Although, clearly we cannot allow updates like \( \alpha = -\nu (\pm \delta) \), where \( \delta \) is rational since this will result in the parameter going to 0 (\( \delta \)) and could make the model classically simulable. A good example of this, is if we choose the final parameter in QAOA, \( \Gamma = 0 \). In this case, we create a uniform superposition from the initial Hadamards, \( 1/\sqrt{2^n} \sum_z |z\rangle \), and then apply gates in the computational basis. This will only add phases to each contribution \( e^{i\theta} |z_j\rangle \). If we have no final ‘measurement’ gate (i.e. the parameter is zero), this is equivalent to measuring the state in the computational basis at the end. Since the phases do not have the ability to interfere with each other, they will have no effect on the measurement probabilities\(^{17}\), and the final distribution will be simply the uniform distribution over all \( n \)-bit strings, \( z \). This can clearly be classically simulated by a sequence of coin flips\(^{18}\).

Furthermore, this can be extended to (almost) any final measurement rotation in the \( X - Y \) plane. Firstly, if the parameter values, \( \Gamma, \Delta \) for QAOA or IQP, are chosen as in (3.34), then they allow simulation of \( \exp(i\pi/4Y_k), \exp(i\pi/4X_k) \) by the same argument as (3.33), i.e. by applying each one \( l = O(1/\delta) \) times to simulate the required gates to within \( \delta \) in the error. This means it is also possible to train these parameters, \( \{\Gamma_k, \Delta_k\} \) to enhance the model, just as we will do for the Ising parameters, \( \{J_{ij}, b_k\} \) in Section (4.1.3). However, we will not do this in this dissertation, instead leave it to future work. Finally, the result for any final rotation in the \( X - Y \) plane follows immediately since, for example, to get to the states \( |\pm\rangle \) on the Bloch Sphere from \( |\pm i\rangle \), this involves a rotation around the Pauli-\( Z \) axis, so this extra rotation can be absorbed back into the single qubit rotation parameters, \( b_k \). This can be generalised easily.

\(^{17}\)This is because \( |\langle 0 | e^{i\theta} |z_j\rangle|^2 = |e^{i\theta} \langle 0 |z_j\rangle|^2 = |\langle 0 |z_j\rangle|^2 \)

\(^{18}\)Thanks to Andru Gheorghiu for pointing this out.
Chapter 4

Quantum Machine Learning Models

The field of machine learning (ML) has found great application in our modern world and is now ubiquitous. It is the aim of the new and rapidly growing field of quantum machine learning (QML) to apply quantum techniques to the wealth of knowledge and resources available in its classical counterpart. This is done in the hope to find a candidate problem which maps naturally into the quantum domain and which leads to a better solution, or to reach a solution more quickly than is possible classically. This question has practical relevance, as currently it may take hours or days to train a specific machine learning model to perform a task, given classical technology. If quantum methods could speed this process up to minutes or seconds, this would be an excellent advantage to have.

The initial step into the field of QML was the discovery of the HHL [39] algorithm for solving systems of linear equations with a potential exponential speedup\(^1\) over the best classical methods to solve the same problem. As Scott Aaronson puts it, [4], while this method does have several technical requirements which may prohibit an actual realisation of this speedup in practice, it forms the “skeleton” of a useful algorithm to be built on by other works addressing these technical limitations. A particular instance is the development of Quantum Random Access Memory (qRAM), [35], which is another hot topic in the field at the current time. In general, these types of algorithm, such as HHL, require the ability to take a given dataset and prepare the data (say a vector \(\vec{d} = (d_1, \ldots, d_n)\)) in a coherent superposition state:

\[
|\Psi\rangle = \sum_j d_j |j\rangle
\]  

This can be done using qRAM [35], and, in some sense, asks for the ability to access all the data values at once. Unfortunately, a major limitation to these algorithms seems to

\(^1\)This exponential speedup comes with several caveats and only applies in certain specific cases.
be how difficult an actual working qRAM is to create in practice. A second potential algorithm which had the most promise for a realizable implementation was a quantum algorithm for recommendation systems, [41], such as the one used by Netflix to recommend products to customers. This quantum algorithm gave an exponential speedup over the best known classical algorithms to solve the same problem, under more realistic assumptions than the HHL algorithm. However, this algorithm was also very recently de-quantized, [65], in the sense that it inspired a completely classical algorithm which is exponentially faster than any existing classical one, given the same assumptions as its quantum counterpart. This can be seen as both a win and a loss for the field of QML, since the best hope for an exponential quantum advantage has disappeared for this problem, however it possibly could not have existed without the initial quantum insight.

We mention these above examples for the following reason. The HHL algorithm has a very well defined application: solving systems of linear equations, which has much use in the field of ML, but as mentioned above, the physical realisation of this algorithm is far from straightforward. The recommendation system algorithms also have a well defined problem to solve, but the quantum version lacked the theoretical footing of complexity theory results to guarantee a classical-quantum separation, hence its subsequent de-quantization. It is our hope that the model we will present in this work has the best of both worlds. While it may have a less obvious problem to solve, it has a much easier implementation than HHL, particularly for the dawn of the NISQ era, but comes with the relevant complexity theory results to ensure it also does not become de-quantized.

4.1 Generative (Quantum) Machine Learning

The problem we address is that of Generative Machine Learning (GML), for which we propose a quantum solution. Roughly speaking, the problem that is tackled with generative models is the following:

Given samples from a probability distribution (i.e. a dataset), can we learn that probability distribution with a generative model, such that when querying the (trained) model, new samples are produced according to the original data distribution (or a distribution which is close enough for practical purposes)?

The goal of these types of generative algorithms is to essentially learn some representation of a given dataset, such that it can be reproduced on command. In a specific
example, generative models are used in statistical classification, where one has an observed variable, $X$, and a target variable, $Y$. Generative classification models wish to learn the joint distribution over both random variables, $P(X,Y)$. Typically $Y$ is a set of ‘labels’, with which to label the observations, $X$. Once this joint distribution has been learned, it is applied to the classification problem as follows. Given a point in the support of the observed variable, $X = x$, what label, $y$, should be applied to that observation? This is given according to the conditional distribution: $P(Y|X = x)$, which can be computed using the joint.

On the other hand, there exists the alternative method of discriminative classification algorithms which attempts to learn the conditional directly, i.e. it learns $P(Y|X = x)$ in order to best guess how to best learn label the samples. However, we will adopt a broader view of these approaches without specific reference to the classification problem. As such, ‘generative model’ will refer to learning some probability distribution, whereas ‘discriminative model’ will refer to discriminating data into classes. In other words, we are not concerned with how the distribution is used once it has been learned, we only care about learning it such that it allows sampling afterwards.

As a simple example of generative models, imagine one is given a set of images of cats (a dataset). For some reason, we wish to generate new images of cats, which we have not seen before. A generative machine learning algorithm would learn some distribution over the images of cats to “learn what a cat looks like”. Once it has acquired this internal representation, it should be able to probabilistically produce a new image according to what the algorithm has decided the defining features of a cat should be, given the images it has already seen. Figure (4.1) illustrates the distinction between discriminative and generative ML models; the former is asked to classify a new sample to be either a cat or dog image, based on its features, the latter is required to generate a new image of a cat, for example.

As mentioned above, generative models typically require the drawing of samples from the trained model, and it turns out even in the training process, we usually require a method of sampling from these models efficiently. Given a probability distribution over some data (this will be an empirical distribution computed from samples from the training set), we can heuristically describe how the learning procedure works:

(1) Start with a candidate probability distribution, typically given by parameters initialized at random.
(2) Compare some ‘distance’\textsuperscript{2} between the data, and the instantaneous distribution produced by our model at some points during the training.

(3) Update the parameters in the model according to some optimization procedure (e.g. gradient descent) so that the distance is minimized.

(4) Repeat steps (2)-(4) until a minimum of the distance function has been attained.

(5) Sample from the model to produce new models according to the original data distribution.

In step (2), it is necessary to compute the instantaneous distribution outputted by our model. To do so, we must sample from the model to build a picture of this distribution. This will be the best approximation of the model to the training data at the current time, and it is the goal of the training algorithm to make the approximation better as time goes on.

Given this need, hopefully the application of quantum computers in this area is becoming apparent. We went to great lengths above in Sections (3.3) to describe probability distributions from which samples can be outputted from quantum devices, but which could not be derived by any classical means. It is the conjecture of this work, that because these distributions cannot be simulated efficiently classically, therefore these types of Supremacy-QML algorithms present opportunities to learn probability distributions better than is possible using any purely classical algorithm. This point is discussed further in Chapter (5).

\textsuperscript{2}This is a highly important point which will be addressed in detail later.
4.1.1 Training a Machine Learning Algorithm

In step (3) of the training procedure in the last section, we mentioned “training”, referring to the updating of parameters in the model. In many machine learning algorithms, the tool of choice to do this is called gradient descent. This is simply an iterative algorithm which optimizes some “cost” function with respect to the parameters, in order to find a minimum of the function\(^3\).

As a simple illustration, imagine sitting in a parameter space, defined by the parameters, \(\theta\), of the model. The cost function will define some landscape in this parameter space, and the goal is to find the minimum of this landscape by going downhill as fast as possible\(^4\). Let a cost function (in a generative model for example) be given by \(J(p_\theta, \pi)\) encoding some relationship between the model distribution, \(p_\theta\), and the data, \(\pi\), which should be equal to zero when \(p_\theta = \pi\), i.e \(J(p_\theta, p_\theta) = 0\). For instance, if the parameters in the model are initialized at random, the training process would consist of iteratively updating the parameters at each epoch\(^5\) according to the learning rule:

\[
\theta^{(n+1)} = \theta^{(n)} - \eta \nabla_\theta J(p_\theta, \pi)
\] (4.2)

Figure 4.2: Plot of cost function in parameter space with two parameters, \(\theta = \{\theta_1, \theta_2\}\).

Figure (4.2) illustrates the training process for a very simple cost function, which is a function of two parameters, \(\theta = \{\theta_1, \theta_2\}\). The training algorithm will most likely start at a

---

\(^3\)Ideally this will be a global minimum, but often local minima are good enough in practice.

\(^4\)With the caveat that going too fast could result in getting stuck in local minima.

\(^5\)One epoch is a complete iteration over all the parameters.
peak (the model and data are initially as far as possible), and gradient descent traverses along the direction of steepest descent to reach a minimum. In the case of the above figure, there are two equally good minima since the function happens to be periodic.

In general, the cost function, $J$, could be a highly non-convex function with many optima, which makes training difficult. Furthermore, there are many such candidate cost functions one could choose for a given problem. Indeed, this is a key question we will address later on in this work. A characteristic which is favoured by one function may not be at all by a different one.

The quantity, $\eta$, is called the *learning rate* and it is one of the so-called ‘hyperparameters’ we can choose beforehand to aid training. In essence, the learning rate controls how far in parameter space the algorithm will step, at each epoch. If the learning rate is too large, the algorithm will likely overshoot the desired minimum. If it is too small, the algorithm will take too long to converge. Therefore, choosing the learning rate is itself an artform. A possible approach is to define a learning rate which is time-dependent; for example it is large initially, but decreases as training progresses so as to get a balance between speed and convergence.

### 4.1.2 Quantum Boltzmann Machine

In this section, we will recall one of the first attempts to define a *quantum* generative model. This was done by [8], where the authors quantized the Boltzmann Machine (BM) model. Since the Boltzmann Machine is defined by the Ising Model of statistical physics, it is a very natural choice to run on a quantum computer.

The classical Boltzmann Machine is a form of a stochastic recurrent neural network, first defined in 1985, [6]. As with any neural network, it is represented in terms of nodes or units. These nodes can be either deactivated or activated, corresponding to a binary variable, $z \in \{0, 1\}$ respectively. Some of these nodes are labelled as *visible* which produce the samples in the generative model, and some are *hidden*, used for extra representational power.

The BM is defined on an energy function, $E_z$, which is an Ising model in its standard form:

$$E_z = -\sum_{i<j} J_{ij} z_i z_j - \sum_i b_i z_i$$  \hspace{1cm} (4.3)

If the Boltzmann Machine is viewed in terms of a graph, $J_{ij}$ represents the weights of the graph (or the coupling between node $i$ and node $j$) and $b_i$ is the *bias* of an
individual node (or local magnetic field of the Ising Model). The probability of a given configuration of the nodes, \( z = (z_1, \ldots, z_n) = (v, h) = \{v_1, \ldots, v_{n_v}, h_1, \ldots, h_{n_h}\} \), where \( n_v, n_h \) are the number of nodes which are visible, or hidden respectively, is given by a Boltzmann distribution\(^6\),

\[
p(z) = \mathcal{Z}^{-1} e^{-E_z} \tag{4.4}
\]

where \( \mathcal{Z} \) is the partition function, an object of fundamental importance in statistical mechanics, and ensures normalization:

\[
\mathcal{Z} = \sum_z e^{-E_z} \implies \sum_z p(z) = 1 \tag{4.5}
\]

For the specific case of the Boltzmann Machine, the ‘randomness’ required to generate samples probabilistically is derived from the statistical ensemble over possible configurations of the system. The probability is an inverse exponential in the energy of a particular configuration, indicating that the lowest energy states are the more likely to occur, with the ground state being the minimum.

The probability distribution of interest is the marginal distribution over the hidden nodes, \( p(v) = \sum_h p(z) \).

Now, as is done in \[8\], the model can be quantized into a Quantum Boltzmann Machine (QBM). Firstly, each binary node is replaced by a qubit in the computational basis \( z_i \to \sigma^z_i \).\(^7\) For example, if qubit, \( i \), is prepared in the computational basis, \( \sigma^z_i \in \{|0\rangle\langle0|, |1\rangle\langle1|\} \)

where \( Z_i = \mathds{1}_1 \otimes \cdots \otimes \mathds{1}_{i-1} \otimes Z_i \otimes \mathds{1}_{i+1} \otimes \cdots \otimes \mathds{1}_n \) denotes the Pauli-\( Z \) operator acting on qubit \( i \), with identity on all other qubits.

Now, the energy function is replaced by a Hamiltonian: \( E_z \to \mathcal{H} \):

\[
\mathcal{H} = -\sum_{i<j} J_{ij} Z_i Z_j - \sum_i b_i Z_i \tag{4.6}
\]

Now, the quantum state of the system described by the Hamiltonian, \( (4.6) \), is a so-called Gibbs state (or thermal state) which is a mixed state of all possible energy eigenvectors of the Hamiltonian, weighted by the corresponding Boltzmann probability.

\[
\rho = \mathcal{Z}^{-1} e^{-\mathcal{H}}, \quad \mathcal{Z} = \text{Tr}(e^{-\mathcal{H}}) \tag{4.7}
\]

The definition of the Hamiltonian,\(^4\)(4.6), has not done anything interesting yet; it is still completely diagonal in the computational basis, and hence is still ‘classical’. The

---

\(^6\)Note that the inverse temperature has been normalized to one.

\(^7\)The notation, \( \sigma^a_i \) shall denote the qubit in basis \( a \), and the \( A \) shall be used for the operator in basis \( a \).
diagonal terms of the above state, (4.7) correspond to the energies of the configurations of the original BM, but trivially encoded in a quantum state. To exploit interesting quantum behaviours, it is necessary to augment the Hamiltonian by introducing non-commuting terms, in this case, simple rotations around the Pauli-X axis.\footnote{This would correspond to introducing a\textit{ transverse} field to the Ising model.} The new QBM Hamiltonian is then:

\[
\mathcal{H} = -\sum_{i<j} J_{ij} Z_i Z_j - \sum_i b_i Z_i - \sum_i \Gamma_i X_i \quad (4.8)
\]

This Hamiltonian has $n$ extra degrees of freedom in the parameters $\Gamma = \{\Gamma_1, \ldots, \Gamma_n\}$. The resulting state is still given by, (4.7), however the new state has now off-diagonal terms in its density matrix.

\subsection{QBM State Preparation}

Of course to actually use the QBM, one has to be able to produce the above state, (4.7) on a quantum computer. The first method to do so is implemented in \cite{8} using a D-Wave Quantum Annealer. Quantum Annealing is the quantum version of simulated annealing, a classical simulation technique. It is an optimization technique which has similar feel to that used in Adiabatic Quantum Algorithm (AQA) \cite{27}, and the QAOA. In some sense it is a superset of the AQA, since if the annealing procedure is done slowly enough, such that the Adiabatic Theorem holds, it becomes Adiabatic Quantum Computation. It is typically used in association with the transverse Ising model and defined by a time\textit{-dependent} Hamiltonian:

\[
\mathcal{H}(s) = -A(s) \left[ \sum_{i<j} J_{ij} Z_i Z_j + \sum_i b_i Z_i \right] - B(s) \sum_i X_i \quad (4.9)
\]

\[
= A(s)\mathcal{H}_z + B(s)\mathcal{H}_x \quad (4.10)
\]

The terms, $A(s), B(s)$ determine the evolution of the Hamiltonian where, $s = t/t_a$ is called the\textit{ annealing schedule}, $t_a$ is the annealing time. $A, B$ are chosen such that $A(0) \ll B(0), A(1) \gg B(1)$, i.e. the system starts in an eigenstate of $\mathcal{H}_x$ (which is a product state, and hence relatively easy to prepare), and then the system is time evolved such that it ends up in the eigenstate of the final Hamiltonian, $\mathcal{H}_z$ which is the desired one, and presumably difficult to prepare. If the annealing is done slowly enough and the system will remain in the same instantaneous eigenstate, as per the Adiabatic Theorem.
The second approach to implement the QBM does not actually implement the full Hamiltonian, (4.8), instead it only defines an approximate version, the Quantum Approximate Boltzmann Machine (QABoM), [68]. It does this by implementing the QAOA to find the approximate thermal state after a finite sequence of steps.

It should be noted the distinction between the two sets of parameters, \( \{J_{ij}, b_i\} \) and \( \gamma, \beta \) defined in the quantum state produced by the QAOA, and hence the QABoM, in (3.12). The first set are the actual parameters of the machine learning model and the target Hamiltonian, \( \mathcal{H}_z \), in (3.12) which are used to produce a particular state to sample from, whereas the latter are optimized in the QAOA to produce the approximate ground or thermal state of the cost Hamiltonian, \( \mathcal{H}_z \). In short, the QABoM of [68] uses the QAOA to prepare the thermal state by optimizing the \( \gamma, \beta \) parameters, which, once prepared, is then trained by updating the parameters, \( \{J_{ij}, b_i\} \) in the actual Boltzmann Machine.

4.1.2.2 Training the Quantum Boltzmann Machine

The upgrade of the classical Boltzmann Machine to its quantum counterpart lead to interesting added difficulties in training, which we will briefly mention in this section. The cost function which is chosen in [8] is the Kullback-Leibler (KL) Divergence which is the standard cost function used in ML applications to compare two probability distributions, [44]. This is an information theoretic measure of difference because it is also the relative entropy between two probability distributions. The KL divergence is defined as follows for two distributions which are discrete, [50]:

\[
D_{KL}(P||Q) = \sum_x P(x) \log \left( \frac{P(x)}{Q(x)} \right)
\]

(4.11)

The QBM was trained via gradient descent with the negative log likelihood, \( \mathcal{L}_{KL} \) (equivalent to the KL Divergence as a cost function) and the parameters updated between epochs (\( n \)) as:

\[
J_{ij}^{(n+1)} = J_{ij}^{(n)} - \eta \partial_{J_{ij}} \mathcal{L}_{KL} \\
b_k^{(n+1)} = b_k^{(n)} - \eta \partial_{b_k} \mathcal{L}_{KL}
\]

(4.12)

\[
\mathcal{L}_{KL} = -\sum_v p(v) \log p(v)
\]

(4.13)

As found in [8], the computation of the gradient above requires the evaluation of a difficult integral for training which is not an efficient and scalable solution\(^9\). It was noticed

---

\(^9\)This could be done explicitly for the small problem size they investigate with eight visible and two hidden qubits.
that the QBM outperformed the classical Boltzmann Machine in learning a probability
distribution, in terms of accuracy with respect to the KL Divergence.

Since this original work, attempts have been made to improve it, for example the
Approximate QBM (QABoM) mentioned above in Section (3.2) [68], which is seen again
to outperform the classical model even in the presence of moderate depolarising noise\(^\text{10}\) and
given that it was only an approximate solution. Finally, an attempt was made by
[42] to improve the efficiency of the training process of the QBM and further they defined
an alternative QBM with a fermionic Hamiltonian (defined by fermionic creation and
annihilation operators) which they also conjectured to be hard to classically simulate as
it is not \textit{stoquastic}\(^\text{11}\). It is somewhat a mixture of these two mentalities that we want to
emulate in this work; to define a quantum machine learning algorithm which is relatively
simple to implement, but still complex enough to be hard to classically simulate, and
therefore provide a quantum advantage.

The original motivation of the work undertaken in this dissertation was to study the
complexity of the Quantum Boltzmann Machine, in order to explain its advantage in
accuracy over its classical counterpart. Unfortunately, due to the nature of the state
produced by the QBM, it was not possible to connect the hardness results of Section
(3.3), to the training of the QBM, in order to make a conjecture about the origin of
the quantum advantage. This is illustrated by [68], in the description of the state which
is prepared in the QABoM. Using the QAOA, the QABoM starts in a thermal state of
the mixer Hamiltonian, \(\mathcal{H}_x\) and 'digitally anneals' to the thermal state of the target
Hamiltonian, \(\mathcal{H}_z\):

\[
\rho_x = Z_M^{-1} e^{-\mathcal{H}_x} \rightarrow \rho_z = Z_z^{-1} e^{-\mathcal{H}_z}
\tag{4.14}
\]

This process, (4.14), is implemented via annealing in [8], and digitally using quantum
gates in [68]. However, the thermal state is a mixed state of the form:

\[
\rho_x = Z_x^{-1} e^{-\mathcal{H}_x} = Z_x^{-1} \sum_{s \in \{0, 1\}^n} e^{-|s|} |\pm_s\rangle \langle \pm_s| \tag{4.15}
\]

where \(|s|\) is the Hamming weight\(^\text{12}\) of the string \(s\). The normalization factor is not

\(^{10}\)Depolarising noise is a simple model used to state that instead of the correct state being produce,
\(\rho\), in a task, instead a mixed state which has an equal probability of having one of the three Pauli errors
applied to it instead: \(\rho_p = (1 - p)\rho + p/3Z\rho Z + p/3X\rho X + p/3Y\rho Y\)

\(^{11}\)A stoquastic Hamiltonian [15] is one which has all off-diagonal terms real and non-positive in the
computational basis. It is believed that these types of Hamiltonians can be simulated using quantum
Monte Carlo methods, whereas non-stoquastic Hamiltonians cannot.

\(^{12}\)The Hamming weight is a measure of distance between binary strings, it counts the number of
operations required to transform one string into another, i.e. the number of bits in which the two
distributions differ.
important for this discussion. Now, the difficulty becomes apparent. The state of (4.15) is a classical mixture of all possible configurations of the qubits in the eigenstates of $\mathcal{H}_x$, each weighted by a Boltzmann factor given by the distance from the ground state (the state which consists of every qubit in the state $|+\rangle$). For a single qubit, this is:

$$\rho_x \sim |+\rangle \langle +| + e^{-1} |-\rangle \langle -|$$  \hspace{1cm} (4.16)

If we were to now apply the cost Hamiltonian unitary, $\mathcal{U}_z = e^{-i\mathcal{H}_z}$, to this state, which decomposes into the diagonal gates in our sub-universal models in Section (3.3)$^{13}$, and try to claim a classical-hardness result, we would be faced with a discontinuity. The state (4.15) is a mixed state, whereas the initial states used in the sub-universal models are always pure states. This means the distribution we would get from the former is something like (up to normalization):

$$P(z) \sim \sum_{s \in \{0,1\}^n} e^{-|s|} \text{Tr} \left( |\pm_z\rangle \langle \pm_z| \mathcal{U}_z |\pm_s\rangle \langle \pm_s| \mathcal{U}_z^\dagger \right)$$  \hspace{1cm} (4.17)

Which is not the same as the one produced by an IQP circuit:

$$P(z) \sim \text{Tr} \left( |\pm_z\rangle \langle \pm_z| \mathcal{U}_z |+\rangle \langle +| \mathcal{U}_z^\dagger \right)$$  \hspace{1cm} (4.18)

The latter, (4.18), is classically hard to produce samples from, but we cannot say the same about the former, even though it is the sum of two IQP-like distributions. This is because we cannot say that just because two distributions are hard to sample from individually, this does not mean their sum is also hard to sample from. Indeed there are simple examples where this is not the case.

4.1.3 The Ising Born Machine

The Quantum Boltzmann Machine relies crucially on the preparation of thermal states. However, motivated by the previous section we can ask the question; “What if we do not prepare a thermal state to sample from, but instead a single pure state?” This idea arises from examining the nature of how a Boltzmann Machine generates statistics. In the classical case (and quantum case) the distribution which we try to train is produced from a statistical ensemble of possible configurations of the BM (or graph equivalently).

$^{13}$We will show this explicitly in Section (4.1.3).
However, this randomness is purely classical, and represents only our lack of information about the instantaneous state of the system. The introduction of quantum techniques opens the path to generate a distribution, not from statistical uncertainty, but instead from the fundamental randomness inherent in Quantum Mechanics itself. This possibility is hinted at by introducing the transverse field into the QBM Hamiltonian, \( (4.8) \). This QBM also partially exploits the ‘quantum’ nature of the system, since the resulting state is no longer diagonal in the computational basis.

This line of thought has led to the definition and development of the Born Machine, by [22], [48] during the course of this dissertation, and the techniques of which have been incorporated into it. The Born Machine definition sprung from tensor network approaches to define generative algorithms and the connection between physical systems and machine learning problems, [21, 33, 38, 45, 47, 56, 71].

The ‘Born Machines’ defined by [22] implicitly assume that any quantum state can define a Born Machine, mixed or pure. In this respect, the QBM could be viewed as both a Boltzmann Machine and a Born Machine. However, since we are interested in a very specific case of these Born Machines (i.e. those which could demonstrate quantum supremacy) we will only consider pure states, \( |\psi\rangle \). For clarity, when we say ‘Born Machine’ in the rest of this work, we really mean Pure State Born Machines. This distinction allows a nice contrast between the two types of randomness inherent in quantum mechanics, the intrinsic quantum randomness derived from measurements (in the Pure State Born Machine), and the classical randomness arising from statistical uncertainty (in the Boltzmann Machine). The Quantum Boltzmann Machine possesses some randomness of each type.

The probability distribution of measuring a quantum state, \( |\psi\rangle \) in the computational basis, with outcome string, \( z \) is given by Born’s Rule:

\[
p(z) = |\langle z | \psi \rangle|^2 \quad (4.19)
\]

Since the state is pure, we have no normalisation factor because \( p(z) \leq 1 \) by design, in contrast to [22]. This simple equation, \( (4.19) \), is the core of our Born Machine. Now, how can we train this model to reproduce some target probability distribution? To do so, we first must introduce some parameters in the quantum state to train: \( |\psi\rangle \to |\psi_\theta\rangle \). This can be done using the new technique broadly referred to as quantum circuit learning (QCL), which has been used both for discriminative and generative models, [25, 29, 40, 48, 59]. This technique involves applying a parametrized quantum circuit to some initially prepared state, using a sequence of unitary operators with parameters, \( \theta \),
As an example, [29], uses QCL for a classification algorithm. We will follow the method and notations of [48] as we will be using an approach similar to theirs in order to derive a generative learning algorithm.

- We are given some data distribution which we wish to learn, $\pi$.
- We have a parametrized circuit, $U_\theta$, with parameters $\theta$ operating on an initial state (simply $n$ qubits in the computational basis), $|0\rangle^\otimes n$.
- The outcome statistics are governed by measurements in the computational basis, $M_z = |z\rangle \langle z|$. These measurements are all orthogonal and the full set $\{M_z\}_{z \in \{0,1\}^n}$ gives all possible $2^n$ binary strings of length $n$. The outcomes are bitstrings $z = \{z_1, \ldots, z_n\} \in \{0,1\}^n$, corresponding to the computational basis states $|0\rangle, |1\rangle$ respectively.\footnote{The measurement outcomes are actually $\pm 1$, corresponding to the \textit{eigenvalues} of the measurement operators, but for consistency with classical computer science we refer to the eigenvector labels, 0, 1 as the outcomes instead.}
- The probability distribution is then:

$$p_\theta(z) = |\langle z| U_\theta |0\rangle^\otimes n|^2 = \text{Tr} \left( |z\rangle \langle z| U_\theta |0\rangle^\otimes n \langle 0| \otimes n U_\theta^\dagger \right)$$

The second question to ask is: “How to we choose the parametrized circuit?” For our purposes it is sufficient to choose one which is complex enough to demonstrate quantum supremacy, but still as shallow as possible to be easily implementable on NISQ devices. This is in contrast to the previous works in the area, [25, 48] which aim to use as deep a circuit as possible in order to have enough parameters to capture the complexity of a target probability distribution. The question we are attempting to answer is somewhat the reverse:

\textit{Given} a quantum circuit layout which has the potential to display quantum computational supremacy, \textit{how well} can we learn a given dataset (probability distribution)?

An answer to this question would give a potential application for near term quantum devices, ideally those which can display supremacy; they could be used for machine learning. It is the hope of the community that quantum devices would provide an advantage to classical machine learning, with the HHL algorithm being the main example held up for this purpose. We give an alternative method utilising the ability of quantum computers to solve a sampling problem exponentially faster than is possible classically. Now, it is
true that these quantum circuit examples (IQP, QAOA) have been engineered to be hard to classically sample from, and it is still unknown whether the output distribution from these circuits would be able to learn distributions which we care about in practice. However, [51] demonstrates the ability of quantum circuit learning methods to learn several classes of functions so the answer to this question is optimistic. We illustrate in Section (4.2) how to train the model, in such a way which exploits the ease of sampling from a quantum device. It should be noted that the plan for doing this is to find some cost function (and its gradient) which can be computed more efficiently on a quantum device than is possible on any classical machine. The evaluation of this cost function (and its gradient) is of vital importance to the training algorithm, as we shall see.

The circuit involved in $\mathcal{U}_\theta$, will be one of the three possibilities mentioned in Chapter (3), all of which essentially differ only in the final measurement, but all 3 conjectured to be hard to simulate classically. We will jointly refer to all of these circuit types as an ‘Ising Born Machine’ (IBM), since the core ingredient of all three is the Ising interaction:

- Initial Hadamard operation on all $n$ qubits.
- Apply unitary which is diagonal in the computational basis, given by:

  $$U_z(\theta) = \exp \left( i \sum_{i<j} J_{ij} Z_i Z_j + i \sum_k b_k Z_k \right)$$  \hspace{1cm} (4.21)

  where $\{\theta\} = \{J, b\} = \{J_{ij}, b_k\}_{i<j, \forall k}$ are the parameters to be trained.
- Apply a final ‘measurement’ unitary, $U_f^A$, depending on our choice of circuit:
  - IQP($J_{ij}, b_k$)
    $$U_f^H = H^\otimes n$$  \hspace{1cm} (4.22)
  - $p = 1 \text{ QAOA}(J_{ij}, b_k, \Gamma_l)$
    $$U_f^X = \prod_{k=1}^n \exp (-i \Gamma_l X_l) = \exp \left( -i \sum_l \Gamma_l X_l \right)$$  \hspace{1cm} (4.23)
    which is a rotation around the Pauli-$X$ axis.
  - IQPe($J_{ij}, b_k, \Delta_l$)
    $$U_f^Y = \prod_{k=1}^n \exp (-i \Delta_l Y_l) = \exp \left( -i \sum_l \Delta_l Y_l \right)$$  \hspace{1cm} (4.24)
    which is a rotation around the Pauli-$Y$ axis.
Measure in the computational basis, \( M_z = |z\rangle \langle z| \), with outcome string \( z \).

In the end, the resulting probability distribution is:

\[
p_\theta(z) = |\langle z| U_f^A U_z(\theta)|0\rangle|^{2n} = \text{Tr}\left(|z\rangle \langle z| U_f^A U_z(\theta)|0\rangle \langle 0| \otimes^n U_f^\dagger(\theta) U_f^\dagger\right)
\]

(4.25)

The superscript, \( A \), indicates what the final measurement basis should be, i.e. \( X, Y, \) or \( H \).

For now, we also assume the parameters, \( \Gamma, \Delta \) are untrainable, and just set to a constant.

The advantage of including them is to have the option to train them, and also to draw parallels to the QBM. A circuit describing the model is given by (4.26):

\[
\begin{array}{cccc}
|0\rangle \otimes^n & \xrightarrow{H} & U_z(\theta) & \xrightarrow{U_f^A} \end{array} \quad z \in \{0,1\}^n
\]

(4.26)

In all three of the circuit models mentioned above, the initial state is created after the initial Hadamard operation on all qubits. This state can be clearly seen as the uniform superposition over all possible \( 2^n \) binary strings of length \( n \):

\[
|s\rangle = H|0\rangle \otimes^n = \frac{1}{\sqrt{2^n}} \sum_{k \in \{0,1\}^n} |k\rangle
\]

(4.27)

The specific implementation of the diagonal unitaries, \( U_z(\theta) \) are as follows:

\[
U_z(\theta) = \exp\left(i \sum_{i<j} J_{ij} Z_i Z_j + i \sum_k b_k Z_k\right) = \prod_{i<j} e^{i J_{ij} Z_i Z_j} \prod_k e^{i b_k Z_k}
\]

(4.28)

Now, we use the following fact from [34], relating a \( CZ(\alpha) \) gate to the 'Ising' interaction, \( \exp(i \theta Z \otimes Z) \):

\[
CZ(\theta) = e^{i \theta (|1\rangle \langle 1| \otimes|1\rangle \langle 1|)} = e^{\frac{i \theta}{4} (1_i \otimes Z_j - Z_i \otimes 1_j - Z_j \otimes Z_i)}
\]

(4.29)

\[
= e^{\frac{i \theta}{4} (1_i \otimes 1_j)} e^{-\frac{i \theta}{4} (1_j \otimes Z_i)} e^{-\frac{i \theta}{4} (Z_i \otimes 1_j)} e^{\frac{i \theta}{4} (Z_i \otimes Z_j)}
\]

(4.30)

Where the subscripts, \( i, j \) indicate the operators act on qubits \( i \) or \( j \) respectively. The term \( |1\rangle \langle 1| \otimes |1\rangle \langle 1| \) is written as follows:

\[
|1\rangle \langle 1| \otimes |1\rangle \langle 1| = \begin{pmatrix} 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 1 \end{pmatrix}
\]

(4.31)

Taking the matrix exponential of (4.31), with a parameter \( i \theta \) gives the \( CZ(\alpha) \). If \( \theta = \pi \), this recovers the maximally entangling \( CZ \) gate. Now, we can write the Ising interaction in terms of \( CZ(\alpha) \) gates, and local \( Z(\beta) \) rotations:

\[
e^{i \theta Z_i \otimes Z_j} = e^{-i \theta} e^{i \theta |1\rangle \langle 1|} e^{i \theta (Z_i \otimes Z_j)} CZ_{i,j}(\alpha)
\]

(4.32)
The first term in (4.30) is simply a global phase, which can effectively be ignored because it has no effect on the physical properties of the system. The terms, $e^{i\theta_1 \otimes Z_j}, e^{i\theta Z_i \otimes 1_j}$, simply become local $Z$ rotations on qubits, $i, j$ respectively:

$$e^{-i\theta_1 \otimes Z_j} = 1_i \otimes R_z^i(2\theta)$$  $$e^{-i\theta Z_i \otimes 1_j} = R_z^i(2\theta) \otimes 1_j = R_z^i(2\theta)$$

$$ \Rightarrow U_\theta = \prod_{i<j} e^{iJ_{ij}Z_i Z_j} \prod_k e^{ib_k Z_k} = \prod_{i<j} e^{-iJ_{ij}Z_i Z_j} e^{iJ_{ij}1_i \otimes Z_j} e^{iJ_{ij}Z_i \otimes 1_j} CZ_{i,j}(4J_{ij}) \prod_k R_z^k(-2b_k) $$

$$= \prod_{i<j} e^{-iJ_{ij}Z_{i,j}(4J_{ij})R_z^i(-2J_{ij})R_z^j(-2J_{ij})} \prod_k R_z^k(-2b_k)$$

The above, (4.34) implies that the Ising gate can be decomposed into a $CZ(\alpha)$ and two corresponding local $Z$ rotations which are corrections applied to the two qubits on which the controlled gate acts. These extra local rotations can be absorbed into the $b_k$ parameters, and the number of these corrections will depend on the graph structure. For example, Figure (4.3) illustrates a potential qubit layout in a nearest neighbour lattice. Qubit 1 picks up contributions from each entangling gate that operates on it with strength $J_{1i}, \forall i$. The green boxes represent the local magnetic fields, $b_k$, that operate on each qubit. It should be noted that for a graph link labelled by $J_{ij}$ in the figure, the actual operation which would be applied is $CZ(4J_{ij})$.

Figure 4.3: Example 5 qubit graph layout with corresponding interaction strengths and local rotations.
4.2 Training the Born Machine

Of crucial importance to this problem is the method used to train these Born Machine models to represent probability distributions. In fact, this is still an open and widely debated topic even in the classical machine learning community, with several questions including:

- Which cost function to use?
- How many parameters to consider?
- How many hyperparameters to introduce and how to control them?
- Gradient based or gradient free?

Firstly, we only consider gradient based methods in this work, in contrast to [10], which uses a gradient free method to train a Born Machine, with a classical method called particle swarm optimization. It is desirable however to have a method which does provide a gradient since it has been observed in classical literature that gradient free methods tend to behave poorly in large parameter spaces, [54].

Secondly, we choose parameters in a similar fashion to the Boltzmann Machine; we imagine a graph structure connecting \( n \) qubits, the qubit connections are given by the graph weights on the edges, \( J_{ij} \), and the biases of individual qubits, \( b_i \). In this way, we have at most \( n(n - 1)/2 \) weights, and \( n \) biases to train. This also assumes a fully connected graph structure.

4.2.1 Kullback-Leibler Divergence

The initial approach we employ is to use the KL Divergence (specifically the log-likelihood) as our cost function. As described in the previous section, after applying the Ising circuit, the evolved state is:

\[
|\psi_f\rangle = U_f^A U_z |s\rangle \implies \rho_f^\theta = U_f^A U_z(\theta) |s\rangle \langle s| U_z^\dagger(\theta) U_f^\dagger
\]

where the outcome distribution measured over all qubits is:

\[
p_\theta(z) = |\langle z| U_f^A U_z(\theta) |0\rangle|^{\otimes n}|^2 = \text{Tr} \left( |z\rangle \langle z| U_f^A U_z(\theta) |0\rangle \langle 0| U_z^\dagger(\theta) U_f^\dagger \right)
\]

Furthermore, it is also possible to emulate the Boltzmann Machine construction, where some qubits are designated as *hidden*, \( h \), and *visible*, \( v \), so the probability distribution
we want to train is actually given by the marginal over the hidden qubits:

\[ p_\theta(v) = \sum_h p_\theta(v, h) = \sum_h \text{Tr} \langle v, h | \rho_f^\theta | v, h \rangle = \sum_h \text{Tr} \langle v, h | U_f^A U_z(\theta) | s \rangle \langle s | U_z(\theta)^\dagger U_f^{A_1} | v, h \rangle \]

\[ p_\theta(v) = \sum_h |\langle v, h | U_f^A U_z(\theta) | s \rangle|^2 \] (4.37)

To begin the training, we must compute the KL divergence, and its gradient:

\[ D_{KL}(\pi(v)||p_\theta(v)) = \sum_v \pi(v) \log \left( \frac{\pi(v)}{p_\theta(v)} \right) \] (4.38)

It turns out that minimizing the KL divergence is equivalent to minimizing the negative log-likelihood of the distribution, a technique referred to as Maximum Likelihood Estimation (MLE) defined by:

\[ \mathcal{L}_{KL}^\theta = -\sum_v \pi(v) \log (p_\theta(v)) \] (4.39)

\[ \implies \arg \min_\theta D_{KL}(p_\theta(v)||\pi(v)) = \arg \min_\theta \mathcal{L}_{KL}^\theta \] (4.40)

The equivalence can be easily derived by expanding out the logarithm in (4.38) and using the fact that the entropy of the data distribution is constant through the training. Now, minimizing \( \mathcal{L}_{KL}^\theta \) requires taking the derivative w.r.t \( \theta \) (See Appendices (A.1, A.3) for full derivation):

\[ \frac{\partial \mathcal{L}_{KL}^\theta}{\partial \theta} = -\sum_v \frac{\pi(v)}{p_\theta(v)} \sum_h 2 \text{Im} \langle v, h | U_f^A U_z^k | s \rangle \langle s | U_z^\dagger \partial_\theta H_z U_f^{A_1} | v, h \rangle \] (Amp 1)

\[ = \sum_v \frac{\pi(v)}{p_\theta(v)} \sum_h |\langle v, h | U_f^A U_z^k - \pi/2(\theta) | s \rangle|^2 - |\langle v, h | U_f^A U_z^k + \pi/2(\theta) | s \rangle|^2 | \] (Amp 2) (4.41)

From these expressions, (4.41, 4.42), we can see a difficulty which arises. The computation of the two amplitudes in (4.41) can be computed using the Hadamard test, as described in Appendix (A.2), but this cannot be done in general to multiplicative error. The reason is that these amplitudes (of IQP/QAOA circuits)\(^{15}\) can be related to instances of problems which are \#P-hard to compute in the worst case. It is not believed that quantum computers would be able to solve \#P-hard problems, or even NP-hard

\(^{15}\)Note that the amplitudes, Amp 1,2 (and the probabilities \( p_\theta^+, p_\theta^− \)) are just the parameter shifted versions of the original IQP/QAOA circuits in the Born Machine. If the original version is hard, so is the parameter shifted version as discussed in Section (3.3.4).
ones. Further, it is also not possible to compute the outcome probabilities efficiently, $p_\theta(v)$, which correspond to the modulus squared of the amplitudes. Recall the ability to strongly simulate these circuit families would imply one could compute these amplitudes. For the example of IQP circuits, ending in $U_H^j$, it turns out that the amplitudes can be related to a Constraint Satisfaction Problem, the efficient solutions of which would result in a collapse of the PH to the zeroth level, $\mathbb{P} = \mathbb{NP}$, [28]. The unlikeliness of this result implies the hardness of computing these quantities efficiently.

This can be seen by examining the Hadamard test as one possible method to compute them. Fundamentally, this is a probabilistic process. It relies on repeatedly running a circuit and computing the probability of an ancilla being in the state $|0\rangle$. However, for those amplitudes which correspond to outcomes that are exponentially unlikely (they have probabilities whose values are exponentially decreasing in the size of the circuit input size), the Hadamard test would have to be run an exponential number of times to even see these outcomes once. This immediately kills any exponential speedup we want to achieve from the quantum device. Since the gradient (4.41) requires a sum over all sample configurations ($v$), we would need to compute the probabilities, $p_\theta(v)$, for each configuration of the visible variables $v$. If a non-negligible fraction of these outcomes is exponentially unlikely, the resulting gradient which we compute (in practice) using only polynomially many runs could differ wildly from the true gradient. In terms of the learning algorithm, this inaccurate gradient could send us in the completely wrong direction in parameter space. Unfortunately, the very nature of choosing a circuit family which is hard to simulate weakly (sample from), is exactly why the KL divergence does not admit a quantum advantage for the task.

However, hope is not lost. The key realisation here is that, to gain a quantum advantage, it is necessary to exploit a feature of these quantum circuits which we already know (or at least strongly believe) gives a quantum speedup. This feature is the ability of quantum circuits to solve sampling problems efficiently, i.e. we must use a cost function to compare these two distributions (the Born Machine and the target data distribution) using only samples from the distributions. After all, that is exactly what the KL Divergence is doing: comparing the distributions. Admittedly, using a finite number of samples from a distribution will not give an exactly faithful representation, but it could be good enough for our purposes.

Fortunately, a candidate solution was discovered during the course of this dissertation by [48] for exactly the purpose of training a Quantum Circuit Born Machine (QCBM). The authors also note this shortcoming of the KL Divergence in that it can not be written
as a sampling problem on the Born Machine. This is due to the factor of \( p_\theta(v) \) in the denominator of (4.41, 4.42). The solution they propose is to use the Maximum Mean Discrepancy (MMD), and we will adopt this approach also. Admittedly, they did not approach the problem from a ‘supremacy’ point of view, they were just interested in devising an efficient method for training the QCBM. Furthermore, they noticed that the MMD served as a good alternative for the KL Divergence to train the Born Machine based on empirical simulations.

4.2.2 Maximum Mean Discrepancy (MMD)

The Maximum Mean Discrepancy is an alternative method to compare two probability distributions, \( P, Q \). It is an example of an Integral Probability Metric (IPM) [63], in contrast, the KL Divergence is a form of a so-called \( \phi \)-divergence. In the classical Machine Learning community, alternative cost functions to compare probability distributions are currently being investigated in the quest for better or more efficient ML algorithms. It is conjectured that a cost function used to compare distributions, in for example a generative algorithm, should be perhaps a metric\(^{16}\). The Wasserstein Metric is another example of an IPM [63] and which was used to define a Wasserstein Generative Adversarial Network (WGAN). Generative Adversarial Networks are similar to the generative models we examine here, with the difference that they are trained adversarially, i.e. there exists a discriminator, working in tandem with the generator, which seeks to determine if the samples produced by the generating algorithm are correct, with respect to the target distribution. However, it has been shown [9] that using the Wasserstein Metric admits gradients which are biased\(^{17}\), and this is clearly an undesirable property to have. In the same work [9], the authors propose the Energy distance or MMD as a potential alternative to either the Wasserstein Metric or the KL Divergence due to its favourable properties, in particular it does not have biased gradients.

The reason the MMD was chosen (as opposed to the Wasserstein for instance) as an alternative to the KL Divergence is twofold. Firstly, and most obviously, it had already been used specifically to train a Born Machine in [48]. The second reason is that it can be estimated efficiently and in an unbiased way using a sampling technique for the quantum circuit learning models, in contrast to the KL Divergence, which cannot.

\(^{16}\)The KL divergence is in fact a divergence and not a metric. It does not take into account differences between points in the two distributions.

\(^{17}\)If an estimator, \( \hat{\theta} \), of a random variable, \( \theta \), is biased, this means there is a discrepancy between the expectation of the estimator and the true variable, i.e. \( E(\hat{\theta}) - \theta \neq 0 \).
IPM’s are defined by the following equation:

\[
\gamma_F(P, Q) = \sup_{\phi \in F} \left| \int_M \phi dP - \int_M \phi dQ \right| = \sup_{\phi \in F} (E_P[\phi(x)] - E_Q[\phi(y)])
\]  

(4.43)

Where \( P, Q \) are defined over a measurable space, \( M \). The class of functions which are chosen, \( F \), defines the metric that is used. In our case, the class of functions will be so-called \textit{feature maps}, \( \phi \in F \), where \( F = \{ \phi : ||F||_H \leq 1 \} \), \( H \) is the \textit{Reproducing Kernel Hilbert Space} (RKHS) for a reason which will become apparent shortly. In other words, these feature maps take samples from the respective distributions, \( P, Q \) (which we want to compare), and map them into the unit ball in the Hilbert Space, where \( || \cdot ||_H \) is the norm in the space, \( H \). These feature maps are also referred to as ‘\textit{embeddings}’, since they embed the samples in the RKHS. If a different class of functions is chosen, one acquires the Wasserstein Metric or the Dudley Metric for instance.

\subsection{MMD Kernel}

A key component of the MMD is the kernel function which is used to describe it. This kernel function now opens the door to a vast store of classical knowledge of so-called ‘\textit{kernel methods}’. The kernel is simply defined by the inner product of the feature map at two different points in the RKHS. In this way, any inner product space can be used as the range of the feature map, however we will always assume these inner product spaces are complete, and hence they form Hilbert Spaces. Intuitively, the introduction of these feature maps and kernels allow the samples (from the probability distributions, \( P \) and \( Q \), which could be the output from the Born Machine and the training data for example) to be mapped to a high dimensional space, in which they can be compared more easily. The choice of the kernel function (i.e. the choice of the RKHS) may allow different properties of the distributions to be compared. For clarity, we now reproduce some definitions of various quantities as given in [52, 60], since [60] was the first work to explore the idea of using ‘quantum kernels’, and this fact leads to the key innovation or novelty of this work. For a comprehensive review of techniques in kernel embeddings, see [52].
**Definition 4.1: Kernel**

Let \( \mathcal{X} \) be a non-empty set. A function \( \kappa : \mathcal{X} \times \mathcal{X} \to \mathbb{C} \) is called a kernel if the Gram matrix \( K \) with entries, \( K_{m,m'} = \kappa(x^m, x^{m'}) \) is positive semidefinite, in other words, if for any finite subset, \( \{x^1, \ldots, x^M\} \subseteq \mathcal{X} \) with \( M \geq 2 \) and \( c_1, \ldots, c_M \in \mathbb{C} \):

\[
\sum_{m,m'=1}^{M} c_m c_{m'} \kappa(x^m, x^{m'}) \geq 0 \tag{4.44}
\]

Every feature map has a corresponding kernel, given by the inner product on the Hilbert Space:

**Theorem 4.1: Feature Map Kernel**

Let \( \phi : \mathcal{X} \to \mathcal{H} \) be a feature map. The inner product of two inputs mapped to a feature space defines a kernel via:

\[
\kappa(x, y) = \langle \phi(x), \phi(y) \rangle_\mathcal{H} \tag{4.45}
\]

The full proof that this feature map gives rise to a kernel can be found in [60]. The above shows that if we can define a feature map to a Hilbert Space, a kernel is given by the inner product of two mappings in that Hilbert Space.

Finally, we give a formal definition of a Hilbert space and Reproducing Kernel Hilbert Spaces for completeness [62].

**Definition 4.2: Hilbert spaces**

Let \( \langle \cdot, \cdot \rangle : \mathcal{V} \times \mathcal{V} \to \mathbb{R} \) be an inner product on a real or complex vector space \( \mathcal{V} \) and let \( || \cdot || : \mathcal{V} \to \mathbb{R} \) be the associated norm defined as:

\[
||v|| = \sqrt{\langle v, v \rangle}, \forall v \in \mathcal{V} \tag{4.46}
\]

The vector space \( \mathcal{V} \) is a Hilbert space if it is complete with respect to this norm, i.e., every Cauchy sequence in \( \mathcal{V} \) has a limit which is an element of \( \mathcal{V} \).
Definition 4.3: Reproducing Kernel Hilbert Space (RKHS)

Let \( \mathcal{X} \) be a non-empty input set, and let \( \mathcal{H} \) be a Hilbert Space of functions. Let \( \langle \cdot, \cdot \rangle \) be an inner product defined on \( \mathcal{H} \) (which gives rise to a norm defined as above). \( \mathcal{H} \) is a RKHS if every point evaluation is a continuous functional \( F : f \to f(x), \forall x \in \mathcal{X} \). This means there exists a function, \( \kappa : \mathcal{X} \times \mathcal{X} \to \mathbb{C} \) such that:

\[
\langle f, \kappa(x, \cdot) \rangle = f(x) \forall f \in \mathcal{H}, x \in \mathcal{X} \quad (4.47)
\]

with \( \kappa(x, \cdot) \in \mathcal{H} \)

The Hilbert Space is ‘reproducing’ because the inner product of the kernel at a point in the sample space, with a function on the Hilbert space, in some sense, evaluates or reproduces the function at that point. The form of the kernel assumed by [60] is the one induced by the inner product on a quantum Hilbert space:

\[
\kappa(x, y) = \langle \phi(x) | \phi(y) \rangle \quad (4.48)
\]

Given that we are trying to exploit some advantage by using quantum computers, this definition is natural. However, it should be noted that the above definition of a kernel defines it to be a mapping from the sample space to \( \mathbb{C} \), i.e. the kernel is the inner product of two wavefunctions which encode two samples and is therefore a transition amplitude. For our purposes, remaining consistent with [40], the kernel is defined as the real transition probability instead. As mentioned in [60] it is possible to define a kernel this way by taking the modulus squared of (4.48), and defining the RKHS as follows:

Theorem 4.2: Quantum RKHS

let \( \phi : \mathcal{X} \to \mathcal{H} \) be a feature map over an input set \( \mathcal{X} \), giving rise to a real kernel:

\[
\kappa(x, y) = | \langle \phi(x) | \phi(y) \rangle |^2
\]

The corresponding RKHS is therefore:

\[
\mathcal{H}_\kappa = \{ f : \mathcal{X} \to \mathbb{R} | f(x) = | \langle w | \phi(x) \rangle |^2, \forall x \in \mathcal{X}, w \in \mathcal{H} \} \quad (4.49)
\]

This is so that we can directly use the kernel described in [40]. The final ingredient is the discussion of the computability of this kernel function, since the evaluation of the MMD, and training process requires this to be done many times. If we can find a kernel which can be computed more efficiently via quantum methods, we will have another quantum advantage.\(^{18}\)

\(^{18}\)On top of the classical sampling hardness.
In [60], the authors investigate kernels which are classically efficiently computable in order to facilitate testing of their classification algorithm, for example they only study so-called Gaussian states, which are known to be classically simulable. Gaussian states are a key ingredient in CV quantum computing. However, in our case, we require the kernel specifically to not be classically computable. For this reason, we can use the kernel defined in [40]:

$$\Phi : x \in X \rightarrow |\Phi(x)\rangle$$

where it is constructed by the following quantum circuit:

$$|\Phi(x)\rangle = U_{\Phi(x)}|0\rangle^\otimes n = U_{\Phi(x)}H^\otimes nU_{\Phi(x)}|0\rangle^\otimes n$$

so the resulting kernel is the squared overlap between two of these states evaluated at different points:

$$\kappa(x, y) = |\langle \Phi(x)|\Phi(y) \rangle|^2$$

Of particular interest, and to add further motivation to why this particular type of circuit is chosen, is its relationship to the IQP model. This can be seen through the choice of the unitary encoding operators, $U_{\Phi(x)}$:

$$U_{\Phi(x)} = \exp \left( i \sum_{S \subseteq [n]} \phi_S(x) \prod_{i \in S} Z_i \right)$$

This is exactly the same form as in (3.4), with the parameters, $\theta$ replaced by the feature map with sample $x$, $\phi_S(x)$. However, this is not an IQP circuit due to the extra final layer of these diagonal gates, which are absent in an IQP circuit.

It should be noted that this is experimentally favourable to work alongside the original Born Machine circuit since the same setup (i.e. layout of entanglement gates, and single qubits rotations) is required for both circuit types, albeit with different parameters. Just like in the IQP scenario, only single and two-qubit are operations are required:

$$U_{\phi_{\{l,m\}}(x)} = \exp \left( i \phi_{\{l,m\}}(x)Z_lZ_m \right) \quad U_{\phi_{\{k\}}(x)} = \exp \left( i \phi_{\{k\}}(x)Z_k \right)$$

Exactly as in the actual Born Machine, this kernel circuit can be decomposed into $CZ(\alpha), Z(\beta)$ gates as in (4.34):

$$\Rightarrow U_{\phi(x)} = \prod_{i<j} e^{i\phi_{\{ij\}}(x)Z_iZ_j} \prod_k e^{i\phi_{\{k\}}(x)Z_k}$$

$$= \prod_{i<j} e^{-i\phi_{\{ij\}}} CZ_{i,j}(4\phi_{\{ij\}}(x)) R_z(x)^4(2\phi_{\{ij\}}(x)) R_z^4(2\phi_{\{ij\}}(x)) \prod_k R_z^k(-2\phi_{\{k\}}(x))$$
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To encode the data, the feature map is chosen such that \( \phi_{lm}(x) = x_l x_m, \phi_{k}(x) = x_k \),
or in general \( \phi_S(\vec{x}) = \prod_{i \in S} x_i \). In [40], the samples, \( \mathbf{x} = (x_1, \ldots, x_n) \), are elements of \( \mathbb{R}^d \), so individual elements, \( x_j \), are real numbers. In our case however, the samples are simplified to be only binary vectors, such that the feature map is given by:

\[
\begin{align*}
x_l x_m &= \begin{cases} \frac{\pi}{4} & \iff x_l = x_m = 1 \\ 0 & \text{otherwise} \end{cases} \\
x_k &= \begin{cases} \frac{\pi}{4} & \iff x_k = 1 \\ 0 & \text{otherwise} \end{cases}
\end{align*}
\]

(4.57)

The choice of this kernel is motivated by the conjecture proposed in [40], which says this overlap will be classically hard to estimate up to polynomially small error, whereas the kernel can be computed using a quantum device, up to an additive sampling error of \( \tilde{\epsilon} \) using \( O(\tilde{\epsilon}^{-2}) \) sampling shots. An approximation, \( \tilde{K} \), of the Gram matrix for the kernel, \( K_{x,y} = \kappa(x,y) \), which has \( O(|B| \times |D|) \) non-trivial entries, (where we have \( |B| \) samples from the Ising Born Machine, and \( |D| \) from the data) that is \( \epsilon \)-close in operator norm\(^{19} \), \( \|K - \tilde{K}\| \leq \epsilon \) can be determined using \( R = O(\epsilon^{-2}|B|^2 \times |D|^2) \) measurement shots.

It is noted in [40] that if we only care about computing the overlap between the states to a multiplicative error (or exactly) it is sufficient to ignore the second layer of diagonal gates, \( U_{\phi(x)} \) in the kernel, as will be \#\text{P}-hard, as in the above IQP circuit. However, in this case, to be able to rule out an additive error approximation\(^{20} \), it is necessary to add the second encoding layer.

The specific complexity theory results indicating why this type of kernel is conjectured to be hard to compute classically is given in detail in [40] and so we will not repeat it here.

**4.2.2.2 MMD Estimator**

Now that we have a candidate kernel, we can return to the computation of the MMD. In this part, we draw heavily on [63], which shows that the MMD can be estimated as follows given i.i.d. samples from two distributions, \( \mathbf{x} = (x_1, \ldots, x_m), \mathbf{y} = (y_1, \ldots, y_n) \) drawn from \( P, Q \) respectively:

\[
\text{MMD}[P, Q] \approx \sup_{\phi \in \mathcal{H}} \left( \frac{1}{m} \sum_{i=1}^{m} \phi(x_i) - \frac{1}{n} \sum_{j=1}^{n} \phi(y_j) \right)
\]

(4.58)

where \( \mathcal{H} = \{ \phi : \|\phi\|_{\mathcal{H}} \leq 1 \} \), indicates we are dealing with the unit ball in a Hilbert Space, and hence it is the MMD (as the specific example of an IPM). This estimator is

---

\(^{19}\)The operator norm is defined by: \( \|O\| = \inf\{k \geq 0 : \|Ov\| \leq k\|v\| \forall v \in \mathcal{V} \} \) where \( \mathcal{V} \) is the vector space on which \( O \) acts.

\(^{20}\)This is more experimentally relevant.
simply derived by replacing the expectation values in (4.43) with their empirical values, computed using the finite samples.

If we define the mean embedding:

$$||\mu_P||_H = \mathbb{E}_P(\kappa(x, \cdot)) = \mathbb{E}_P[\phi(x)]$$  \hspace{1cm} (4.59)

which is simply the expectation value of the distribution, $P$, when mapped to the Hilbert space by the feature map, [12, 36], we can show the MMD is exactly the difference in mean embeddings between the two distributions:

$$\text{MMD}[P, Q] = \sup_{||\phi|| \leq 1} \left| \int \phi(x)dP(x) - \int \phi(y)dQ(y) \right|$$  \hspace{1cm} (4.60)

$$= \sup_{||\phi|| \leq 1} \left| \phi \left( \int \kappa(x, \cdot)dP(x) \right) - \phi \left( \int \kappa(y, \cdot)dQ(y) \right) \right|$$  \hspace{1cm} (4.61)

$$= \sup_{||\phi|| \leq 1} \left| \langle \phi, \mu_P - \mu_Q \rangle \right| = ||\mu_P - \mu_Q||_H$$  \hspace{1cm} (4.62)

Given this, a consistent unbiased estimator for the squared MMD can be derived, [63], which is exactly the form used in [48] (in the discrete case) to train their QCBM:

$$\hat{\text{L}}_{\text{MMD}} = \text{MMD}^2 = ||\mathbb{E}_P[\phi(x)] - \mathbb{E}_Q[\phi(x)]||_H^2$$  \hspace{1cm} (4.63)

$$\text{L}_{\text{MMD}} = \mathbb{E}_{x \sim P, y \sim P}(\kappa(x, y)) + \mathbb{E}_{x \sim Q, y \sim Q}(\kappa(x, y)) - 2\mathbb{E}_{x \sim P, y \sim Q}(\kappa(x, y))$$  \hspace{1cm} (4.64)

Where the estimator is defined as follows, given $x = (x_1, \ldots, x_m), y = (y_1, \ldots, y_n)$ drawn from $P, Q$:

$$\tilde{\text{L}}_{\text{MMD}} = \text{MMD}^2[P, Q] = \frac{1}{m(m-1)} \sum_{i \neq j} \kappa(x_i, x_j) + \frac{1}{n(n-1)} \sum_{i \neq j} \kappa(y_i, y_j) - \frac{2}{mn} \sum_{i, j} \kappa(x_i, y_j)$$  \hspace{1cm} (4.65)

The estimator should be consistent and unbiased, where consistency is defined as convergence to the true value (of the expectation value) in the limit of large samples. For the estimator to be unbiased, the expectation value of the estimator should be equal to the true expectation value of the quantity being estimated.

As shown in [63], the above (4.65) demonstrates both of these properties, and furthermore it converges fast in probability to the true MMD:

$$||\text{MMD}[P_n, Q_m] - \text{MMD}[P, Q]\| \leq O_{P,Q}(n^{-1/2} + m^{-1/2})$$  \hspace{1cm} (4.66)

where $P_n, Q_m$ are the empirical distributions acquired using $n, m$ samples from $P, Q$ respectively.
In contrast, estimators for the KL divergence can be derived which are also consistent, but which are slow to converge, requiring many more samples and which can depend on the data dimension. For example, in $d$-dimensional spaces, estimators of the KL-divergence can be arbitrarily slow to converge, [70]. The derivation of the MMD loss estimator requires only that the kernel be a bounded and measurable function, which it will be in our case: the overlap between two states is bounded above by 1, and the sample space consists of binary strings.

Now, to compute the derivative of this cost function, we follow the method of [48]. In that work, the gates with trainable parameters, $\eta$, are of the form $\exp(-i \eta^2 \Sigma)$, where $\Sigma$ can be a series of operators satisfying $\Sigma^2 = 1$. The derivation of the gradient is given in Appendix (A.3). However, it is necessary to point out some differences between our circuit, and that of [48], as some care is required with the numerical factors.

The gradient of an observable of the circuit, $B$, with respect to a parameter, $\eta$, is given by:

$$\frac{\partial \langle B \rangle_{\eta}}{\partial \eta} = \frac{1}{2} \left( \langle B \rangle_{\eta^+} - \langle B \rangle_{\eta^-} \right)$$

(4.67)

where $\eta^\pm$ are parameter shifted versions of the original circuits. In our case, we have gates, $\{D_1(b_k) = \exp\{ib_k Z_k\}, D_2(J_{ij}) = \exp\{i J_{ij} Z_i Z_j\}\}$. As noted in [48], taking the observable, $B = |z\rangle \langle z|$, we arrive at the following form of the gradient of the probabilities:

$$\frac{\partial p_{\theta}(z)}{\partial \theta_k} = \frac{1}{2} \left( p_{\theta_k^+}(z) - p_{\theta_k^-}(z) \right)$$

(4.68)

As mentioned above, this gradient requires computing the parameter shifted versions of the original circuit, $p_{\theta_k^\pm}$. This notation indicates that the $k^{th}$ parameter in the original circuit has been shifted by a factor of $\pm \pi/2$; $\theta_k^\pm = \theta_k \pm \pi/2$.

However since the unitaries we apply are not quite parametrized the same as in [48], the form of our gradient is actually given by:

$$\frac{\partial p_{\theta}(z)}{\partial \theta_k} = \left( p_{\theta_k^-}(z) - p_{\theta_k^+}(z) \right)$$

(4.69)

As such, the derivative of this loss function with respect to a given parameter, $\theta_k$, is given by:

$$\frac{\partial L_{\text{MMD}}}{\partial \theta_k} = 2 \mathbb{E}_{x \sim p_{\theta_k^+}, y \sim p_0} (\kappa(x, y)) - 2 \mathbb{E}_{x \sim p_{\theta_k^-}, y \sim p_0} (\kappa(x, y)) - 2 \mathbb{E}_{x \sim p_{\theta_k^+}, y \sim \pi} (\kappa(x, y)) + 2 \mathbb{E}_{x \sim p_{\theta_k^-}, y \sim \pi} (\kappa(x, y))$$

(4.70)

$$\frac{\partial L_{\text{MMD}}}{\partial \theta_k} \approx \frac{2}{pm} \sum_{i,j}^{p,m} \kappa(a_i, x_j) - \frac{2}{qm} \sum_{i,j}^{q,m} \kappa(b_i, x_j) - \frac{2}{pm} \sum_{i,j}^{p,n} \kappa(a_i, y_j) + \frac{2}{qn} \sum_{i,j}^{q,n} \kappa(b_i, y_j)$$

(4.71)
where we have \( p, q \) samples, \( \mathbf{a} = \{a_1, \ldots, a_p\}, \mathbf{b} = \{b_1, \ldots, b_q\} \) drawn from the parameter shifted circuits, \( p_{\theta_k}(\mathbf{a}), p_{\theta_k}(\mathbf{b}) \) respectively and \( m, n \) samples, \( \mathbf{x} = \{x_1, \ldots, x_m\}, \mathbf{y} = \{y_1, \ldots, y_n\} \) drawn from the the original Born circuit and the data distribution respectively, \( p_{\theta}(\mathbf{x}), \pi(\mathbf{y}). \)

The full algorithm is given by Algorithm (1) in Appendix (A.4), and for illustration, (4.4), gives a heuristic picture of the operation of the algorithm.

4.3 Numerical Results

In this section, we present numerical results to test the functionality of the algorithm in its ability to ‘learn’ a given data distribution. We implemented the algorithm with the two above cost functions, namely the KL Divergence and the MMD. The results were produced using Rigetti’s quantum simulator and the Forest platform, which operates as a Python library called PyQuil, [2].

The ‘data’ was taken to be a simple toy example, which was the same used to train the QBM, [8], and the QABoM [68], namely a distribution over binary strings of length \( n \). The samples produced by the Ising Born Machine are simply binary strings also, since
they result from measurements.

$$\pi(\mathbf{v}) = \frac{1}{\mathcal{M}} \sum_{k=1}^{\mathcal{M}} p^{N-d_k^v}(1-p)^d_k$$  \quad (4.72)$$

To generate this artificial data, \(\mathcal{M}\) ‘Bernoulli’ hidden modes are randomly chosen. Each mode \((k)\) is randomly chosen to be a binary string, \(\mathbf{s}_k = [s_{k1}, \ldots, s_{kn}]\), and a given configuration on the visible variables (i.e. one data sample), \(\mathbf{v}\), is produced with a probability which depends on the Hamming weight, \(d_k^v\), between each mode string, \(k\), and the given configuration, \(\mathbf{v}\). It should also be noted that these hidden modes are not necessarily related to the hidden qubits used in the QBM or our Born Machine trained with the KL Divergence. As an illustration, if a single centre mode \((M = 1)\) over two bits is chosen to be 01, then all possible binary strings of length 2 are generated with probabilities:

\[
\mathbf{v} = \begin{cases} 
00, & \implies d_{00} = 1 
\quad p^{2-1}(1-p)^1 \\
01, & \implies d_{01} = 0 
\quad p^{2-0}(1-p)^0
\end{cases}
\]

\[
\mathbf{v} = \begin{cases} 
10, & \implies d_{10} = 2 
\quad p^{2-2}(1-p)^2 \\
11, & \implies d_{11} = 1 
\quad p^{2-1}(1-p)^1
\end{cases}
\]

In the case of the KL Divergence\(^{21}\), the gradient can be computed exactly using the Hadamard test as described in Section (4.2.1), but clearly this method doesn’t scale to large numbers of input qubits, \(n\), due to the hardness of computing outcome amplitudes or probabilities from quantum circuits. Furthermore, since a simulator was used, it is possible to directly access the output amplitudes of the Born Machine circuit, but obviously this would not be possible on a real quantum device. It should be noted that due to the random initialization of the parameters, \(\{J_{ij}, b_k\}\)^{22}, on a fully connected graph, the initial cost function values would be different in separate runs of the algorithm. As such, one should repeat the algorithm with the same conditions multiple times and take averages, but this was not possible here due to the time cost of quantum simulation. The \textsc{QAOA}(\(J_{ij}, b_k, \pi/4\)) circuit class was chosen for all the following. Also important to note is that \textit{vanilla} or \textit{batch} gradient descent was consistently used, which means to update a single parameter, \(all\) the samples from the Born Machine, and the training data were used to compute the gradient. In the case of the exact gradients, this effectively means the exact probabilities were used. This is typically the least efficient, but one of the most robust method for gradient descent in classical ML.

\(^{21}\)We will use the terms KL Divergence and log-likelihood interchangeably since minimising one is equivalent to minimising the other, as discussed in Section (4.1.2.2)

\(^{22}\)The parameters are chosen initially to be uniform on the interval \((0, \frac{\pi}{4})\)
Figures (4.5, 4.6) show the results for learning the distribution (4.72) using the KL Divergence when both the gradient of the log-likelihood and the toy data distribution were computed exactly. In the case of the former, this can be done via the simulation of the Hadamard test, which produces the exact gradient since we have access to the amplitudes of the test circuit. In the latter case, the probabilities of the distribution can be written analytically. In all Figures (4.5-4.6), a constant learning rate of $\eta = 0.1$ was chosen, with the number of hidden modes in the data being $M = 8$, consistent with [8]. As the number of qubits increases, the distributions (produced by the Born Machine and the toy data) are more likely to initialize further away (when distance is measured according to the KL Divergence), hence the higher initial values of the KL divergence. Due to the fact the exact gradient is being computed, fast convergence is observed, in all reasonable cases, the KL divergence reaches minimums of less than one. In standard ML models, the number of epochs would typically be on the order of hundreds or thousands. These runtimes were unreachable in this case for two reasons. The first is the exponential overhead accumulated by simulating a quantum computation on a classical device with increasing number of qubits. The second is the intractability of computing the gradient of the KL loss function, which must be done exactly.

Despite the numerous shortcomings of the model, which we were aware of beforehand, these results are presented for one reason only. This is to indicate the ability of the model to learn at all, which it clearly does to some extent. Also, the hidden qubits...
were introduced to draw parallels to the Boltzmann Machine, they will be dropped when investigating the MMD. This is because it is not clear if the sampling hardness results would hold if some of the qubits were marginalized over to produce the final distribution. This requires further investigation and is mentioned in (5.1).

Secondly, the MMD cost function, (4.65), and its gradient, (4.71), was used to train the model. Since the MMD requires the computation of a kernel, which encodes samples from the data and the Ising Born Machine, two different kernel choices were investigated. The first was the quantum kernel of [40], (4.52). The second was the Gaussian kernel, (4.74), used in [48], since this is a common choice in classical ML literature also, to act as a benchmark to previous work.

\[
\kappa(x, y) = \frac{1}{c} \sum_{i=1}^{c} e^{-\frac{1}{2\sigma_i^2}||x-y||^2} \tag{4.74}
\]

where \(c\) is the number of Gaussians we use to explore the difference between the data and the model distributions at different scales, which are controlled by the bandwidth parameters, \(\sigma_i\). \(\cdot\) denotes the \(l_2\) norm in this case since the samples, \(x, y\) are bit strings. In all the following, \(\sigma = [0.25, 10, 1000]\) was chosen to be consistent with [48]. It should be noted, that the approach of using the MMD with this Gaussian kernel for the Born Machine has been studied in that work, we are adding the novelty of the quantum-hard kernel. Also, the dataset they used as a target distribution was not the one we chose.

When training the model using the MMD, two approaches were taken. The initial
approach was to compute the MMD cost function and its gradient \textit{exactly}. This was possible due to the nature of quantum simulators, which allow direct access to the circuit amplitudes (and hence probabilities). The method was essentially the same as computing the exact gradient for the KL Divergence above\(^{23}\), and done to validate the potential of using the MMD as a cost function. The initial hopes for this were optimistic, due to the results of [48] which indicated the MMD was a good alternative to the KL Divergence, in the sense that the observed behaviour of both cost functions was similar for circuits of the same size. Also, to speed up the training in the exact case, the quantum and classical kernels were precomputed. It should be noted though that this precomputation would not be possible in supremacy-sized quantum computers, where a sampling approach is used, since the (quantum) kernel would need to be computed on-the-fly and it would require an exponentially large (classical) memory to store the kernel values.

Figures (4.7a-4.9a) illustrate that the algorithm can also learn when using the exact MMD for certain learning rates with two, three and four qubits respectively. Figures (4.7b-4.9b) illustrate the difference that the learning rate can have on the algorithm, in cases where it is too large ($\sim 0.1$), the algorithm can actually perform gradient \textit{ascent}, and settle in a local maximum. This could be resolved by allowing the algorithm to run for more Epochs in some cases. It was noticed that the algorithm behaved differently on separate runs of the algorithm, mainly due to the random initialisation of the parameters. Again, this illustrates the need to repeat the algorithm many times to get a more thorough picture of what is happening, and to fully study its ability to learn. Also, we mentioned the desire to study and compare the difference when using the quantum-hard kernel, (4.52), versus a kernel which is classically computable, the Gaussian kernel (4.74). Firstly, it should be noted that we did not expect to see an obvious quantum advantage in these small test cases (the data and model over 2-4 qubits is classically simulable), it would only be when scaled up to supremacy-sized quantum where we could hope to see an improvement in practice. Furthermore, it clearly is unfair to compare these kernels directly, due to the fact that they each cause the MMD to be evaluated differently, and as such, a more thorough comparison needs to be undertaken. These results can be seen in Figures (4.7c-4.9c). Given the above scepticism, it is encouraging to see a faster convergence rate apparent when using the quantum-hard kernel (the red line) with all three cases. Granted, this behaviour was dependent on the learning rate being small, $\eta = 0.001$, but it is cause for

\(^{23}\) Minus the need for the Hadamard test, since the gradient of the MMD requires simply expectation values, which can be derived directly by computing the kernel, and outputting the required probabilities from the quantum simulator for the various circuits, $p_\theta, p_{\theta}^\pm$. 
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hope nonetheless.

The second was a sampling approach which is the ultimate goal of a realistic implementation of the algorithm, i.e. drawing a certain number of samples from the Born Machine and the same toy data distribution. In particular, a finite samples number of samples was used to compute the expectation values used in (4.71), where the samples were drawn i.i.d from whichever distribution was required, i.e. $p_\theta, p_\theta^\pm, \pi$ for the respective contribution in the sum of (4.71). The kernel itself was also computed using a finite number of runs, (4.2.2.1). Figures (4.7d-4.9d) illustrate the algorithms operation for a sampling approach with two to four qubits respectively. Unfortunately, these results are not as encouraging as in the exact case, since the model seems to fail to learn the data at all, both with the Gaussian and quantum-hard kernel. Surprisingly, the performance did not seem to improve as the number of samples increased as in (4.8d), i.e. as the approximation improved, nor when the number of Epochs increased, as in Figure (4.9d). This is in contrast to the work of [48], in which the model does seem to train properly, albeit not as well as in the exact case. This indicates there is some error with the code, or the nature of the approximation which was used. In any case, this is something to be addressed in future work, as the correct functionality of the algorithm using a sampling approach is critical to gaining a quantum advantage.
(a) Exact MMD for two qubits with $\eta = 0.002$.

(b) Exact MMD for two qubits with $\eta = 0.1, 0.05, 0.001$.

(c) Exact MMD for two qubits with both quantum-hard, and Gaussian kernel.

(d) Sampled MMD for two qubits with quantum-hard kernel computed with 10 samples, 10 samples from the Born Machine and Data, for 100 Epochs, with $\eta = 0.1$.

Figure 4.7: MMD for two qubits, learning binary strings of length two.
(a) MMD for three qubits with $\eta = 0.01$.

(b) Exact MMD for three qubits with $\eta = 0.1, 0.05, 0.001$.

(c) Exact MMD for three qubits with both quantum-hard, and Gaussian kernel.

(d) Sampled MMD for three qubits with quantum-hard kernel computed with 100 samples, 100 samples from the Born Machine and Data, for 100 Epochs, with $\eta = 0.1$.

Figure 4.8: MMD for three qubits, learning binary strings of length three.
Figure 4.9: Exact MMD for four qubits, learning binary strings of length four.
Chapter 5

Conclusion

In conclusion, we have developed a quantum generative machine learning algorithm called an Ising Born Machine, derived from quantum circuits in the classes \{\text{IQP}, p = 1 \text{ QAOA, IQP}_y\}. We conjecture that this algorithm cannot be simulated in polynomial time on a classical computer due to certain complexity theory results, due to the following two ingredients:

1. A classical algorithm cannot produce the required samples for training in polynomial time, up to multiplicative error.

2. Even if the samples could be produced efficiently, the kernel can not be computed up to additive error in polynomial time.

The sampling part holds for all parameter values which are irrationally related to $2\pi$, and so we can update the parameters accordingly in the Born Machine to train it.

Of course, we are only conjecturing that a classical algorithm would not be able to simulate this learning algorithm, and this does not necessarily imply that this quantum algorithm will give an advantage in learning over any classical algorithm (in terms of accuracy in reproducing a distribution). However, given the use of distributions and kernel which are not classically computable efficiently, we conjecture that this Ising Born Machine could be used to learn probability distributions that could not be learned classically. By this statement, we mean that there could exist probability distributions for which the QML algorithms demonstrating supremacy, such as the one defined here, could learn better than any ML algorithm by purely classical means. Likely candidates for these hard-to-learn distributions could be any which themselves demonstrate quantum supremacy, or those arising from physical systems. As noted in [49], it is unlikely this would be the case for any data distribution which does not demonstrate supremacy itself,
but it could very well be true for any that does, with a particular idea of long term application in quantum simulation. For example, the output distribution of some highly entangled many body system, the dynamics of which are thought to be intractable for classical devices, could be a candidate for this algorithm to consider. This idea has precedence in recent work involving (classically) learning many body systems using artificial neural networks, [20]. This would be a natural place to insert these types of 'quantum supreme' learning algorithms, and use simple circuits (or quantum neural networks) to learn complicated many body systems.

Furthermore, it should be noted that these types of algorithms are favourable (or at least more favourable) to run on NISQ devices, since they do not require quantum data, in contrast to the algorithms for recommendation, or linear equation solving (HHL) mentioned in Chapter (4), which require creating and storing large amounts of qubits in superposition in a qRAM structure.

To test the model, we have implemented classical numerical simulations on Rigetti’s Forest Platform, PyQuil, to learn the probability distribution of a toy model. This could be done for the KL Divergence, and the model exhibited a fast convergence to a minimum of this cost function. It could also be done for the MMD as a cost function, when all involved terms were computed exactly, and potentially also showed encouraging results for the use of a quantum-hard kernel, as opposed to one which could be classically computed efficiently. As mentioned above, however, this behaviour depended heavily on the choice of hyperparameters (i.e. the learning rate), along with the initialisation of the parameters, \{J, b\} and as such, it makes it difficult to make many concrete statements.

Finally, the MMD was also computed and trained approximately using a finite number of samples from the target data to be learned, and the Born Machine itself. Unfortunately, less encouraging results were observed in this case and this is worrying for quantum supremacy conjectures, as discussed in Section (4.3). Fortunately, we also believe that this can be remedied and will be done in future work.

5.1 Future Work

- First and foremost, the most obvious next step is to test the model more thoroughly to determine the cause of the poor results achieved when using a sampling approach for the MMD cost function. As mentioned, this is critical to correct functionality of the learning algorithm. We also would investigate alternative methods to improve the model, for example by adding momentum, or by such a classical parameter
optimizer like Adam, as in [48].

- In all of the above simulations, it has been assumed that the graph structure underlying the Ising Born Machine is fully connected. It would be interesting to investigate performance of the algorithm under the types of connectivity that are currently available in near term devices and further investigate the effects of noise induced by these systems.

- It is desirable to find a candidate probability distribution which could demonstrate supremacy, and investigate whether the quantum model outperforms the existing classical techniques when attempting to learn it.

- As mentioned above, one could add hidden qubits to increase the representational power of the model, in line with the Boltzmann Machine, and study how the hardness results change in this case.

- To make a more realistic claim for the quantum supremacy of this model, it would be necessary to strengthen the complexity theory assumptions to the more general and realistic case of additive error sampling approximations, and therefore investigate how changing the parameter values of the model affects these.

- The “quantum-hard” kernel of [40] is only the first such example of a kernel which cannot be computed classically. As such, more examples should be found, perhaps which are more experimentally realizable.

- Investigate the alternative implementation of this model in continuous variable quantum computing platforms and simulators, such as Strawberry Fields, [43], which is becoming a prominent platform for Quantum Machine Learning.

- Test how training the $\Gamma, \Delta$ parameters in $\text{QAOA}(J_{ij}, b_k, \Gamma_l)$ $\text{IQP}_y(J_{ij}, b_k, \Delta_l)$ affects the representational power of the model.
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Appendix A

Calculations

A.1 Computation of the KL Divergence for the Born Machine

The negative log-likelihood (equivalent to the KL Divergence) between the data distribution, $\pi(v)$, and the Born Machine distribution over the visible qubits, $p_\theta(v)$, is given by:

$$L^{KL}_{\theta} = - \sum_v \pi(v) \log p_\theta(v)$$

$$\frac{\partial L^{KL}_{\theta}}{\partial \theta} = - \sum_v \pi(v) \partial_\theta \log p_\theta(v) = - \sum_v \frac{\pi(v)}{p_\theta(v)} \partial_\theta p_\theta(v)$$

$$= - \sum_v \frac{\pi(v)}{p_\theta(v)} \sum_h \langle v, h | \partial_\theta \left[ U^A_f U_z(\theta) \right] | s \rangle \langle s | U_z(\theta) U^A_f | v, h \rangle$$

$$= - \sum_v \frac{\pi(v)}{p_\theta(v)} \sum_h \left[ \langle v, h | U^A_f (\partial_\theta U_z(\theta)) | s \rangle \langle s | U_z(\theta) U^A_f | v, h \rangle + \langle v, h | U^A_f U_z(\theta) | s \rangle \langle s | (\partial_\theta U_z(\theta)) U^A_f | v, h \rangle \right]$$

Now, let $U_z = U_z(\theta)$

$$H_z = \sum_{ij} J_{ij} Z_i Z_j + \sum_{ij} b_{ij} Z_i$$

$$U_z = e^{iH_z} \Rightarrow \partial_\theta U_z^\dagger = iU_z \partial_\theta H_z$$

$$U_z^\dagger = e^{-iH_z} \Rightarrow \partial_\theta U_z^\dagger = -iU_z^\dagger \partial_\theta H_z$$

$$\partial_\theta L = i \sum_v \frac{\pi(v)}{p_\theta(v)} \sum_h \left[ \langle v, h | U^A_f U_z \partial_\theta H_z | s \rangle \langle s | U_z U^A_f | v, h \rangle - \langle v, h | U^A_f U_z | s \rangle \langle s | U_z \partial_\theta H_z U^A_f | v, h \rangle \right]$$

$$= \sum_v \frac{\pi(v)}{p_\theta(v)} \sum_h 2 \text{Im} \langle v, h | U^A_f U_z | s \rangle \langle s | U_z \partial_\theta H_z U^A_f | v, h \rangle$$
Now to compute this gradient using the amplitude formalism, we need to compute two amplitudes for each string \( |z\rangle = |v, h\rangle \):

\[
\langle z | U_f^A U_z | s \rangle = \langle 0 | \otimes^n \bigotimes_{j=1}^n X_j U_f^A U_z H \otimes^n | 0 \rangle \otimes^n = \langle 0 | \otimes^n U | 0 \rangle \otimes^n
\]

\[
\langle s | U_z^i \partial_b H_z U_f^A | z \rangle = \langle 0 | \otimes^n H \otimes^n U_z^i \partial_b H_z U_f^A \bigotimes_{j=1}^n X_j | 0 \rangle \otimes^n = \langle 0 | \otimes^n U' | 0 \rangle \otimes^n
\]

The derivative of \( H_z \) with respect to the parameters, \( \theta \), will result in terms like \( \partial_{\theta_i} H_z = Z_i Z_j = i e^{i \pi/2 Z_i Z_j} \), \( \partial_{h_i} H_z = Z_i = i e^{i \pi/2 Z_i} \), which can be absorbed into \( U_z^i \), and as discussed in Section \( 3.3.4 \) the resulting expression should still demonstrate the same classical hardness result.

One aspect of the above should be noted. It can be seen that to compute the amplitude for outcome \( z \), we need to know \( z \) in order to apply the correct bit flip gates, \( X_z \). However, we do in fact know this bitstring. This is because we essentially have to sum over all possible outcomes.

### A.2 Amplitude computation using the Hadamard Test

To compute these amplitudes, the so-called Hadamard Test will be used, which is also partially employed in \([29]\) to compute the derivative of the cost function in their classifier. The method presented here is slightly different than the standard Hadamard Test, but it computes the same quantity.

The idea behind the Hadamard Test is to add two ancilla qubits for each amplitude, one to compute the real part of the amplitude, and one to compute the complex and run the circuit induced by \( U \) or \( U' \). The circuit for \( U \) will be described, the one for \( U' \) is analogous.

**Hadamard Test:**

- Firstly, prepare the state with an ancilla in the \( |+\rangle_a \) state:

\[
C(i^k U) | 0 \rangle | + \rangle_a = \frac{1}{\sqrt{2}} (| 0 \rangle | 0 \rangle_a + i^k U | 0 \rangle | 1 \rangle_a) = | \psi_1 \rangle
\]

Now, if \( k = 0 \), \( U \) is applied and as a result, the real part of the amplitude is computed. On the other hand, whereas if \( k = 1 \), \( iU \) is the evolution which is used and we compute the imaginary part.

- Applying Hadamard again to the ancilla results in the state:

\[
1 \otimes^n H | \psi_1 \rangle = \frac{1}{\sqrt{2}} (| 0 \rangle | + \rangle_a + \hat{i} U | 0 \rangle | - \rangle_a) = \frac{1}{2} (| \hat{0} \rangle | 0 \rangle_a + | \hat{0} \rangle | 1 \rangle_a + \hat{i} U | \hat{0} \rangle | 0 \rangle_a - \hat{i} U | \hat{0} \rangle | 1 \rangle_a)
\]

\[
= \frac{1}{2} (\hat{i} U | \hat{0} \rangle | 0 \rangle_a + \hat{i} U | \hat{0} \rangle | 0 \rangle_a - \hat{i} U | \hat{0} \rangle | 1 \rangle_a) (A.3)
\]

\[
= \frac{1}{2} (\hat{i} U | \hat{0} \rangle | 0 \rangle_a + \hat{i} U | \hat{0} \rangle | 1 \rangle_a) (A.4)
\]

A-2
The final step is to measure the ancilla qubit in the computational basis. The probability of measuring the ancilla and finding it in the $|0\rangle$ state is given by:

$$P(|\psi\rangle_a = |0\rangle_a) = \frac{1}{2} + [i^{k} + (-i)^{k}] \Re \langle \hat{0} | \mathcal{U} | \hat{0} \rangle + [i^{k+1} - (-i)^{k+1}] \Im \langle \hat{0} | \mathcal{U} | \hat{0} \rangle$$  \hspace{1cm} (A.5)

$$= \begin{cases} 
\frac{1}{2} + \frac{i}{2} \Re \langle \hat{0} | \mathcal{U} | \hat{0} \rangle & \text{if } k = 0, \\
\frac{1}{2} - \frac{i}{2} \Im \langle \hat{0} | \mathcal{U} | \hat{0} \rangle & \text{if } k = 1
\end{cases}$$  \hspace{1cm} (A.6)

and by running the test multiple times for different values of $k$, the real and imaginary parts of the amplitudes can be computed.

Of course, since this procedure is probabilistic, it may require exponentially many repetitions to get an non-zero value for an amplitude corresponding to an outcome, $z$, which is exponentially unlikely to occur. This will kill any hope of a quantum speedup and it is the reason the KL divergence is not a suitable measure of closeness for our purposes.

### A.3 Computation of MMD gradient

The gradient computation for the Born Machine is almost identical to that of [48], following the original method of [46, 51]. However, we have to make a slight recalculation, since in these circuits, only the single qubit gates were parametrized, but in this case we have two-qubit gates parametrized also, and secondly the parametrization of the unitaries we use is slightly different than the standard formalism, as discussed in Section (4.2.2.2):

$$\mathcal{L}_{\text{MMD}} = \mathbb{E}_{x \sim \mathcal{P}, y \sim \mathcal{P}}(\kappa(x, y)) + \mathbb{E}_{x \sim \mathcal{P}, y \sim \mathcal{P}}(\kappa(x, y)) - 2\mathbb{E}_{x \sim \mathcal{P}, y \sim \mathcal{Q}}\mathbb{E}(\kappa(x, y))$$  \hspace{1cm} (A.7)

$$= \sum_{x, y} p_{\theta}(x)p_{\theta}(y)\kappa(x, y) + \sum_{x, y} \pi(x)\pi(y)\kappa(x, y) - 2\sum_{x, y} p_{\theta}(x)\pi(y)\kappa(x, y)$$  \hspace{1cm} (A.8)

Therefore the derivative with respect to a parameter, $\theta_k$, where $\theta = \{J, b\}$ is given by:

$$\frac{\partial \mathcal{L}_{\text{MMD}}}{\partial \theta_k} = \sum_{x, y} \kappa(x, y) \left( p_{\theta}(y) \frac{\partial p_{\theta}(x)}{\partial \theta_k} + p_{\theta}(x) \frac{\partial p_{\theta}(y)}{\partial \theta_k} \right) - 2\sum_{x, y} \kappa(x, y) \frac{\partial p_{\theta}(x)}{\partial \theta_k} \pi(y)$$  \hspace{1cm} (A.9)

For completeness, the gradient calculation will be repeated here. Assume we have $l$ unitaries, $U_{1j} = U_1 \ldots U_l = U_1^l U_2 \{J, b\}$ acting on the initial uniform superposition state: $|s\rangle = H^{|n|} |0\rangle = \frac{1}{2^n} \sum_{x \in \{0, 1\}^n} |x\rangle$. Some of the unitaries are entangling $CZ(4J_{ij})$ gates, some are local Z rotations, $Z(-2b_i), Z(-2J_{ij})$ and the final gates are either another layer of $H$ on each qubit, for IQP, rotations around the Pauli-X axis for QAOA or rotations around the Pauli-Y axis for IQP$_y$. To compute the above gradient, we need to compute the derivative of the probability:

$$p_{\theta}(z) = \text{Tr}\left(|z\rangle \langle z| U_{l:1} |s\rangle \langle s| U_{l:1}^\dagger \right) = | \langle z| U_{l:1} |s\rangle |^2$$  \hspace{1cm} (A.10)
Hence, the derivative w.r.t a parameter, \( \theta_k \) is:

\[
\frac{\partial \rho_0(z)}{\partial \theta_k} = \text{Tr} \left( |z\rangle \langle z| \left[ \frac{\partial U_{l:1}}{\partial \theta_k} \rho U_{l:1}^\dagger + U_{l:1} \rho \frac{\partial U_{l:1}^\dagger}{\partial \theta_k} \right] \right) \tag{A.11}
\]

Now,

\[
\frac{\partial U_{l:1}}{\partial \theta_k} = U_{l:k+1} \frac{\partial U_k}{\partial \theta_k} U_{k-1:1} \quad \frac{\partial U_{l:1}^\dagger}{\partial \theta_k} = U_{k-1:1}^\dagger \frac{\partial U_k^\dagger}{\partial \theta_k} U_{l:k+1}^\dagger \tag{A.12}
\]

\( U_k = e^{i\theta_k \Sigma_k} \)

\[
\Rightarrow \frac{\partial U_k}{\partial \theta_k} = i \Sigma_k e^{i\theta_k \Sigma_k} = i \Sigma_k U_k \quad \frac{\partial U_k^\dagger}{\partial \theta_k} = -i \Sigma_k e^{-i\theta_k \Sigma_k} = -i \Sigma_k U_k^\dagger \tag{A.14}
\]

where the index, \( k \), refers to the parameter/unitary number and not the qubit(s) on which the unitary, \( U_k \), acts.

**Proof.**

\[
\frac{\partial \rho_0(z)}{\partial \theta_k} = \text{Tr} \left( |z\rangle \langle z| \left[ \frac{\partial U_k}{\partial \theta_k} U_{k-1:1} \rho U_{l:1}^\dagger + U_{l:1} \rho \frac{\partial U_k^\dagger}{\partial \theta_k} U_{l:k+1}^\dagger \right] \right) = i \text{Tr} \left( |z\rangle \langle z| \left[ \frac{\partial U_k}{\partial \theta_k} U_{k-1:1} \rho U_{l:1}^\dagger - U_{l:1} \rho \frac{\partial U_k^\dagger}{\partial \theta_k} U_{l:k+1}^\dagger \right] \right) = i \text{Tr} \left( |z\rangle \langle z| \left[ \Sigma_k U_{k-1:1} \rho U_{l:1}^\dagger - U_{l:1} \rho \Sigma_k U_{l:k+1}^\dagger \right] \right) = i \text{Tr} \left( |z\rangle \langle z| \left[ \Sigma_k U_{k-1:1} \rho U_{l:1}^\dagger - U_{l:1} \rho \Sigma_k U_{l:k+1}^\dagger \right] \right) \overset{(a)}{=} i^2 \text{Tr} \left( |z\rangle \langle z| \left[ U_{l:k} \left\{ U_{k-1:1}^{\pi/2} \rho U_{k-1:1}^{\dagger \pi/2} - U_{k-1:1}^{\pi/2} \rho U_{k-1:1}^{\dagger \pi/2} U_{l:k}^\dagger \right\} U_{l:k}^\dagger \right] \right) = - \text{Tr} \left( |z\rangle \langle z| \left[ \rho U_{l:k} U_{l:k}^{\pi/2} - U_{l:k}^{\pi/2} \rho U_{l:k}^{\dagger \pi/2} \right] U_{l:k}^\dagger \right) = - \text{Tr} \left( |z\rangle \langle z| \left[ U_{l:k} U_{l:k}^{\pi/2} + U_{l:k}^{\pi/2} \rho \right] U_{l:k}^\dagger \right) + \text{Tr} \left( |z\rangle \langle z| \left[ \rho U_{l:k} U_{l:k}^{\pi/2} \right] \right) = p_{\theta_k}(z) - p_{\theta_k}(z) \]

where, \( U_{l:k}^{\pi/2} \) indicates the parameter of the \( k \)th unitary, \( U_k(\theta_k) \) is shifted by \( \pm \pi/2 \), i.e. \( U_{l:k}^{\pi/2} = U_l \ldots U_{k+1} U_k(\theta_k \pm \pi/2) U_{k-1} \ldots U_l \).

The commutator evaluation, \( (a) \), comes from the following property:

\[
[P_{\rho}, \rho] = i \left[ U_j \left( \frac{\pi}{2} \right) \rho U_j^\dagger \left( \frac{\pi}{2} \right) - U_j \left( -\frac{\pi}{2} \right) \rho U_j^\dagger \left( -\frac{\pi}{2} \right) \right] \tag{A.15}
\]

Equation (A.15) holds as long as \( U_j \) has the above form, and \( P_j \) is such that \( P_j^2 = 1 \). \( \rho \) is an arbitrary operator, in our case, \( \rho = |s\rangle \langle s| \).
Proof.

\[
\begin{align*}
&i \left[ U_j \left( \frac{\pi}{2} \right) \rho U^\dagger_j \left( \frac{\pi}{2} \right) - U_j \left( -\frac{\pi}{2} \right) \rho U^\dagger_j \left( -\frac{\pi}{2} \right) \right] = i \left[ e^{-i \frac{\pi}{4} P_j \rho e^{i \frac{\pi}{4} P_j} e^{-i \frac{\pi}{4} P_j}} - e^{i \frac{\pi}{4} P_j \rho e^{-i \frac{\pi}{4} P_j}} \right] \\
&= i \left[ \left( \cos \left( \frac{\pi}{4} \right) 1 - i \sin \left( \frac{\pi}{4} \right) P_j \right) \rho \left( \cos \left( \frac{\pi}{4} \right) 1 + i \sin \left( \frac{\pi}{4} \right) P_j \right) \\
&\quad - \left( \cos \left( \frac{\pi}{4} \right) 1 + i \sin \left( \frac{\pi}{4} \right) P_j \right) \rho \left( \cos \left( \frac{\pi}{4} \right) 1 - i \sin \left( \frac{\pi}{4} \right) P_j \right) \right] \\
&= i \left[ (1 - i P_j) \rho (1 + i P_j) - (1 + i P_j) \rho (1 - i P_j) \right] \\
&= i \left[ (\rho - i P_j \rho) (1 + i P_j) - (\rho + i P_j \rho) (1 - i P_j) \right] \\
&= i \left[ (\rho - i P_j \rho + i \rho P_j - i^2 P_j \rho P_j) - (\rho - i P_j \rho + i \rho P_j - i^2 P_j \rho P_j) \right] \\
&= i \left[ (\rho - i P_j \rho + i \rho P_j + P_j P \rho) - (\rho - i P_j \rho + i \rho P_j + P_j P \rho) \right] = [P_j, \rho]
\end{align*}
\]

\[\square\]

The gradient of the KL Divergence can also be written in the form of probabilities using this method, as an alternative to computing the amplitudes, one can compute the probabilities:

\[
\frac{\partial L^0_{KL}}{\partial \theta} = \sum_{v} \pi(v) \sum_{h} | \langle v, h | U^A f U^{k-\pi/2} | s \rangle |^2 - | \langle v, h | U^A f U^{k+\pi/2} | s \rangle |^2 \tag{A.16}
\]

However, we shall not use this formalism in this work. The gradient of the MMD loss with respect to the parameter, \( \theta_k \), is then:

Proof.

\[
\begin{align*}
\frac{\partial L_{MMD}}{\partial \theta_k} &= \sum_{x,y} \kappa(x, y) p_{\theta_k}(x) p_{\theta}(y) - \sum_{x,y} \kappa(x, y) p_{\theta_k}^+(x) p_{\theta}(y) + \sum_{x,y} \kappa(x, y) p_{\theta}(x) p_{\theta_k}^+(y) \\
&\quad - \sum_{x,y} \kappa(x, y) p_{\theta}(x) p_{\theta_k}^+(y) - 2 \sum_{x,y} \kappa(x, y) p_{\theta_k}^+(x) \pi(y) + 2 \sum_{x,y} \kappa(x, y) p_{\theta_k}^+(x) \pi(y) \\
&= \frac{2}{x \sim p_{\theta_k}, y \sim p_{\theta}} \kappa(x, y) - \frac{2}{x \sim p_{\theta_k}, y \sim p_{\theta}} \kappa(x, y) - \frac{2}{x \sim p_{\theta_k}, y \sim \pi} \kappa(x, y) + \frac{2}{x \sim p_{\theta_k}, y \sim \pi} \kappa(x, y) \\
&\quad \tag{A.17}
\end{align*}
\]

\[\square\]

Since the kernel is symmetric: \( \kappa(x, y) = \kappa(y, x) \).
A.4 Generative Ising Born Machine Algorithm

The full operation of the algorithm is as follows:

**Algorithm 1 Generative Ising Born Machine**

1. Initialize all parameters of Ising Born Machine, $\theta^{(0)} = \{J_{ij}, b_k\}$ at random or a subset of the parameters as constrained by hardware.

2. Prepare $n$ qubits in the state $|+\rangle = \frac{1}{\sqrt{2}}(|0\rangle + |1\rangle)$.

3. Apply single and two-qubit operations corresponding to $CZ(4J_{ij})$, $Z(-2J_{ij})$, $Z(-2b_k)$ to all qubits, as determined by the graph connectivity (given by experimental constraints).

4. Apply final unitary, $U_{\mathbf{A}} = \left\{ H \otimes H^n, e^{i \sum_{i=1}^n \Gamma_i X_i}, e^{i \sum_{i=1}^n \Delta_i Y_i} \right\}$, and measure all qubits in the computational basis, $M_\mathbf{z} = |\mathbf{z}\rangle \langle \mathbf{z}|$, with outcome string $\mathbf{z}$.

5. Repeat steps (2) - (4), $n$ times to generate $n$ samples from the Ising Born Machine.

6. Run quantum circuit to compute the kernel, $\kappa(x, y)$, for each pair of samples from Born Machine, $p_\theta(x)$, and given data distribution, $\pi(y)$. Output MMD to compare between instantaneous Born Machine distribution and data distribution.

7. Run quantum circuits corresponding to shifted Born Machine circuit, two for each parameter, $\theta_k$, to be updated. Each circuit differs only from the original circuit by a shift of parameter, $\theta_k$, by $\pm \frac{\pi}{2}$.

8. Repeat step (4), $p, q$ times to generate $p, q$ samples from the shifted distributions, $p^{-\theta_k}, p^{+\theta_k}$ respectively.

9. • if: A classical kernel, $\kappa(x, y)$ is to be used, i.e. $\kappa(x, y)$ is a Gaussian kernel for example, compute $\kappa(a, x), \kappa(a, y), \kappa(b, x), \kappa(b, y)$ for each pair of samples from the Born Machine and the data distribution with each pair from the shifted circuits directly.

   • else: Run circuit to compute quantum-hard kernels required for the gradient of the MMD. This is done for each pair of samples from the Born Machine and the data distribution with each pair from the shifted circuits to compute $\kappa(a, x), \kappa(a, y), \kappa(b, x), \kappa(b, y)$.

   • return: $\kappa(a, x), \kappa(a, y), \kappa(b, x), \kappa(b, y)$

10. Update each parameter in the Ising Born Machine according to $\theta_k^{(d+1)} = \theta_k^{(d)} - \eta \frac{\partial \mathcal{L}_{\text{MMD}}}{\partial \theta_k^{(d)}}$

11. Repeat steps (1) - (10) for each epoch, $d$, until the MMD cost, $\mathcal{L}_{\text{MMD}}$ has converged to a minimum, indicating the Ising Born Machine can output samples approximately from the data distribution, $\pi(y)$.