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Abstract

Stochastic gradient variational methods have provided a principled way to marry the
topics of deep learning, statistical inference, and probabilistic graphical models. However,
much of the research in this area has thus far restricted itself to relatively simple graphical
models, based on the original variational autoencoder with a single latent variable. In
this thesis, we present an overview of the two pillars of these modern methods, variational
inference and deep learning. We demonstrate how a confluence of these two ideas has
led to the widely used stochastic gradient variational Bayes framework. We then utilize
the flexibility of stochastic gradient variational Bayes to propose a novel framework
featuring a dynamic graphical model with several hierarchical latent variables. Through
the introduction of collections of datasets with multiple contexts, we develop the context-
aware learner, a model suited to identifying patterns across datasets in an unsupervised
fashion, which enjoys an exponential increase in representational ability for a linear
increase in context count. We show that the theory readily extends to models such as
this which describe a meta-learning framework, and describe a fully unsupervised model
in full generality. Finally, we demonstrate effective learning in a weakly unsupervised

adaptation, using a hierarchy of categorical and continuous latent variables.
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Chapter 1

Introduction

Any sufficiently advanced technology

is indistinguishable from magic.

374 law of Arthur C. Clarke

1.1 The Challenge of Unsupervised Learning

The field of machine learning has experienced unparalleled interest and growth in the
recent past. Machine learning explores algorithms which can learn from and make
predictions about data. Alongside two other main branches, supervised learning and
reinforcement learning, the problem of unsupervised learning is central to modern
machine learning research. In contrast to supervised learning, this task involves learning
from data without explicit labels, in order to extract the latent structure or distribution.
Since no labelling is provided, it is also difficult to formulate explicit evaluation metrics
by which to judge the performance of an unsupervised learning system. For these
reasons, designing models which learn effectively in an unsupervised environment is a

particularly difficult challenge.

1.1.1 A canonical example

Perhaps the simplest example of unsupervised learning is that of clustering some input
data into a number of groups. We assume each of our n data points belongs to one
of k groups. Figure shows some synthetic data in the plane, generated from a
mixture of three Gaussian distributions. Once the number of clusters has been specified,
the k-means algorithm can be used to find a suitable clustering. Even in the plane,

computing the optimal solution is NP-hard [Mahajan et al., 2009]. In practice, heuristic
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algorithms, such as the iterative approach of Lloyd’s algorithm [Kanungo et al., 2002,

are used to find an approximate solution.
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Figure 1.1: The canonical example of unsupervised learning using K-means clustering.
(a) The data consists of samples in the plane from a mixture of Gaussians. (b) Given

K =3, K-means provides a possible clustering of the data.

1.2 What is the motivation for unsupervised learning?

Of the three main branches of modern machine learning research, unsupervised learning
is arguably the closest to how humans learn, with a helping of supervision to accelerate
the process. Additionally, it does not require expensive labelling of data, which is both
time and cost prohibitive. Unsupervised models provide an extremely useful way to
derive meaning from unlabeled, unstructured data. In many ways, unsupervised learning

stands as the ultimate goal in the pursuit of intelligent machines.

1.3 Our contribution

In this thesis, we focus on one particularly interesting instance of unsupervised learning
in modern research, namely that of generative modeling using stochastic variational
inference. This topic has received considerable attention over the past few years.

Beginning with a background, our contributions are then as follows:

e We examine literature which has shown that stochastic gradient variational Bayes
and the variational autoencoding framework is very flexible, and extends naturally

to a meta-learning setting.

e We propose theory for a novel method with a view to context-aware learning.
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e We implement a weakly supervised alternative as a first approximation, and look

towards a completely unsupervised version for future work.

1.4 Thesis Structure

Chapter 2 covers the basics of variational inference, and its uses in solving the general
problem of statistical inference. Chapter 3 provides a brief overview of the field of deep
learning as it applies to our uses. In Chapter 4, we tie the previous two topics together,
and outline stochastic variational inference. We also cover the influential variational
autoencoder, based on the theory introduced. In Chapter 5, we examine the neural
statistician model, an extension of the variational autoencoder, which demonstrates
meta-learning capabilities. In Chapter 6, we generalize this model to the context-aware
learner, giving a full theoretical description in the unsupervised case, before carrying
out experiments using a supervised version. Finally, Chapter 7 gives our conclusions,

and sets out a promising direction for future research.






Chapter 2

Inference and Variational Bayes

2.1 The Problem of Inference

One of the main cases of unsupervised learning is that of inference in latent variable
models. In this scenario, we have some observed data set X', containing independent
and identically distributed (i.i.d.) data points x which follow a marginal distribution
p(x) (p(X) is known as the evidence). We assume this data is generated from some
latent, unobserved variable z. We denote the prior distribution over z by p(z), and the
likelihood by p(x|z). Generally, we are interested in the posterior distribution p(z|x).
That is, we would like to infer which z variables were likely to have given rise to a
particular observed x. One major benefit of learning this distribution is that it allows us
to encode data x in a latent code z, forming useful representations of our data. This is
the aspect we focus on in this thesis. Bayes’ rule gives us a way of writing the posterior

in terms of the prior and the likelihood:

plalx) = p("]‘)(jj)’” (2.1)
_ pxlo)p(=)
= ) dz (2.2)

Once we specify a prior and a likelihood, the numerator in this expression can typically
be calculated in a straightforward manner. The problem lies with the denominator. In
general, this integral cannot be computed analytically, and the only option is numerical
approximation. However, numerical approximations of high dimensional integrals such
as these are generally intractable, and so computing this term acts as the primary

stumbling block for inference in arbitrary models.

For instance, consider this example from [Blei et al., 2017], which deals with a Bayesian

mixture of univariate Gaussians with unit variance. There are K components in the
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mixture, each with mean pu®, where u*) ~ N(0,0?%), and o is a hyperparameter. To
sample from the model, we must first choose a cluster ¢(® from a categorical (one-hot)
distribution over K classes, and then sample = from that cluster. For a data set X of

N samples, the generative process is as follows:

1. Sample p®) ~ N(0, 02) k=1,....K
2. Sample ¢ ~ Categorical (%, e %)
3. Sample ™ |(c™, u) ~ N(c™ T p, 1) n=1,...,N.

Here we write u for the vector of cluster means, and select the correct mean for sampling

through an inner product with ¢(™. The evidence is

p(?()—/zp(?f,cyu)du

N
~Yonte) [ [H p(e™]e), p)
c n=1

Since the Gaussian likelihoods are conjugate to the Gaussian prior on cluster means,

p(p) dp.

each integral in this sum can be computed with some bookwork. However, there are KV
total integrals in the sum, one for each possible configuration of the cluster assignments.
That is, the number of integrals is exponential in the sample size, and thus intractable

in general.

Note that in this case we are still dealing with distributions which can be written down
explicitly. However, the inference task becomes even more difficult in the case where
these distributions are not available in closed form. For example, in the case where
the likelihood is chosen to be some parameterized nonlinear function, such as a neural

network, computing an exact marginal is certainly out of reach.

2.2 Navigating Intractibility

Intractibility stems from a difficulty in calculating integrals. If we can integrate an
arbitrary function, we can do inference. As we’ve seen, this is far from the case. In this
section, we provide an extremely brief overview of some methods which offer solutions
to this problem. These fall under the umbrella of approximate inference techniques.
Generally, we concede that computing the exact posterior is impossible, and look for an

approximate solution which is close in some way.

One of the simplest approaches to approximate inference is the method of Laplace

approximation [MacKay, 2003]. This technique fits a Gaussian distribution to some
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unknown posterior by setting the mode of the Gaussian to be the mode of the posterior,
and matching the curvature of the posterior log density at that modeE] The mode is
found by minimizing the negative log probability of the distribution up to a constant,
also known as an ‘energy’. We then calculate the curvature by evaluating the Hessian

of the energy at this mode.

The Laplace approximation is cheap to compute, and is accurate when the posterior
is well-behaved and sharply peaked around the mode. However, it can often be the
case that the mode is uninformative about the overall distribution, which may be

multi-modal, or non-Gaussian away from this point.

Another approach to approximate inference is Markov Chain Monte Carlo (MCMC)
[Murray, 2007], which remained dominant for many years. In MCMC, we use an ergodic
Markov chain whose stationary distribution is the posterior we wish to compute, p(z|x).
We collect samples from this stationary distribution by simulating the chain, and then

use these samples to form an empirical estimate of the posterior.

MCMC is a powerful tool, and algorithms such as Metropolis-Hastings, and Gibbs
Sampling are invaluable in modern Bayesian statistics. However, if efficiency is a concern,
MCMC can struggle to produce estimates of the posterior quickly enough (such as in

the case of large amounts of data), and the method becomes impractical.

There are many more approaches to inference, which are far too numerous to cover in
this thesis. We merely gave a flavour of the more commonly known techniques in order
to convey the fact that inference is an enormous field, with many possible takes on the
same problem. From now on, we focus on one particular method, variational inference,

which offers something different than what we have seen thus far.

2.3 Variational Inference

Variational inference looks for a solution to the inference problem by finding a parame-
terized approximate posterior, which is close to the true posterior in some way. More
formally, we propose a family of parameterized distributions gg(z|x) which are tractable
to work with, and seek ¢ such that an appropriate measure comparing g (z|x) and
p(z|x) is minimized. Typically, we acknowledge that the true posterior distribution may
not be contained in this family, but hope for a close approximation nonetheless, through
the choice of a sufficiently flexible family. For thorough discussions of classic variational

inference, see [Jordan et al., 1999, [Wainwright et al., 2008|, or the aforementioned [Blei

Laplace approximation can also refer to a more general technique of calcualting integrals.
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ct al., 2017).

2.3.1 Kullback-Leibler Divergence

One of the most commonly used criteria for measuring distance between distributions is
the Kullback—Leibler (KL) divergence. Given two distributions ¢(x) and p(x) over some
random variable x taking values in R™, the KL divergence between these distributions

is defined as

Dicr(a) | ) = [ 4l tog jf;; dx (2.3)
= Equ(x) [log Q(X)] - ]Exrvq(x) [log p(X)] : (24)

Two important properties of the KL divergence are as follows:
e Non-negativity i.e. Dir(q(x) || p(x)) > 0.
e Asymmetry i.e. Dgr(q(x) || p(x)) # Drr(p(x) || ¢(x)) for g # p.

For a proof of these properties, see (A.1.1)) and (A.1.2)).

This latter property presents a dilemma: which direction should we use, D 1.(q¢(x) || p(x))
or Dir(q(x) || p(x))? When p is the distribution we would like to approximate
with distribution ¢, Dgr(¢(x) || p(x)) is known as the reverse KL divergence, while
Dk r(p(x) || ¢(x)) is known as the forward KL divergence. Recalling the definition of the
KL divergence, the forward version would require us to take expectations with respect
to the distribution we wish to approximate, p(x). However, computing p(x) is exactly
the issue we originally faced. Thus, we minimize the reverse KL divergence, which
provides us with the evidence lower bound, as we will see in the next section. For a
method which can be interpreted as minimizing the forward divergence, see expectation

propagation (EP) [Minka, 2001].

With the reverse KL divergence in hand, we can examine some potential shortcomings
of the approach. In particular, note that whenever the true distribution p(x) is zero,
our approximation ¢(x) must be zero also, so that the KL divergence does not blow
up. For this reason, the approximation in the reverse KL is termed ‘zero-avoiding’, and
will generally be supported on a set of smaller measure than the true distribution. For
more details of forward and reverse KL divergence, an excellent discussion is available

in [Murphy, 2012|.

We now have a target distribution for variational inference. We wish to find g« (z|x),
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where
¢ = argdfnin Drer(gg(2|%) || p(2]x)). (2.5)
Even with this, it turns out we have the same problem as before. By definition,
Dic1 (4 (al) || p(2l)) = Eyeyapmyllog a(2lx)] — Eyeumllogp(zlx).  (26)
Expanding the conditional in the second term,
By q(alx) 108 P(2]X)] = E,wq(z)x) [log p(z, x)] — log p(x). (2.7)

In other words, we need the log evidence in order to calculate the KL divergence, but
the intractibilty of the evidence is the reason we appealed to variational inference in the

first place. However, there is a solution which allows us to navigate around this issue.

2.3.2 The Evidence (or Variational) Lower Bound

Rather than minimizing the KL divergence between the approximate and true posterior
distributions directly, we typically minimize an alternative quantity, equivalent to the
KL up to a constant (the log evidence). This is known as the evidence (or variational)
lower bound. Deriving this is a matter of invoking Bayes’ rule on the true posterior,

and rearranging terms.

Z\|X) 10 q¢(Z‘X) Z
¢ (2[x) log (2l d

Drr(ge(z[x) || p(2|x)) =

49 (2[x)p(x)
p(x|2z)p(2)

q¢(2]x) log qd;((zz\)x) dz — /q¢(z|x) log p(x|z) dz

q¢(2|x) log dz

— — —

4 / 4o (2]%) log p(x) dz

= Dk1(qp(2[x) || p(2)) — Ezngy (zx) [l0g p(x]2)] 4 log p(x).
(2.8)

The key observation here is that log p(x) does not depend on the variational parameters

¢. Thus, minimizing Dgr,(¢e(2]x) || p(z|x)) is equivalent to minimizing

—L(¢) = Drr(ag(2[%) || p(2)) = Ezngy(alx) [l0g p(x]2)]. (2.9)

We write the criterion —L(¢) with a negative sign since £(¢) is usually understood to

be a lower bound on the log evidence. To see this, just recall the non-negative property
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of the KL divergence.

| p(zlx)) = 0
| p(2)) — Egngy(alx) [log p(x[2)] + log p(x) > 0
> logp(x) = L(@) = Eyryy (a)x) [log p(x|2)] — D 1(q4(2%) || p(2)). (2.10)

Dk 1.(qq(2]x)
)

< Dk (qe(z|x

Finally we have a feasible direction of attack for variational inference. We would like
to minimize —L(¢) in order to find a good approximation for our intractable posterior
p(z|x). In the next chapter, we give a brief overview of the field of deep learning, which
will equip us with the tools necessary for performing this optimization procedure across

large data sets.



Chapter 3

Deep Learning

The recent surge in machine learning research is due in no small part to the advent
of the neural network. Modern computational power, the ‘big data’ phenomenon, and
the development of a wide variety of methods which help to stabilize learning in these
networks, has caused an explosion in the study of deepE] models. In this chapter, we
present the main concepts of deep learning relevant to our work in this thesis. For a

comprehensive overview of the field, see [Goodfellow et al., 2016].

3.1 Neural Networks

Neural networks (NNs) are parameterized function approximators. As we will see,
they can serve as excellent candidates for the parameterized distributions needed in
variational inference. Typically they consist of operations which alternate between affine
or convolutional transformations, and piecewise application of some nonlinear function.

These operations are more commonly referred to as layers.

NNs are universal function approximators. That is, given some domain 2 C R", and a
well-behaved function f : R"™ — R™, a network with sufficient representational power
can approximate this function to arbitrary precision on this domain. This result is known
as the universal approximation theorem. For an intuitive visual explanation, see [Nielsen!
2015]. For a more formal treatment, making explicit the conditions necessary on {2 and

f, see [Cybenko, 1989] or |Hornik, 1991].

In practice, modern networks cannot be shown to satisfy the conditions of the universal

approximation theorem, since it is a limit and existence argument. Generally we rely

“While there is no explicit definition of the word ‘deep’ in this context, it is usually used to refer to
models with multiple hidden layers.

11
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on heuristics and empirical validation to justify their use. In addition, the term ‘non-
parametric limit’ has recently come into use, referring to a model’s capabilities when
the limitations of a finite parameterization are not present. Despite these difficulties,
neural networks have proven themselves to be powerful tools for a variety of machine

learning tasks.

3.2 Backpropagation

Backpropagation, or reverse-mode automatic differentiation, is the workhorse of deep
learning. Given some input data X and corresponding labels ), we create a criterion L,
which is some function of the network input and output (generally the labels and the
network output in the case of supervised learning). The criterion allows us to compare
the produced output with the intended result, and adjust the parameters accordingly,
with a view to finding the optimal parameters 8* for that particular criterion. More
formally, if @ are the parameters of the network, we calculate VgL, the gradient of
the criterion with respect to the parameters, and move in the direction (or opposite
direction) of this gradient in parameter space. Recall that the gradient points in the
direction of greatest increase of the criterion L. If L is differentiable, the existence of a
step size small enough so that £ either increases or decreases is guaranteed (this is the

definition of the derivative). We write the updated parameters 8’ as
0 =0+ aVeL. (3.1)

The magnitude of the step size o determines how much we want to move in the direction
of the gradient, and its sign indicates whether we would like to minimize or maximize

the criterion L.

At its heart, backpropagation is really just the chain rule of multivariable calculus in
disguise, utilised over large computation graphs with many parameters. The clever
application of the technique in neural networks lies in the computation of the gradients
in reverse, hence the ‘back’ in backpropagation. Consider the computational graph
shown in Figure 3.1, where the criterion £ depends on the variables B and C' directly,
and A indirectly. We would like to calculate g—ﬁ, g—é, and g—é. The latter two terms are
computable directly, if we sweep from right to left in the computation graph. For the
gradient with respect to A, we have

oL _ocon  ococ

dA  0OBOA 0COA°
Note that although this derivative has four terms, we have already computed g—é and

%. This is the key to the backpropagation algorithm, and the cheap calculation of

(3.2)
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Figure 3.1: Simple computational graph.

gradients. In fact, computing gradients like this has the same order of computational
complexity as one forward pass (from left to right) in the graph. This is not the
case when calculating gradients using finite differences, where we need to evaluate the
function multiple times for each gradient approximation. In addition, reverse-mode
is cheaper than forward-mode when we map from a higher to a lower dimensional
space, as is often the case with deep learning. For a thorough discussion of forward and

reverse-mode differentiation, see |Giles, 2008].

The overall picture then looks as follows: given a network parameterized by 6, and a
data set of samples X, we pass the data through the network, calculate the criterion L,
compute VgL, the gradient of this criterion with respect to the parameters, and then
update the parameters accordingly. This process is then repeated until the parameters
converge suitably, measured by some metric or heuristic. To make clear the iterative
process, we index the parameters by ¢, which is incremented each time an update is

performed.

3.2.1 Stochastic Optimization

While iteratively stepping in the direction of the gradient over an entire data set is a
sound approach in theory, in practice it proves extremely difficult due to very large data
sets and limited computational power. Instead, we perform stochastic (or mini-batch)
gradient descent, by passing a single example (or mini-batch) through the network at
each step, and updating the parameters after each iteration. Note that the convention is
always to minimize the criterion £, and since any maximization problem can be phrased
as minimizing a negative criterion, this is easily achieved. For this reason, we take the

step size o > 0, and move in the direction of the negative gradient.

The content presented in this section restricts itself to the methods used in training
stochastic variational models in this thesis. For a more complete overview of gradient

optimization algorithms, we refer the reader to [Ruder, 2016].
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3.2.1.1 Stochastic Gradient Descent

Stochastic gradient descent proceeds exactly as outlined in the section on backpropaga-
tion. However, instead of using the entire data set to calculate gradients, we use one
randomly chosen sample at a time. That is, if x is a single data point passed to the

network, and X is the corresponding output, then we update
0(t+1) = 0(25) - OéVQ,C(X,)AC). (33)

In practice, we don’t process exactly one sample at a time. Instead, we pass a mini-
batch of samples through the network at each iteration. There a number of reasons
for this. Using a single sample exhibits high variance in the stochastic gradient, and
can destabilize training, though this can be mitigated by reducing the step size. More
importantly, the linear algebra operations involved in passing a single sample through

the network are trivially parallelizable across a mini-batch, meaning training is quicker.

The choice of the step size is obviously an important one, as is the decision about
whether to keep it fixed, or vary it by some schedule. Additionally, we might wonder
if stepping in exactly the direction of the negative gradient is the optimal thing to do
each time. Indeed, more advanced and nuanced methods are often used, one of which is

outlined in the next section.

3.2.1.2 Adam

Adaptive moment estimation (Adam) [Kingma and Ba, 2014] is a stochastic optimization
method with an adaptive learning rate for each parameter, and benefits from the effects
of momentum. Its ‘off-the-shelf’ capabilities have made it an extremely popular choice
when looking for a gradient descent algorithm that does not require manual tweaking of

learning rates and schedules.

Per-parameter update rules are useful when data is sparse, or more generally, when
parameter updates happen with an inconsistent frequency. Parameters which are
modified infrequently can receive larger updates, and vice versa. On the other hand,
momentum (i.e. keeping a running estimate of gradients) eases the pain of noisy gradients,
and allows for effective online learning, or learning with a non-stationary objective. The
typical analogy used for momentum-based learning is that of a ball released from the
edge of a bowl. The ball picks up speed and reaches the centre of the bowl faster than

taking repeated steps in the direction of the gradient and ignoring past behaviour.

Like the name suggests, Adam keeps track of exponentially decaying moment estimates

of the gradient, namely the mean m and variance v. At each step these moments are
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updated as

m1) = ﬁlm(t) + (1 —p1)VeLl (3.4)
V(1) = ,BQ’U(t) +(1- ﬁg)(V@£)2 (3.5)

Since these quantities are initialized as vectors of zeros, they are biased towards zero,

and so the bias-corrected moments are used instead.

. mMt+1
Mt1) = 117/8{) (3.6)
A U(t+1
O (37)
These are then used in the update rule for Adam itself, namely
M(141)
O1+1) = O — 7771}(%1) p (3.8)

The authors suggest values of 31 = 0.9, 82 = 0.999, and € = 1075.

3.2.1.3 Behind the Scenes

The truth behind stochastic optimization for large parameterized models is a great deal
more complex than the content of this section might suggest. Typically we are optimizing
non-convex criteria £, with many minima, and there is no guarantee whatsoever that
the minimum we end up in is global, let alone desirable. There are many heuristics for
coping with this, including early stopping, annealing the learning rate by a particular
schedule, or ensembling a number of models. This is often where the field of deep

learning becomes more of an art than a science.

3.3 Model Architectures

In this section we examine some of the common architectures used in modern deep
learning, with a focus on those models which will be useful for work presented in this

thesis.

3.3.1 A Note on General Structure

In their most common form, neural networks alternate between linear operations, and
the piecewise application of a particular nonlinear function, called the nonlinearity or

activation function. This nonlinearity is typically used across the entire network, except
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for special cases where we would like to use a function which constrains a particular
output to a certain range. Picking the correct nonlinearity can be of central importance
in deep learning, and is an ongoing direction of research. For an overview of the choices

used in this thesis, namely the sigmoid and rectified linear unit (ReLLU), see Appendix

B.1

3.3.2 Fully Connected Networks

Fully connected networks (FCNNs) consist of alternating linear transformations and
nonlinearities. The linear transformation can optionally include a bias term. That is,
for an input x, the operation prior to the nonlinearity computes the quantity Wx + b.
W and b are called the weight and bias for that particular layer, and a FCNN may
stack many of these layers. These are the parameters which are learned during training

of the network.

FCNNs are perhaps the simplest form of modern networks. Many architectures use
them as building blocks from which to form more complex models. As we will see,
FCNNS s serve very capably as general purpose function approximators when plugged

into models in the right way.

3.3.3 Convolutional Networks

While FCNNs are useful tools, it is often preferable to use models which have been
developed with some domain specificity in mind. For example, convolutiona]E] neural
networks (CNNs) are particularly suited for use with image data. They have come
into widespread use in the computer vision community over the past number of years,
repeatedly surpassing state of the art on a variety of tasks [Krizhevsky et al., 2012] [Rus{
sakovsky et al., 2015]. Where FCNNs alternate between standard linear transformations
and nonlinearities, CNNs opt for the use of a convolution operation between these

nonlinearities.

The key to understanding CNNs lies in the concepts of local receptive fields and shared
weights. RGB images are represented by structures of dimension (channels, height,
width). While this spatial structure is essentially ignored by FCNNs, these concepts,
along with an inherent translation invariance, allow us to use the structure to our

advantage. Beginning with the idea of local receptive fields, consider Figure On

2Contrary to its name, a convolutional neural network (CNN) does not use convolutions, but instead
the closely related operation of cross-correlation. In keeping with the convention, we will use the term
convolution throughout.
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the left, we have a 5 x 5 input image, with a single channel. The weights of a CNN,
more commonly called kernels or filters, are two dimensional windows which slide over
the input, carrying out the convolution operation. In this case, we have a 3 x 3 square
filter. At each step, the dot product with the underlying image is computed, and this
becomes the feature learned by the filter at this location. The patch of the input image

for which each feature is responsible is called that feature’s local receptive field.

1014100
04 1,/1/1]0) |4
0,/0/1/1]1
oj(oj1|1|0
0{1{1|0|0
Image Convolved
Feature

Figure 3.2: Demonstration of local receptive ﬁeld he output value (4), is given by
taking a dot product of the sliding window, or filter, in yellow, and the underlying

image, in green.

In this way, the sharing of weights happens naturally. Because of the sliding window
motion inherent with convolution, the filter is learned so that it adapts well to identifying
features across the entire input image. That is, the learned filter is a global feature
extractor for the entire input image. Note that like FCNNs, a CNN filter can also have
a bias, which is a scalar, since the output of each dot product is a scalar. In this way,

the bias for a particular filter is also shared across the entire image.

Figure demonstrates the typical structure of a CNN, which usually takes a multi-
channel input image, and uses many more channels in its intermediate representation
of the data. So far we have used a single channel input image, with a single filter, but
the idea generalizes very easily. For each input channel, we need a distinct filter. The
output, more commonly known as a feature map, is then formed by convolving each
filter with each input channel separately, and summing the results. For more than one
feature map, we repeat this process with different filters. Thus, for an input with n;,
channels, a filter of shape h x w, and a desired output with nqy channels, we need a
total of nout X (nin X (b X w)) parameters. Typically, this results in networks which are

far more parameter efficient than FCNNs, and achieve better performance in tasks to

3Taken from http://deeplearning.stanford.edu/wiki/index.php/Feature_extraction_using_
convolution
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which they are suited. A final fully connected layer is usually inserted in CNNs as a
‘classifier’ which uses the learned convolutional features, and has the added bonus that

the output is of the correct dimensionality.

Feature maps

Convolutions Subsampling Convolutions Subsampling Fully connected

Figure 3.3: Typical example of a multi-layer CNNH Note the alternating convolutions

and subsampling, with a final fully connected layer. Nonlinearities not shown explicitly.

Another important detail which should be mentioned in this overview is downsampling
within a CNN, which is the reduction in the height and width dimensions of an image-like
representation. First, note that convolution as presented above does not preserve the
these dimensions. This is known as valid convolution. Same convolution pads the input
with zeros such that the dimensions of height and width are preserved. This note aside,
we also want a way to downsample intentionally, commonly by a factor of two or four
at a given time. In the past, the operation of pooling was common. Rather than using
an entire feature map as input, the average or max over sub-blocks of this map would
be used such that the dimensionality was reduced appropriately. More recently, striding
has become more prevalent. This is where the sliding filter moves more than one step

at a time, effectively allowing the network to learn down its own form of downsampling.

3.3.4 More Complex Architectures

3.3.4.1 Awutoencoders

Autoencoders [Hinton and Salakhutdinov, 2006] are a nonlinear dimensionality reduction

technique. The idea is simple: given an input x, we would like to train a network that
returns our input i.e. f(x) = x. This is trivial without constraints; we simply use the
identity. The problem becomes interesting when the intermediate representations used
by our network must be of dimensionality strictly less than that of our input, which we

enforce by introducing a lower-dimensional bottleneck into our network. In this case,

4Taken from https://upload.wikimedia.org/wikipedia/commons/6/63/Typical_cnn.png. By
Aphex34 (Own work) [CC BY-SA 4.0 (http://creativecommons.org/licenses/by-sa/4.0)|, via Wiki-
media Commons
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we can decompose the autoencoder naturally into two parts:

e an encoder E which takes our n-dimensional input x and produces a k-dimensional

representation or code z, where k < n,

e a decoder D which takes the latent representation z, and returns the original

input x.

Note that the concept of the autoencoder is decoupled from any particular architecture.
We are free to choose whichever structure we like for the encoder and decoder, be it
fully connected, convolutional, or a temporal-based architecture like a recurrent neural
network. Note also the resemblance of the model to the probabilistic framework of latent
variables presented in the previous chapter. As we will see, a variational autoencoder

allows us to tie the two settings together nicely.

3.3.4.2 Residual Networks

The idea of residual networks came to the fore in the context of computer vision [He
et al., 2016]. In training very deep models, a central issue is the vanishing of gradients in
the very long chains of backpropagation. To solve this, the concept of skip connections
were introduced. In particular, the notion of a residual block was proposed. These blocks
consist of a number of convolutional layers, and process an input x as any standard
feed-forward model. The key difference is that prior to the final nonlinearity of the
block, the input x is added to the quantity calculated by the block up to that point.
The idea is illustrated in Figure |3.4]

* Residual net

X

weight layer

F(x) identity

weight layer X

HX)=F(xX)+x @

Figure 3.4: Simple figure outlining a residual block. Rather than applying the final
nonlinearity to J(x) which has been computed by the block, we apply the nonlinearity
to the sum F(x) + x. Figure taken from [He et al., 2016].

The reason for the suggestion of a network architecture such as this was to alleviate

the issue of vanishing gradients. When many of these blocks are stacked, the skip
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connections provide gradients with a path to travel directly back through the graph. It
also allows the higher layers of a network to make use of lower level features typically
learned earlier in a deep model. As mentioned, residual networks were first introduced for
the purpose of image classification models, but the idea of skip connections is applicable
in any deep model. Implementing them is trivial, they are computationally cheap, and

they almost always provide improved performance over standard feed-forward networks.

3.4 Training Tools

Neural networks are inherently unwieldy creatures; with so many parameters and so
much representational power, getting them to behave and train as we would like is
a difficult task. In this section we cover some commonly used techniques to improve

stability in training.

3.4.1 Initialization

One natural question to ask when dealing with large parameterized models is which
values these parameters should initially take. This turns out to be quite an important
issue, and has been explored in both [Glorot and Bengio, 2010] and [He et al., 2015],
which introduce schemes known as Xavier and He initialization, respectively. Good
initialization can mean the difference between a network converging in a reasonable
amount of time, or never getting anywhere at all. Without delving into too much detail,
the main idea behind these methods is to keep the variance of pre-nonlinearity quantities
constant throughout the entire network, in either the forward pass, the backward pass,
or a compromise between both. This helps to prevent vanishing or exploding gradients,

and can make a considerable difference in helping the model to learn.

3.4.2 Normalization

Once initialized, we would like our parameters to remain well-behaved for the duration
of training. Large variation per batch in the input to a particular layer means that that
layer must constantly readjust its parameters in order to accomodate a new distribution.
Batch normalization [Ioffe and Szegedy, 2015] was introduced to combat this issue, and
has become widespread in the training of deep models. As the name suggest, batch
normalization first renormalizes the inputs to each layer so that they have zero mean

and unit variance. Moreover, it provides the option of learning a mean and variance per
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dimension, which should allow the model to adapt to a particular distribution if it is

advantageous.

Inspired by batch normalization, more recent methods have been proposed which look
to overcome dependence on batch size, though they have not attained the same level
of use thus far. Layer normalization [Ba et al., 2016] can be seen as the transpose of
batch normalization, where the mean and variance are computed per individual item
activations in the batch. This technique was proposed for use in recurrent models, where
it is less obvious how batch normalization might be used. Weight normalization [Salimans
and Kingma, 2016| decouples parameters’ magnitudes from their direction, avoids batch
dependence, and acclerates the convergence of stochastic gradient descent. Finally, the
recent work on self-normalizing networks [Klambauer et al., 2017| takes a fresh approach,
using a specially crafted activation function which yields automatic convergence of

network activations to zero mean and unit variance.






Chapter 4

Stochastic Variational Inference

In this chapter, we combine the topics outlined so far and discuss stochastic variational
inference [Hoffman et al., 2013], a scalable method for performing inference on large
data sets. In particular, we present the ideas of amortizing inference networks and
the reparametrization trick, introduced by |Kingma and Welling, 2013| and [Rezende
et al., 2014]. We then examine this framework as applied to the autoencoder, using
neural networks for the inference and generative models, resulting in the variational

autoencoder (VAE) |[Kingma and Welling, 2013].

4.1 Phrasing Inference as Stochastic Optimization

Let us restate our setting up until this point. We have available a data set X', consisting
of N observations x. We have assumed each x is generated from a corresponding latent
z, sampled from some prior p(z). However, as with the approximate posterior from
variational inference, let us now also take this generative process to be parameterized by
some 0*. That is, the conditional distribution on observations given latents is pg«(x,z).
We assume this likelihood comes from a family of parameterized distributions pg(x, z),
and that these distributions are differentiable with respect to both 8 and z. Similarly, we
also ask for the family of approximate posterior distributions gg(z|x) to be differentiable
with respect to ¢ and x. Finally, assume N is very large, so that we can’t work with

the entire data set at one time.

Consider the task of learning the inference and generative parameters, ¢ and 8, respec-

tively. Since our observations are i.i.d., we can write the log evidence as

log pe(X) = > _ log pe(x). (4.1)
xeX

23
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Recall that in Chapter 2 we derived a variational lower bound for the single datum log
evidence in a similar scenario. This was introduced as an optimization criterion for
determining the optimal parameters ¢ of the approximate posterior. As we will show
explicitly in the coming section describing the VAE, we can bound the log evidence

when using a parameterized p in a similar way. We can write

logpe(x) > Lx(0, }) = Ezrgy(alx) 102 o (x|2)] — Dr1(4e(2[x) || p(2)), (4.2)

and propose this as a criterion for stochastic optimization of both ¢ and 6. However,
there is an immediate issue to contend with when taking gradients of this lower bound
with respect to ¢. Assuming we choose a prior and approximate posterior over z which
admit an analytic solution to the KL divergence term, the issue we must contend with
is taking the gradient of the expectation over the log likelihood. Fortunately, there is a
solution, commonly referred to as the reparameterization trick [Kingma and Welling!

2013] [Rezende et al., 2014].

4.1.1 The Reparameterization Trick

The reason backpropagation runs into a problem is that we need to be able to take
gradients through the sampling procedure which generates z from ¢g(z|x), in order to
update the parameters ¢. However, this is not a differentiable process. The key to
overcoming this hurdle is reparameterizing the distribution gy, yielding a form which
allows us to do what we want. In particular, many distributions can be written as some
parameterized function of noise, g = gg(¢ x)(€), with € ~ p(e). Here the parameters

B(¢,x) are deterministic, and the stochastic element comes from the noise term e.

G Bex> (<)

) ) _ (b) Reparameterization moves the
(a) z is stochastic, sampled from a dis- ) ]
o ) stochastic element to a noise term ¢,
tribution parameterized by B3(¢, x). } .
making z deterministic.

Figure 4.1: Tlustration of the reparameterization trick. Stochastic elements indicated
by round shape. Reparameterization removes stochasticity from z so that we can take

gradients.
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With z = gg( x)(€), We can rewrite the expectation over the log likelihood and construct

a Monte Carlo estimator as follows:

gy (zlx) 108 P (%|2)] = Ecp(e) [log po(x|9a(¢.x) (€))]

L
1
~ - > logpo(xlgpp (1)), where e ~ple).  (43)
=1

Moreover, this estimator is differentiable with respect to the inference parameters
¢. Better yet, the number of samples L per datapoint x can often be set to 1, by
compensating with the use of larger mini-batches for training. Overall then, we have an
estimator of the variational lower bound which is differentiable with respect to both the

inference parameters ¢, and generative parameters @, and is also unbiased.

The canonical example of the reparameterization trick, and by far the most commonly
used reparameterization in the VAE framework, is the diagonal normal distribution.
Given B(¢,x) = (u,0?), the mean and (diagonal) variance of a multivariate normal,

we can sample differentiably from A (u,diag(o?)) by taking

9pex)(€) =p+ooe, (4.4)

where € ~ N(0,1), and ® denotes the Hadamard product or elementwise multiplication.

This example extends naturally to all location-scale families.

Using the reparameterization trick to perform stochastic gradient descent on the varia-
tional lower bound was termed stochastic gradient variational Bayes (SGVB) by Kingma
& Welling, and we use this to describe the procedure here as well. Most notably, SGVB
turns a statistical inference problem into a large-scale optimization problem. This allows
us to bring the powerful machinery of modern deep learning to bear on the problem of

posterior inference and generative modeling.

4.2 Model (The Variational Autoencoder)

The variational autoencoder (VAE) is the model used by Kingma & Welling to demon-
strate the above theory. For the rest of the chapter, we make the theory explicit in
this context, detail the implementation of such a model, and detail some experiments
which illustrate the model’s capabilities and behaviour. [Doersch, 2016] provides a good

reference for the VAE.

A VAE is a latent variable model, such that for each observation x € X', we have the

following generative process:

po(x) = /pg(x]z)p(z) dz, (4.5)
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O—E

Figure 4.2: Graphical model for the variational autoencoder.

where the likelihood is parameterized by €. Through the introduction of a (further
parameterized) approximate posterior g4(z|x), it is possible to bound the single datum
log marginal likelihood from below in the standard variational way i.e. find L (0, ¢)

such that

log pe(x) = Lx(0, ). (4.6)

Note that this is just a restatement of the same setting we have outlined previously.
We seek to maximise Ly (6, @) = > v Lx(0, @) across the entire dataset of examples.
The parameterized functions are represented by neural networks, and we seek to train
the model end-to-end using stochastic gradient descent and the reparameterization trick
in order to learn the encoder (or approximate posterior) g4(z|x), and the observation
decoder (or likelihood) pg(x|z).

We now turn to the form of the lower bound.

Claim.

Lx(0,®) = gy (alx) [l0g po(x|2)] — Dr1(qe(z[x) || p(2)) (4.7)
satisfies (4.6)).
Derivation. See . O

This is exactly the lower bound alluded to in the previous section. As mentioned, it
is often the case in practice that the form of the approximate posterior and the prior
are chosen so that the KL divergence term can be computed analytically. On the other
hand, the expectation is evaluated using Monte Carlo. The choice of a standard normal
prior and diagonal normal approximate posterior is perhaps the most common, but this
has begun to change in the recent past with the use of normalizing flows [Rezende and

Mohamed, 2015].

4.2.1 An Intuitive Interpretation of the Lower Bound

The particular form of the lower bound as presented above lends itself to an intuitive

interpretation. The expectation over the log likelihood can be viewed as an expected
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reconstruction error, using terminology from the autoencoder. If this were the sole term
in the lower bound, our latent space would collapse to a set of measure zero. It is the
KL divergence term which prevents this, by acting as a ‘regularizer’ for our approximate

posterior, and forcing it to resemble the prior.

While the lower bound for the VAE will be the simplest presented in this work, it is
important to stress that the form stays very similar, even with more complex models. As
we will show, we can always present the lower bound as a reconstruction error (i.e. the
expected log likelihood), with added ‘regularization’ terms in the form of KL divergences

on the latent variables.

4.3 Implementation

With the theory in place, the implementation of a VAE bears a remarkable resemblance
to that of an autoencoder. The encoder, which is sometimes referred to as the recognition
network, is a neural network which takes as input x, and produces a parameterization
of the approximate posterior gg(z|x). Using this, we apply the reparameterization trick
in order to sample differentiably from the approximate posterior, yielding a sample z.
This is then passed to the decoder, another neural network, which acts as the likelihood
pe(x|z). The lower bound is composed of the KL divergence term, which involves the
parameterization of the z variable, and the log likelihood term, which involves the
output of the decoder. We can then choose an optimizer, and minimize the negative

lower bound by stochastic gradient descent.

4.4 Demonstrations

In this section we outline the implementation of a simple VAE model with a two
dimensional z variable. The trained model is then used to visualize the learned latent
space by exploring its encoding and decoding behaviour on a held-out test set. We use
the MNIST data set |LeCun et al., 1998|, binarized in the standard way [Salakhutdinov
and Murray, 2008].

4.4.1 Model Architecture

The encoder consists of two hidden layers, with 500 and 200 units, respectively. The
decoder mirrors the encoder, and also contains two hidden layers with the same di-

mensionality. All hidden layers use batch normalization and a ReLLU nonlinearity. The
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encoder outputs two unconstrained quantities: the mean and log variance parameterizing
the approximate posterior, chosen to be a diagonal Gaussian distribution. We then
sample z from this approximate posterior, and pass this sample to the decoder. The
output of the decoder is passed through a sigmoid nonlinearity so that it is constrained
to the range [0, 1], like the binarized inputs. The model is trained using mini-batch
gradient descent with a batch size of 32, and training takes place for 50 epochs. The

optimizer used is Adam, with default parameter settings.

4.4.2 Visualizing the Latent Space

With a trained model in hand, it is possible to visualize the learned latent space in
two interesting ways. The first is to create a scatter plot of the embedded test set in
the latent space. We do this by passing the test set through the encoder, and use the
produced two dimensional means as coordinate values. The coordinates can be coloured
by MNIST class, and we would expect to see clustering by digit. This behaviour is
demonstrated in Figure with label position given by the mean coordinate of the

corresponding class.
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Figure 4.3: Visualization of MNIST latent space using VAE.

Next, we can exploit the fact that the posterior is constrained to be similar to a two
dimensional standard normal distribution, due to the KL divergence term. Using this,
we can grid the latent space in the range [—b, b] along both axes, then pass this grid
through the decoder to obtain a grid of MNIST images arrange by their location in the
latent space. We use b = 2.5 to cover a number of standard deviations of the standard

normal prior, and 15 equally spaced points along each axis. The outputted images
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are shown in Figure Note the correspondence of the latent space representation

between the scatter plot and the grid of images.






Chapter 5

The Neural Statistician

Though the VAE restricted itself to a single latent variable per data point, the framework
of SGVB extends naturally to more complex graphical models. All we need do is write
down a KL divergence between some approximate posterior and the true posterior of
a generative process, derive a lower bound, and perform training as before. In this

chapter we present one such avenue of research, the neural statistician.

The neural statistician [Edwards and Storkey, 2016] extends SGVB and the VAE to a

meta-learning setting. The model now considers datasets D € D consisting of multiple

N

observations {x(™}N_ |

which we explicitly index per data set. Each dataset is assumed
to share some context variable ¢ across the entire set. In other words, c is sampled
once per dataset. Within each dataset, the generative process per item x(™ remains
as before i.e. z(™ — x(™ . Two models are presented: a basic extension of the original
VAE, and a more complex model with hierarchical latent variables {z(l)}lL: 1» which are

referred to as stochastic layers.

The goal is once again to learn the parameters 8 and ¢ through optimization of a lower
bound on the log marginal likelihood. In this case we seek the variational lower bound
Lp (0, @) such that

logpe(D) > Lp (0, ¢), (5.1)

and then look to maximize Lp(0,¢) = > pcp LD(0, @) across the entire collection of

datasets.

Due to the fact that we now need to consider items grouped by dataset D, along with a

hierarchical structure, we stress the slight change notation from the VAE model. As

N

n—1, where IV is the number of samples per dataset.

mentioned, we now write D = {x(™

31
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Note the latent variables are also grouped by dataset using the notation z = {z(” 1

To indicate the {** level in the hierarchy of the n'” latent z, we write z(™®),

5.1 Models

5.1.1 Basic Model

The basic model is an extension of the VAE which introduces a context variable ¢. The
corresponding graphical model, shown in Figure bears a close resemblance to that

of a topic model [Blei et al., 2003].

( )

O—E

(. J

Figure 5.1: Neural statistician basic model. The plates denote the fact that c is shared

across each dataset D, while z varies per instance x € D.

The generative process for the basic model is given by
po(D) = [ po(Dle)p(e) e (52)
where
po(Dlc) = H po(x™c)

= H /pg M)c) dz™. (5.3)

As before, we can derive a variational lower bound on the log evidence.

Claim.

Lp(0,¢) = Rp — (Lp + Cp), (5.4)
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where
N
Rp = Ecg,(ciD) ZEz<n>~q¢(z<n>|c,x<n))[10gp9(x(”)|z(”))]] : (5.5)
n=1
N
Lp = Ec~q¢(c|D) [Z DKL(Q¢(Z(H)|C7X(n)) H pQ(Z(n)|c))] ) (56)
n=1
Cp = Dkir(qe(c|D) || p(c)), (5.7)

satisfies (5.1)).
Derivation. See (A.2.2.1)). O

Note that the essential difference between the lower bound term for the neural statistician
and that for the VAE is the addition of a context divergence term Cp. As we’ve previously
mentioned, the lower bound still consists of a reconstruction term, and KL divergence

‘regularization’.

5.1.2 Full Model

(. J

Figure 5.2: Neural statistician full model. The {z'}f, form a hierarchy of latent
variables, each of which is passed c directly, and the context ¢ is now connected to each

observation x directly.

The full model adds a hierarchical structure for the z variables. The context is passed
to each level of the hierarchy directly, with a view to explaining away generic aspects of
the data. This was inspired by [Sgnderby et al., 2016]. In addition, the context variable
¢, along with each of the z(), are connected directly to each observation x. The idea
behind these skip connections is to prevent later layers in the hierarchy needing to copy
information from previous layers, meaning each level can focus on a specific level of

abstraction. A similar approach was outlined in [Maalge et al., 2016]. See Figure |5.2| for
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details. Note that the z variables now have two associated indices: a superscript [ to
identify position in the hierarchy, and a subscript ¢, as before, to facilitate grouping per
dataset. Where a subscript or superscript is omitted, the notation indicates a grouping

over the omitted index e.g. z(™ = {z(MWO}L .

The generative process for the full model is given by

p(D) = / po(Dlc)p(c) de, (5.8)

L
= po(x™ |z ¢) [pe(z(n)(1)|c) Hpg(z(n)(l)z(n)(l—l)’c)] dz™. (5.9)
n=1 =2
Claim.
Lp(6,¢) =Rp — (Lp + Cp), (5.10)
where
N
Bp = Ecvgy(c) [Z Ez(">N‘1¢(Z<”)C,x("))[logpe(x(n)|z(n)7C)]] ; (5.11)
n=1

N
Lp = E(4m) c)~gy (2 c|D) [Z Di1(gg(z™ D e, x™) || po(2™V]c))

n=1
N L
+Z DKL(q¢(Z(n)(l)|Z(n)(l_1)c,X(n)) | po(z™W|z(M =1 ¢))
n=1 [=2
(5.12)
Cp = Di1(g4(c[D) || p(c)), (5.13)

satisfies (5.1)).
Derivation. See (A.2.2.2). O

In both the basic and full models, approximate posteriors and priors are once again
chosen so that KL divergence terms can be computed analytically. In particular, all
approximate posteriors are chosen to be diagonal normal, the prior on c is standard
normal, and the prior on z is diagonal normal. As with the VAE, any expectations are

computed using Monte Carlo.
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5.2 Implementation

One of the most important aspects for understanding the neural statistician is the
shape of mini-batches passed to the model. Like most deep learning models, the VAE
deals with batches of shape (batch_size, n_features). However, the fact that our
‘data set’ is now a collection of smaller data sets means that batches are now of shape
(batch_size, sample_size, n_features). This detail is important to keep in mind

when considering the shape of representations and variables used in training the model.

The implementation of a neural statistician model is slightly more involved than that
of a VAE. The framework necessitates the introduction of a statistic network, which
parameterizes ¢g(c|D), and reduces across the sample_size dimension. This is a module
consisting of a pre-pooling network, the pooling operation itself (the sample mean), and

a post-pooling network which outputs the parameterization of g4(c|D).

Also contrary to the VAE, the neural statistician has a parameterized prior pg(z|c)
over the z variable. As we have mentioned, this is chosen to be diagonal normal, again

parameterized by a neural network. The prior over contexts, p(c), is standard normal.

5.3 Demonstrations

5.3.1 Clustering in the Context Space

As with the latent space for the VAE, we can visualize the context space with the
neural statistician. This allows us to see how data sets are distributed in relation to one
another. Similarly to the synthetic case presented by [Edwards and Storkey, 2016, we
consider a collection of one-dimensional distributions, each of one of four types. Each
data set is chosen uniformly at random as a mixture of (two) Gaussians, a Laplacian, an
exponential, or a reverse exponential distribution. Each set has a mean m and variance

v, selected uniformly at random from the intervals [—1, 1] and [0.5, 2], respectively.

We use a model with two stochastic layers, since the classes of distributions are more
complex than those used in the original paper. This provides the model with sufficient
representational power to disentangle the data sets effectively. The latent variables
c and z are of dimension 3 and 32, respectively. The latent decoder, pg(z|c), and
approximate posterior over z, g4 (z|c, D) are each diagonal Gaussian, with means and
log variances given by three-layer fully connected networks, with a hidden dimension of
128. Similarly, the statistic network, g4 (c|x), consists of a three-layer fully-connected

network both before and after pooling. The observation decoder, pg(D|z, c), also uses a
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Figure 5.3: Plotting the test set in the context space shows the datasets clearly clustering

by distribution.

three-layer sturucture, and we employ a Gaussian likelihood. Each network uses batch
normalization and ReLU nonlinearities. Additionally, residual connections were added

between the first and last layers of each subnetwork, as these improved the lower bound.

(a) Coloured by mean (b) Coloured by variance

Figure 5.4: Distributions in the context space coloured by moment. The contrasting

colour gradients per cluster suggest the moments are learned in orthogonal directions.

The model is trained for 50 epochs using the Adam optimizer with default parameters.
A total of 10000 data sets are used, with a batch size of 16, and 200 samples per dataset,.
The test set contains 1000 data sets. Gradients are clipped to the range [—0.5,0.5] to
stabilize training. Additionally, a simple weighting scheme is initially applied to the
lower bound so that the KL divergence terms do not overly affect the learning of latent

variables. In particular, we optimize the following lower bound:

L0, ) = wRp — %(LD +Cp), (5.14)
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where w = 1+ «, and « has initial value 1, and is reduced by 0.5 after each epoch. This
means we are optimizing the true lower bound after only a few epochs, since a decays
exponentially. The weighting allows the approximate posteriors more flexibility initially,
since deviating from the prior isn’t penalised as much. This idea was also inspired by

work on deep VAEs and ladder networks [Sgnderby et al., 2016].

To calculate the position of a data set in the context space, we use the statistic network,
d¢(c|D), to output the mean and log variance for that data set. The mean is then
used as the data set’s location in context space. In this way, we can embed a test set
in the context space, and visualize how data sets compare. This is shown in Figure
and we see clearly that the four classes of distribution have clustered accordingly.
Furthermore, we can colour the data sets by their mean and variance, shown in Figure
and examine whether the clustering is meaningful in this respect. Indeed, it seems
as if this is the case, with the opposing colour gradients per cluster indicating that these

moments have been learned in orthogonal directions.






Chapter 6

The Context-Aware Learner

Following the neural statistician, it is natural to question whether this meta-learning
take on SGVB can be further extended. In particular, we might seek a model which
could be applied in a setting where datasets exhibit multiple contexts instead of a single
shared context. Each observed dataset D would then consist of some subset of these
which are held constant across the entire set, while the rest are free to vary per instance
x. The key point is that the contexts which are constant change per data set. Once
more, the learning objective remains the same; we look to optimize a lower bound on
the log marginal likelihood across the entire collection of datasets in order to learn the
parameters ¢ and 6 of the inference and generative networks, respectively. The theory
is outlined in the next section, but first we present an example to demonstrate the

usefulness of such a model.

As is common with current work on deep generative models, imagine we have a collection
of sets containing images of faces. Each set consists of faces which are consistent in
some aspects e.g. one set features only male faces with blond hair, another features only
female faces with glasses. Ideally, we would like to create disentangled representations
of this data which reflect our high level impressions. The model should learn these in
an unsupervised way. Moreover, we might hope that such a model would then be able
to reason about joint distributions of which it has seen only some factor. For instance,
having never been explicitly shown female faces with blond hair, but instead only these
features in isolation, it should be capable of generating suitable samples in the joint
style. This is a novel unsupervised and data efficient regime, allowing for powerful

modelling even when our data set fails to describe a distribution exhaustively.

39
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6.1 Model

6.1.1 Theory

Writing down the generative model for the context aware learner is slightly more involved
than with the VAE or neural statistician. This is due to the presence of a categorical a
variable, which must be introduced to indicate which contexts are constant, and which
are varying in a particular data set. We use the convention a; = 1 to indicate that the

k" context is constant. We also define the constant and varying index sets
Ac={k:a, =1} and Ay ={k:a, =0},

respectively. The generative model is only specified once a has been sampled. That is,
the process is now dynamic per dataset D in our collection, and the inner ‘plate’ in
Figure [6.1] is effectively free to move. There is not a single distribution over constant
contexts, nor is there a single distribution over varying contexts. In fact, we have a
total of K distributions for the constant contexts, and likewise for the varying contexts.
Once sampled, a selects which of these should be used in the generative process for each

dataset.

Figure 6.1: Graphical models describing two possible generative processes for the

two-context case. (a) c(j) is held constant while ¢,y varies. (b) Vice versa.

In the most general case, a is K-dimensional binary vector, taking on 2% possible values,
corresponding to 2% distinct generative models. In other words, it is equipped to handle
datasets which have any subset of K contexts held constant, including the extreme
cases of all or none. There are natural simplifications to this setting, namely where

we have a guarantee that some fixed number K’ < K of contexts are constant in each



6.1. Model 41

dataset, or simpler still, where we know exactly one context is held constant in each

data set. We present the theory in full generality here.

We use the notation CEZ)) to denote the k" context for the n'* data point, and use ¢(™

to refer to the complete vector of contexts for that data point, similarly to the grouping
by omission we utilized previously. We also denote the restriction to either the set of

constant or varying contexts by writing cg4_, or c4,, respectively.

The inclusion of a latent z variable is made so that the model has the capacity to
represent aspects of the data which are neither strictly constant nor strictly varying.
To encourage the variable to focus on this type of information, the distribution over z is
not explicitly conditioned on a. Instead, we condition solely on the context variables, so
that z may learn useful features that are not represented by the contexts. In practice,
we found that including z in the model resulted in a better variational lower bound,

and more convincing samples.

The generative process for the context-aware learner is given by
= pe(Dla)p(a) (6.1)
a
where
po(Dla) = / [H po(x"1z, " )pg (2 M) dz(”)] pe(cla)de. (6.2)
n=1

Furthermore, we can factorize the context distributions using the Dirac delta as a point

mass for the ‘copying’ of constant contexts, yielding

= T rotcy)a) TT rolcl))lea..a) (6.3)

keA. keA,
po(c™a) = | 5( e g,{})) [T re(c(ylca..a), n>1. (6.4)
keA. keA,

We make the assumption that the approximate posterior factors in an analagous way.
It is important make the distinction here between the random variable ¢ = {c(k)}le,
and the choice we make to model this random variable with 2K distributions, K of
which handle the constant case, while the others are responsible for the varying case. In
addition, we note that the varying context distributions are conditioned on the constant
contexts, so that the model is better informed as to how exactly these varying aspects

should be expressed.

With some work, it is possible to derive the variational lower bound for the single datum
log marginal likelihood. We find it advantageous to separate the KL divergence terms

for the constant and varying contexts.
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Claim.
Lp(0,¢) = Rp — (Lp + Cyp + Cep + Ap), (6.5)
where
N
BD = By gy (2m e x(m) !Ec(">NQ¢(CIa,D) [Z 10gpe(x(")lz(”)ac("))” (6.6)
n=1
- N
Lp = Een) wgy (cmfaxm) | 2 Drr(dp(z™[c™,x™) | pe(Z(")|C(n)))] (6.7)

Ln=1

N
Cob = B, apagealp) |2 D Drrlas(egleanax™) | po(cilea,a))| (6.8)

_nzl keAy,
Cen = Eangyap) | 2 Dicrlas(c(y)la, D) || po(cfy)|a)) (6.9)
keA.
Ap = Dx1(4¢(alD) || p(a) (6.10)

satisfies (5.1)).

Derivation. See (A.2.3). O

6.1.2 A Weakly Supervised Alternative

Though we have presented the theory in full generality above, one interesting narrowing
of focus concerns the case where we know a, a priori. This corresponds to a weak form
of supervision in which we tell the model which data sets have a particular context
held constant. The model must still learn representations which correspond to these
factors of variation, but the task is now simpler since we do not need to worry about
additionally inferring a. Indeed, the a variable can be thought of a binary context label
which informs the model of commonalities between data sets, but does not specify the
exact nature of these common traits. The theory outlined above still applies; we just
remove the KL term from the loss, and provide the model with a context label for each
input. This is the aspect we choose to focus on in this thesis, leaving a promising open
direction for future research. As we will see, this alternative model can still demonstrate

novel capabilities.

6.2 Related Work

The context-aware learner touches on several interesting areas. Transfer learning remains

a central interest in modern machine learning, and [Pan and Yang, 2010] provide a
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useful survey. We share distributions and network parameters across data sets, and look
to leverage learned concepts to generate novel ‘out-of-distribution’ sets. A similar idea
is presented in |Bengio, 2012|, with a view to improving classification methods on test

samples which may come from a different distribution.

Very recent work has directly explored VAE extensions toward a similar goal. [Boucha-
court et al., 2017] introduce the multi-level VAE, who seek to learn representations which
disentangle factors of variation per groups with some common attribute. This is achieved
through the introduction of style and content variables, which account for different
aspects of the data. A closely related semi-supervised model is proposed by [Siddharth
et al., 2017, who also look to encode various facets of data into distinct latent variables.

Our work differs in that it naturally extends to many factors of variation, or contexts.

Though we have not explored the generative adversarial network (GAN) |[Goodfellow
et al., 2014] in this work, it remains a highly influential and popular method for generative
modeling (for a brief outline, see section [7.2.4.2). InfoGAN [Chen et al., 2016] takes
an information theoretic interpretation of latent variables, and maximizes the mutual
information between a conditioning variable and an observation. This results in a subset
of the latent variables successfully disentangling factors of variation in an unsupervised
fashion, which is useful when we do not possess common grouping knowledge as in
the setting of the context-aware learner. Finally, [Donahue et al., 2017] propose an
algorithm which can learn subject identity, and a specific observation (e.g. configuration
of lighting, pose etc.) of that subject, in a separate manner. Our model is capable of
more granular representations, but again relies on meaningful grouping of the data in

advance.

6.3 Implementation

The overall sketch of the context-aware learner is similar to what we have seen so
far. Each generative and approximate posterior distribution is diagonal Gaussian
parameterized by a neural network, and we have a statistic network which collapses
across the sample_size dimension to parameterize the distributions over constant
contexts. However, the introduction of the categorical variable necessitates some extra

work, and this is detailed below.
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6.3.1 Dealing with a Dynamic Generative Model

The fact that the categorical variable a can take on 2% values, and thus specify 2%
possible generative models, also introduces practical difficulties. A priori, we don’t know
which generative model we need, even when we assume a is given to us. The solution we
propose is to parameterize every distribution which may be used, and use a as a binary
mask to zero out extraneous information. That is, we always generate a mean and log
variance for each of the K constant context distributions, and each of the K varying
context distributions, and use the mask implied by a to dynamically select the correct
subset. In this way, the samples from the constant and varying context distributions
complement one another; where one is zeroed out, the other has nonzero values, and
vice versa. The mask also allows us to select the correct mean and log variance terms

when computing the various KL divergence contributions.

6.3.2 Categorical Reparamterization

As mentioned, the introduction of multiple contexts also necessitates the addition of a
categorical random variable which indicates which contexts are held constant, and which
are free to vary. Applying the reparameterization trick to categorical distributions has
received attention in the recent past, in an effort to extend the variational autoencoding
framework to models with discrete latent variables. Both |Jang et al., 2016] and
[Maddison et al., 2016] independently proposed the same reparameterizable distribution
to handle this use case, which is a continuous relaxation of a categorical distribution.
The former work terms the distribution Gumbel-Softmax, while the latter chooses the
portmanteau Concrete. Though both papers consider identical density functions for the

relaxation of a K-dimensional categorical variable y, namely

T —1
Prr(y) = (K A H ( Vi ) : (6.11)

—175Y;
the manner in which they are integrated into a discrete latent variable model differs (here
7 is the vector of unnormalized class probabilities, and 7 is the temperature parameter,
which controls how closely the relaxation matches a true categorical distribution). The

Gumbel-Softmax samples directly from the distribution using the reparameterization

Vi = eXp((log T + gk)/T) ’ (612)

Yoy exp((log mj + g;)/7)

where g is noise from a Gumbel distribution, which is easily generated using the inverse

cumulative density function. The KL divergence term is computed using the categorical

implied by the normalized class probabilities (for details see [A.4]).
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On the other hand, the Concrete distribution performs reparameterization based on
a log-space treatment, and an auxiliary distribution termed the Exp-Concrete, since
taking the exponent of samples from this distribution yields a Concrete distribution.
The method views the KL divergence as the expectation of a log density ratio, and this
expected ratio is computed by evaluating the true relaxed densities in a Monte Carlo
fashion across mini-batches. The paper notes that this approach is the only method
giving a guaranteed lower bound on the log evidence in the relaxed setting, unlike the

use of the implied categorical by the Gumbel-Softmax.

6.4 Experiments

6.4.1 Black & White MNIST

As a basic proof of concept, we consider binarized MNIST with varying background.
This yields K = 2 candidate contexts: digit and background colour. Images are either
black on a white background, or white on a black background. Each dataset consists of
a number of samples which are consistent in exactly one of digit or background colour.
Figure demonstrates a collection of five datasets with five samples in each. The task

is based on seen data, and we look to produce samples in two ways:
e sampling a data set conditioned on a particular context

e sampling a data set conditioned on some input data set with a particular context

held constant.

We note that these tasks are likely achievable by a conditional generative model, but
we include them here as a first demonstration of our model’s ability to also act in this

capacity.

Concerning architecture, we initially use a convolutional encoder to produce features
for each item in each of our data sets. In other words, the model does not work with
the data directly, but instead with extracted features. This encoder consists of nine
convolutional layers, divided into groups of three, with 16, 32, and 64 filters, respectively.
The observation decoder, parameterizing pg(x(™ |z, ¢(™), mirrors this, using transpose
convolution operations. The model still features a statistic network, as in the neural
statistician, which now parameterizes a distribution over the constant contexts. Both
pre and post-pooling modules feature 3 fully connected layers with 256 units. Networks
parameterizing distributions over varying contexts and z variables also use 3 layers,

with 128 units. We use skip connections between the first and last hidden layers in all
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Figure 6.2: Five data sets from black & white MNIST, each containing five samples.

Either the digit or the background colour is constant across rows.

fully connected subnetworks. The context variables are 64 dimensional, and z is 16
dimensional. All layers, fully connected or convolutional, use batch normalization and

ReLU activations, with the exception of output layers.

The model is trained for 100 epochs using the Adam optimizer with a learning rate of
3 x 1074, We create 20000 data sets in advance, where the proportion of constant digit
data sets to constant background data sets is 5:1, due to the fact that we have ten digits,
but only two background colours. The batch size is 32, and we use 10 samples per data
set. The weighting scheme is similar to that used in the neural statistician, in order to
facilitate flexibility of the latent variables during initial training. The only modification

we make is to decrease the weighting of the latent variables, giving a criterion
1
ED(O, (b) =wRp — E(LD +Cup + CCD)> (6'13)
where w = 1 + «, and « is annealed as before. We use a Bernoulli likelihood.

To sample based on a particular context, all we need do is provide the model with
a batch of context labels, and run the generative model forward. The output should
consist of one collection of data sets with constant digit and varying background, and
another collection of data sets with constant background and varying digit. This is
shown in Figure |6.3] which demonstrates 20 total data sets, 2 per row, with constant

digit on the left, and constant background on the right.

Next we look to condition on a batch of data sets, and produce new samples with
the appropriate contexts held constant. To do this, we calculate the approximate
posteriors over constant contexts, and condition on the mean of these distributions to
generate samples using the most likely contexts given the data. The results are shown
in Figure[6.4l The format is similar to previous figure, but now the conditioning data

set is displayed on the left, with the conditioned output on the right. The samples
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Figure 6.3: Samples generated by the model given context labels, for black & white
MNIST. Left side depicts constant digit, right side constant background.

correspond to the correct constant context in each data set. Additionally, there are two
interesting properties to note. In the fourth row, the model has produced a data set
with black background and varying digit, but contains digits which are not present in
the conditioning set. In addition, the row second from bottom shows a data set constant
in the digit seven, but each sample also features a black background, which happened
by chance during the creation of the data. The model is able to handle this detail, and

produces samples of the digit seven, but with varying background.
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Figure 6.4: Conditional samples generated by the model for black & white MNIST. Left

side shows data sets provided to the model, right side shows samples conditioned on

these data sets.
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6.4.2 Rotated MNIST

In this experiment, we pose a slightly more challenging problem. Background is a
relatively simple factor of variation to discover, so we choose to replace this context
with digit rotation instead. Thus, we again have K = 2 contexts, digit and angle of
rotation, exactly one of which is held constant in each dataset. Figure demonstrates

a collection of five data sets with five examples in each. We use 8 distinct rotations,

spaced evenly between 0° and 360°.
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Figure 6.5: Five data sets from rotated MNIST, each containing five samples. Either

the digit or the angle of rotation is constant across rows.

So far the context-aware learner has acted as a conditional generative model. However,
the framework is designed for more interesting generalization abilities. For instance, we
might train the model using data sets that hold exactly one context constant, but at test
time ask it to produce samples of data sets with neither or both of these held constant.
Furthermore, we might look to condition on two data sets with distinct contexts held
constant, and synthesize a data set with the specific constant properties of both. These

‘out-of-distribution’ tasks are the focus of this section.

The architecture remains as in the experiments featuring varying background, as does
the training scheme. We also use the same weighting for the lower bound, and we
found that this was important for good convergence. The proportion of constant digit
data sets to constant rotation data sets was evenly split despite the slight difference in

number of classes per context, and this also seemed to benefit learning.

Sampling new context combinations is straightforward; we provide the model with
context labels it hasn’t seen before, and examine the output of the generative process.
Here, since each training data set has exactly one context held constant, corresponding
to two-dimensional one-hot context labels, this means we are providing the model with

either two-dimensional vectors of zeros, or two-dimensional vectors of ones. The results
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are shown in Figure On the left, we have data sets consisting of varying digit and
varying rotation. That is, there is no discernible pattern, since neither of the contexts
are constant. On the other hand, the right hand side demonstrates samples which are
consistent in both digit and rotation, and have both contexts held constant. We stress
that the model has not been trained on either of these types of data sets, and can readily

transfer the concepts it has learned to generate new combinations of contexts.

Voo Q0 59 eI YUY Y Y YT I Y
D0LVLASE0UADANJIDPIY Y Y Y Y o o of o
VMO LNBPACNPEOVYYIIVIJIJY
OVEWOZOL?AQART TITIIITITTTS
2-393qw—-020099999999559

ONOIANANLMYL DRV YY YNy y
NDN20N P-QWRIPTFITIISTSSII I
AL q]gAalSqA\NS PG TTITTTI997
MG =2 e~ NP OO NYNY YNNI
NFAMNMSEGOONARMSr I srsrsss1s1y

Figure 6.6: Left side shows samples with neither rotation nor digit held constant, right

side shows samples with both held constant.

Synthesizing a data set from two others is similar to the conditional sampling we
demonstrated in the previous experiment. In this case, we need to calculate the
approximate posteriors over constant contexts for the data sets with those corresponding
contexts held constant. As before, these quantities can then be passed through the
generative process so that we condition on the most likely contexts given the data. The
results are shown in Figure The top row shows the data set with the constant digit
‘5’, while the second displays the data set with constant rotation, 90° clockwise. Thus,
we would expect the model to produce data sets of the digit ‘5’, rotated 90° clockwise.

Eight such synthesized data sets are shown in the remaining rows.

6.4.3 The Fully Unsupervised Case

Finally, we present some results from the fully unsupervised case i.e. when a is not
known, and must be inferred. This is where categorical reparameterization is necessary.
We emphasize that this section presents preliminary results, and is included solely as a

proof of concept.
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Figure 6.7: Top two rows show data sets with specific contexts held constant. Bottom
eight rows are samples of data sets synthesized by combining these two constant

properties.

The major architectural change required is the addition of a network which parameterizes
¢¢(alD). This is another module similar to the statistic network of the neural statistician,
which must collapse across the sample_size dimension. We make the choice to once
again perform mean pooling, and the module closely resembles the structure we have
seen thus far. We use a pre-pooling network with 3 layers of 512 units, and a post-
pooling network with 3 layers of 128 units, both of which feature skip connections. For
categorical reparameterization, we choose the Gumbel-Softmax, and use a temperature
annealing scheme as presented in that paper, beginning at 7 = 1, and reduced to
7 = 0.5 over the course of training. Since this method outputs soft categories, and we
require hard binary labels, we perform the ‘straight-through’ approximation outlined in
the paper, where we binarize the samples, but take gradients with respect to the soft

samples.

The remaining architecture, along with the training method, remain as before, with two

important exceptions:

e we use black & white MNIST with only two digits, ‘0’ and ‘1’, with an even
proportion of constant digit and constant background data sets, to set an easier

task overall,

e we use an extreme weighting of the KL terms in the lower bound in order to

strongly encourage the model to rely on the categorical variable a.
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In particular, we use the following weighting scheme
1
£Lp(8,¢) = Ep — w(lp + Cup + Cen) — —Ap, (6.14)

where w = 1 + o, @ = 100 is the starting value, and « is annealed much more slowly
so that the weighting effects are present across the entirety of training. It is vital to
remember that we are not optimizing the variational lower bound here, and we tread
on theoretically weak ground. Instead, we have a heuristic which makes it extremely
expensive for the model to store information in latent variables other than a, and
conversely, extremely cheap to make a flexible, since it receives such a small penalty for

deviating from the prior. This forces reliance on a as a consequence.

Various metrics for the training procedure are shown in Figure One particularly
novel feature of the fully unsupervised case is that we can fashion a pseudo-accuracy
metric by comparing the model’s sampled a variable to the true context label for a given
data set. This is a unique aspect of the context-aware learner; we can induce something
akin to an easily interpretable classic evaluation method for fully unsupervised learning.
We use the term pseudo-accuracy here since the configuration of a is only unique up to
permutation; the model may assign the k£ contexts in any order, and each of these is
perfectly valid. In other words, an ‘accuracy’ of 0% is also optimal here, and indicates
the model has learned the contexts in exactly the opposite way we have arbitrarily
assigned them. This perhaps gives an explanation as to why the fully unsupervised
model is difficult to train; in the weakly-supervised case, we observe a, the assigment of

contexts is clear, and the inference task becomes easier.

The highest value achieved for the pseudo-accruacy was 92.3%, but this is unstable,
and oscillates significantly. Across the whole training run, we see the KL divergence
terms for c4, and c4, increase steadily, and the KL term for z increase right at the end,
indicating their corresponding approximate posterior distributions gaining expressivity.
This is mirrored by a steady decrease in the accuracy during the second half of training.
Once more, we stress that these results are based on heuristic manipulation of the
true lower bound, and significant exploration is required to achieve a reliable and
theoretically sound approach. Nevertheless, the outcome is encouraging, and suggests

the fully unsupervised case is an attainable goal.
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Figure 6.8: Experimental metrics for fully unsupervised context-aware learner over 100 epochs of training. Top row, left to right: Criterion

optimized by Adam, true variational lower bound, reconstruction term (expected log likelihood), KL divergence on z, KL divergence on c,.

Bottom row, left to right: KL divergence on c., KL divergence on a, weighting for lower bound terms, ‘accuracy’ in prediction of context labels,

temperature for Gumbel-Softmax sampling.



Chapter 7

Conclusion & Further Work

In this chapter, we recapitulate our work so far, and look to a variety of promising

avenues for future development.

7.1 Our Contribution

We have given an overview of modern stochastic variational inference, presented as a
confluence of classic variational inference and modern deep learning. Using this, we
have explored the variational autoencoder as a realization of SGVB, and seen how
the framework has been readily extended to the neural statistician, which offers a
meta-learning take on learning representations of data. Based on this, we have proposed
the context-aware learner, a model suited to disentangling numerous factors of variation
across data sets. Following a comprehensive theory, a series of experiments demonstrate
the usefulness of such a model, and we observe results which align with our expectations.

We now turn our attention to the next step: extending and improving the model.

7.2 Improving the Current Model

The context-aware learner, as described and implemented in the previous chapter, stands

to benefit from a number of interesting modifications and avenues of exploration.

7.2.1 The Fully Unsupervised Case

Perhaps the most prominent extension involves the the case where we must also

infer a i.e. the model is fully unsupervised. The success of this modification hinges
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on a reliable method for integrating a categorical random variable into the SGVB
framework. This is a problem with a number of aspects to consider; we must successfully
incorporate categorical reparameterization in our model, as well as determine the best
way for our network to collapse across samples per data set in order to provide a good
parameterization. The former issue has been broached in the previous chapter, and it
seems as if this will receive increased attention in the near future. The latter problem of
reasoning across data sets has also benefitted from recent developments, and we look to
the novel work on relational networks [Santoro et al., 2017] as a possible improvement
to the mean-pooling we currently employ. A relational structure might be particularly
advantageous for our use case. The question we ask of the model is implcit: do there

exist constant contexts in this data set?

7.2.2 Exploring Data Sets

As noted, for each context added to a prospective data set, the model can learn to hold
that context constant, or allow it to vary. In other words, we get an exponential increase
in representational ability for each context added. This is especially useful when we
have a multi-context data set which is not exhaustive in all possible categories. We
have seen the powerful generalization ability of the context-aware learner, and look to

exploit this advantage to the fullest extent.

We might also look to explore a more diverse range of data sets. This requires some
measure of creativity, since many modern resources offer a simpler structure, amenable to
classification tasks or straightforward generative modeling, instead of the multi-context
setting we require. Nevertheless, achieving success with a task involving face images
like that specified at the outset of the previous chapter poses an exciting challenge. We
might also consider the task of disentangling style and content in various art media,

such as paintings or music.

7.2.3 Architecture

The context-aware learner can benefit from architectural upgrades in a natural way. As
a direct result of the surge in deep learning research, new methods improving training
stability and model behaviour are continuously available. We have mentioned a few
these in terms of normalization strategies (layer, weight, and self-normalization), skip
connections (residual networks), and improved optimizers (Adam). As new work in these
areas comes into widespread practice, it is easily incorporated into the context-aware

learner. We note that the model as presented in the previous chapter offers great
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flexibility with image data in particular, since it is bookended by a convolutional encoder
and decoder. When dealing with more complex images, we need only leverage recent

developments in computer vision [Huang et al., 2016] to compensate.

7.2.4 Digging Deeper into the Lower Bound

As we added increased complexity to the variational autoencoder, we saw how the lower
bound changed by the addition of KL divergence terms for each of the latent variables.
In each case, we used a diagonal Gaussian to parameterize these distributions. This
choice is made almost exclusively for analytic convenience; it is not too much work to
write down the KL divergence between two diagonal Gaussian distributions (see for
details). However, there is generally no reason to believe these latent variables factor as
such, and are totally uncorrelated. Closed form expressions are helpful, but if better
tools are available to specify more flexible distibutions, our methods should be updated
accordingly. In this section, we explore recent developments which improve upon these

analytically tractable, but often prohibitive, choices.

7.2.4.1 Normalizing Flows

We have briefly mentioned normalizing flows when talking about the standard choice
of posterior in SGVB models, which has up until recently been the diagonal Gaussian.
Normalizing flows for variational inference |[Rezende and Mohamed, 2015| offers an
interesting progression from this standard. The central idea is to begin with a simple
density, such as the diagonal Gaussian we have been utilizing all along, and applying a
series of invertible transformations until the density is sufficiently complex. This idea
was further developed with the introduction of inverse autoregressive flow [Kingma
et al., 2016], whose flow offers particularly rich and expressive approximate posteriors.
This is an active area of research which we can integrate directly into our work as new
findings are released, in order to improve the lower bound, achieve better latent variable

representations, and generate more convincing samples.

7.2.4.2 TImplicit Distributions and Adversarial Training

The topic of implicit distributions in the context of variational inference has received
considerable attention in the very recent past [Huszar, 2017] [Tran et al., 2017]. The
working definition for these distributions encompasses models whose density may be

intractable, but possess the following properties:
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e we can sample from them, and/or compute expectations with respect to them,

e we can compute gradients of these expectations with respect to the model param-

eters.

Implicit distributions allow us to parameterize extremely flexible densities, and have
seen extensive use in generative modeling over the past number of years. A widely used
example is the generative adversarial network (GAN) |Goodfellow et al., 2014], which
looks to directly model a data distribution by passing samples from a simple distribution
(such as a uniform or Gaussian) through a neural network, or generator. Through the
introduction of a discriminator, which attempts to differentiate between samples from
the generator, and samples from the true (empirical) distribution, the model is trained
using a two player mini-max game. The GAN literature is considerable, and we direct

the reader to [Goodfellow, 2016] for more details.

While GANs are typically used to directly model data distributions, we might also
wonder whether they can be applied in the approximation of latent variable distributions
for variational inference. This leads to the topic of adversarial training for VAE-based
models, and more generally, the fusion of GAN-type training with VAE-type training,
which has a wide variety of approaches [Makhzani et al., 2015] [Mescheder et al., 2017].
The a-GAN |Rosca et al., 2017] encompasses many of these ideas, and also provides
interesting extensions. We expect this direction of research to equip us with yet another
set of tools with which we might enrich our the expressivity of the distributions in our

model.

7.3 Final Thoughts

The SGVB framework offers a great degree of flexibility for specifying and training
complex graphical models using the machinery of deep learning. We emphasize the VAE
as one particular instance of this framework, and highlight that SGVB facilitates the
implementation of more elaborate generative models, with many interesting capabilities.
The context-aware learner is one such model, whose framework offers significant potential
for future work, and we anticipate many more exciting developments at the crossroads

of stochastic variational inference and deep learning for generative modeling.
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Appendix A

Supporting Results

A.1 Properties of KL Divergence

A.1.1 Non-negativity

Lemma. Dk (q(x) || p(x)) > 0.

The non-negativity of the KL divergence can be proven using Jensen’s inequality. The
inequality is stated as follows.

Lemma (Jensen’s Inequality). Let x be a random variable taking values in R™, let p(x)
be some distribution over x, let y = y(x) : R™ — R be a function defining a real-valued

random variable in terms of x, and let ¢ : R — R be convex. Then

Exp(x) [2(5(3))] < ¢ (Bxpi) (X)) -

Proof of Jensen’s inequality. The proof is beyond the scope of this thesis. We refer the

reader to [Kuczma, 2009] for a thorough discussion. O

Proof of non-negativity of KL divergence. Consider Jensen’s inequality in the following
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case: y(x) = % and ¢(y) = log(y). We have

> —log <Equ(x) [}) (Jensen’s inequality)
(

= —log(1) (properties of pdf)

= log(1)
=0.
O
A.1.2 Asymmetry
Lemma. Dk (q(x) || p(x)) # Drr(p(x) || 4(x)).
Proof. Consider Dgr(q(x) || p(x)) — Drr(p(x) || ¢(x)).
Dicaa(x) | 7(0) = Do) ) = [ oo 55 e [ (o) 105 20 ax
= X x))lo a(x) x
= [ a0 +p(0) 08 25 ax:
This integral is non-zero in general. O

A.2 Variational Lower Bound Derivations

A.2.1 Variational Autoencoder

Derivation. Consider the KL divergence between the approximate posterior and the

true posterior,

Dk1.(qe(z|x) || p(z|x)) = /q¢(z|x) log Zﬁg:g dz.
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Substituting p(z|x) =

%’&)’(Z) by Bayes’ rule, we have

D1 (a9 (zlx) || plz]x)) = / 45 (2]%) logmdz
/ (2])

dp(2x)
p(z) d

as(afx) log po(x) dz + [ ag(aix)log
— / q¢(2]x) log pe(x|z) dz

- 10gp9<X) + DKL(q¢(Z’X) H p(Z)) - IEzwq(;b(z|x) [logpg(x\z)]

Rearranging, we have

log po(x) = B, (zx[log po(x|2)] — Drr(a¢(z%) || p(2)) + Drr(de(zlx) || p(z]x))
> B, gy (aix) 108 Po (X[2)] — Drcr(q¢(z[x) || p(2)),

since the KL divergence is a non-negative quantity. O

A.2.2 Neural Statistician
A.2.2.1 Basic Model

Derivation. Using the same method as above, we consider the KL divergence between

the approximate posterior and the prior

q
Dict(ao(z. D) || p(z.cID)) = [ ao(z. D) log % 2

pg(D‘Z,C)p(Z,C)

Substituting p(z, c|D) = po(D)

by Bayes’ rule, we have

q¢(z, c|D)pe(D)
p(D|z, ¢)p(z, c)

/q¢, z,c|D)log pe(D)dz dc

Q¢(Z,C‘D)
+/q z,c|D) log dzdc
ol D) log L (e, <)

dzdc

Dgk1(q4(z,cD) || p(z,c|D)) /q¢, z,c|D)lo

Q¢(Z,C‘D)
p(Dlz, ¢)p(z, c)

= log pg(D) + /q¢(z,c|D)log dzdc.
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Factorizing ¢¢(z, c|D) = q¢(z|c, D)qe(c|D) and p(z,c) = p(z|c)p(c) yields

49 (2|, D)gq(c|D)

p(Dz, )p(zle)p(e) 4

Dic1(g9(z¢|D) | p(z,c|D)) = log pp(D) + / 46 (2]c, D)gs(c|D) log

c/D
= logpe(D) + /q¢(z|c,D)q¢(c|D) log q‘if(l) ) dzdc
D

4(#¢D) 4 4o /q¢(z]c, D)y (c|D)log p(D|z, ) dz de
p(z[c)

4 (c|D)
p(c)

q¢(2|c, D)
+ IEc~q¢,(c|D) |:/ Q¢(Z|c7 D) IOg d)p(W dz| — Ec~q¢(c|D) [Ez~q¢(z|c,D) [10gp(D|Z, C)H

= logpe(D) + Dx1(q¢(c[D) || p(c)) + Ecgy(cp) [PrL(90(zlc, D) | p(z[c))]

- Ecwq(b(dD) [Ez~q¢(z|c,D) [lng(D|Z, C)]] :

+ /q¢(z|c,D)q¢(c|D) log

~log0(D) + [ g4(cID) log de

It remains to simplify the KL divergence terms and the log likelihood, by decomposing
D.

Rewriting the log likelihood is straightforward.

N
log p(D|z, ¢) = log (H p(x(”)lz("),C)>

ogp c).

||M2

Moving to the KL divergence terms for the z variables,

Dr1(gg(zle, D) | po(zc)) = /q¢>(z!c,D) log%(z(|zc|,cl)))
5 (n
¢, x™) 1o w z
/L[lqczb "] 1g<}_[1 Pa(@m[c) )d

(n)

N
o o
n=1
N N n n
:Z/H%(Z(”)Ic’X(”))log%(z o x™) o,
—) pe(z]c)
N
= Drrlag(z™]c,x™) || po(z™c)).
n=1

Putting it all together, rearranging, and again using the fact that the KL divergence is

a non-negative quantity, we have

logpe(D) > Rp — (Lp + Cb),
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where
N
R = Eergy(eD) | D Eatr) gy (s o xto [l0g po (x 27, C)}] :
n=1
N
Lp = Ecugy (D) [Z Drcr(gg(2™ e, x™) | Po(Z(n)|C))] :
n=1

Cp = Dk1(q4(c/D) || p(c)).

A.2.2.2 Full Model

Derivation. Having laid the groundwork with the basic model, the full model now
just requires modification of the KL divergence terms for the hierarchical z variables.
Effectively, only Lp changes in the above three-term lower bound. To this end, consider

the factorization of the prior on z(™,

L
po(z™c) = pe(z™W]c) Hpg(z(")(l)]z(”)(l’l), <),
=2
and analagously, the factorization of the approximate posterior,
L
q¢(z(”)|c,x(”)) — q¢(z(”)(1)\c,x(”)) Hqu(z(n)(l)‘z(n)(l—l),C’X(n))‘

=2

Plugging these into the KL divergence term, we have

2, x()
Dict (0l x") || po(1e)) = [ ag(ul®e,x") log 212 ~EX0)
po(z™|c)

_ /q¢(z(”><1>\c,x<n>)1og 4

dz™

(2™, x™)

dz(™®)
po(zMje)

(Z(n)(l) lz(n)(l_1)7 c7 X(n))
pe(z(MD]z(M(1=1) ¢)

L
+ / g (2O ]2M D ¢ 5 og 92 dz™®
=2

= Drcr(gp(z™W]e, x™) || po(z™V]c))
L
+ ZDKL(%(Z(”)(Z)\z(”)(l’l),c,x(”)) | po(z™W|z(M0=1) ¢y,
1=2

Thus

logpe(D) > Rp — (Lp + Cb),
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where
N
Rp = Ecvg,(c/D) [Z E ) gy () e () 08 D0 (™20, €)] |
n=1
N
Lp = E@m) ¢)gy (@ c|D) [Z Di1(qp(z™W]e, x™) || po(z™Mc))
n=1
N L
+3 Y Dir(gp(a™ V[0 Ne, x) || pg(z™ W]z Ve)) |
n=1 =2

Cp = DkL(ge(c|D) || p(c)).

A.2.3 Context-Aware Learner

The derivation of the lower bound for the context-aware learner follows the same
structure we have seen in the previous two derivations. The additional latent variables
just mean extra-care is needed with book-keeping. For this reason, we are not as explicit

with each step, but the direction should be clear from the previous details.

Derivation. Once more, consider the KL divergence between the approximate and true

posteriors over latent variables.

z,c,a|lD
Di1.(94(z,c,a|D) || pe(z,c,a|D)) Z/q¢ z,c,a|D)lo EHdzdc.

As was the case in previous derivations, we can use Bayes’ rule to rewrite the true
posterior in terms of the marginal, likelihood, and prior on latent variables, then use
this to massage the KL divergence into a more amenable form.
DKL(QQ’)(Z? c, a|D> || pg(Z, c, a|D)) = logp(D) + DKL(Qd;(Z, c, a‘D) || p@(za c, a))
~E(z.0)~gy(z.c/D) [log o (D]z, )] .
The latter two terms in the expression on the right hand side are the KL divergence
between the approximate posterior and prior over latent variables, and the reconstruction

term in the from of an expectation over the log likelihood, just as we have seen before.

It remains to write these terms in their most granular forms.

We begin with the likelihood. We have

log pg(D|z, ) = longe Mz, cM)

= Zlogpe (n) c(n))’
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and we can plug this directly into the expectation.

Next we decompose the KL divergence between the approximate posterior and prior.
For the approximate posterior, we choose a factorization analogous to that specified for

the generative model, meaning we are left with three KL divergence terms.

1. Dir(qe(alD) || p(a))
2. Ea~q¢(a|D) [DKL(QQf)(C‘aaD) | po(cla))]
3. Ec~q¢(c|a,D) [Dr1(q¢(2z|c, D) || po(z|c))]

We need only simplify terms 2 and 3. Beginning with term 2, we can split the context
divergence into two parts, one corresponding to constant contexts, and the other to

varying contexts.

Drr(g(cla, D) | po(cla)) = D Drrlag(cula, D) || polca))

keA.
+ Z Drr(q¢(culca.,a, D) || po(cw)lca,,a))
keAy
= >~ Drrlgg(cly)a, D) || po(cly)la))
keA.
N
+3° 3 Drelaslefylea ax") || polcfy)lea.. ).
n=1 k‘EA'u

Here we’ve used the fact that for the constant divergence terms, we can just take the

sampled value for the first data point, since it is copied across the entire set.

Finally, we have

N
Dk r(qp(zle, D) || po(zlc)) =Y Dicr(gg(z™ ™, x) || po(z™[ct™)).
n=1

Thus, the variational lower bound is given by

Lp(0,¢) = Rp — (Lp + Cup + Cep + Ap),
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where

Rp = B ) gy (200 e x(m)

N
B~ g4 (cla.D) [Z log po(x™ 2", c(”))] ]

n=1

N
Lo = Eom) gy (cmaxm) [Z Dicr (g (2™ e, x™) | pe(z(n)|c(n)))]

n=1

N
Cvp = IE(CAC,a)~¢1¢(c,a|D) Z Z DKL(Qq{)( |CAc,a X ) H p9( |CAcaa))
n=1 keAv

1
C(cD = a~q¢ (a|D) Z DKL qu |a7D) H pe(CEk;‘a))
keA.

Ap = Dk1(qe(alD) || p(a))

A.3 KL Divergence for multivariate Gaussians

The derivation of the KL Divergence between two multivariate Gaussians is presented
here since it is central to the lower bound computation for the models presented. As
mentioned, the approximate posterior and prior are often chosen so that this term can
be computed analytically. In particular, Gaussian distributions are commonly used for
both.

For further details on the linear algebra in this section, we refer the reader to |[Petersen
et al., 2008].

Let q(x) = N (x; p1, £1), p(x) = N (x; p2, X2), with x € R™.

Claim.

|22

(11— p2) "S5 (1 — po) + Tr (£57%1) —n +log == =

Drr(q(x) || p(x)) =

N |

The following lemma, is useful for the proof of the claim.

Lemma. If p(x) = N(x;u,X), then

Eymp(x) [XTAX} = Ap + Tr[AY]
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Proof of lemma.

EXNp(x) [XTAX] = EXNp(X) Z Z Ainin

i=1 j=1

n n
= Z Z AijBypx)[XiX;]  (linearity of expectation)
i=1 j=1

= Z Z A;ij[3i; + pipj]  (definition of covariance)

i=1 j=1
n n n n

= Z Z AijEj; + Z Z Ajjpip;  (symmetry of covariance)
i=1 j=1 i=1 j=1

= [AZ]i +pT Ap

=1

= Tr[AX] + u" Ap  (definition of trace).

A corollary of this result is that for any constant vector ¢, we have

Expig | (X =€) TA(x = ©)] = (=) Al — ) + Tr[A3].

Proof of claim. We first rewrite the KL Divergence as an expectation.

Diaa(x) | 70) = [ atx)tog 25 ax

_ / ¢(x) [log q(x) — log p(x)] dx
= Exq(x) [log q(x) — log p(x)] .

The logarithm of a multivariate Gaussian density is given by

o) X; =lo Lex —1 x—p) T (x—
log (N (3¢ 41, 2) 1g<<2w>'£rz|% (5 -7 m))

)

1
og2m — §log\2].

1
3

——1 x—p) 7 (x— og| ———7
=—5x—p) T M)+lg<(2ﬂ) 5

[N

=) S (k)

oy
2
Thus

[(X —p2)" Syt (x = pr) — (x = ) BT (x - ) + log Ei'] 7

NN

log g(x) — log p(x) =
and

Exvq() log g(x) — logp(x)] = % Ego) |(x = 12) T 57" (x = pa2)]

- 29
_EXNq(X) {(X - /J'l)T E1 ! (X - /Jll)] + IEqu(x) |:10g ;21”] :
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Note Exq(x) [Iog %} = log %, since this quantity is constant. Then we can make
use of the lemma presented above (in particular its corollary) to simplify the other two

terms in the expression.

First we have
Exegt | (% = #2)T 5" (= )| = (s = p2) T 37" (1 = pa) + 2155,
Then
Exnq(x) {(X — )" B (x - ul)} = (p1— 1) S (1 — ) + T[S 5
=n.

Thus the final result is
1 _ _ b))
3 [Dr (060 1 200) = (s )T 25" = o)+ 155" = o 2.

O]

Computing this expression involves solving a linear system, as well as the calculation of
determinants. In practice, two special cases are used in the models presented above,
which simplify the computation significantly. In the following, diag(x) is used to denote
a diagonal matrix with vector x along the diagonal.

Corollary (Two Diagonal Normals). For q(x) = N (x; p1,diag(o?)), p(x) = N(x; o, diag(o3)),

n 2

1 1 a2
Drr(q(x) || p(x)) = 5 Z [02 [(p1i — pr2i)” + ai-] —1+log ag .
i=1 -2 Li

Corollary (Diagonal Normal & Standard Normal). For q(x) = N(x; u,diag(o?)),
p(x) = N(x;0,1),

n

Dica(ax) | p00) = 5 3 [ + 02~ 1~ log?]
=1

Both results follow directly from the original claim.

A.4 KL Divergence for Gumbel-Softmax

For the Gumbel-Softmax distribution, we use the implied categorical distribution to
calculate a KL divergence. That is, for ¢(y) = GS(y; 71, 71), p(y) = GS(y; 72, 72), where
y € RX is one-hot,

K
T4
Dici(a(y) || p(y) = > mislog 7.
i=1 '
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Miscellaneous

B.1 Nonlinearities

In this section we give a brief overview of the two nonlinearities used in this work.

B.1.1 Sigmoid

The sigmoid activation was commonly used at the outset of modern deep learning,
but has been replaced over the past few years. It now serves effectively as a tool for

constraining a particular quantity to the range [0, 1]. Its functional form is given by

1

f(x) = Trea

with derivative

Note that

lim f(z)=0 and lim f(z)=1.

T—r—00 T—r00

In fact, the sigmoid saturates very quickly in both limits, and this is the primary reason
it has fallen out of favour in current deep learning. Intermediate activations often lie in

these saturated ranges, meaning the gradient is zero, and effective learning is hindered

73
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B.1.2 Recitifed Linear Unit

The rectified linear unit (ReLU) is activation predominantly used in this work, and has

seen widespread use in the literature. Its functional form is given by
f(x) = max(0,),
with derivative
1 >0
) =

0 otherwise.

This solves the problem of saturating activations, promoting desirable gradient behaviour,
and also induces a degree of sparsity in the network, since half of the inputs to any

given layer are now zero on average.
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