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Abstract

The purpose of this MSc dissertation is to test the suitability of similarity algo-
rithms on a corpus of user descriptions of artworks contained within the Artcast-
ing application. The principal focus of this dissertation is the implementation
and testing of a number of textual similarity techniques which are applied to a
corpus of user generated artwork descriptions. Other similarity techniques are
designed and implemented according to the unique nature of data in the corpus.
The suitability of algorithms is then evaluated using statistics from the corpus
as well as user-tagged data from the application. The impact of information fil-
tering and recommendations in the Artcasting application is also assessed. This
project seeks to provide new ways for users to interact with the Artcasting ap-
plication and increase overall engagement with both the Artcasting application
and with works of cultural heritage.
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Chapter 1

Introduction

1.1 Digital Cultural Heritage

The advent of the digital age has pushed back the frontiers of human interac-
tion with culture. Techniques are constantly being developed and refined in a
multitude of fields, leading to this expansion. Detailed data structures allow
curators to explore new links between exhibits, modelling techniques allow con-
servationists to explore all manner of artifacts - from long-extinct languages to
far flung archaeological sites - and innovative applications enthrall and inspire
museum visitors. All of these exciting developments fall under the umbrella of
Digital Cultural Heritage. This is a broad field with many sub-fields and active
areas of research, but its principal concern is the use of digital media in the
preservation and exploration of items of cultural heritage [2].

One sub-field of digital cultural heritage focuses on engaging visitors to muse-
ums with the items of culture on display. The rise in internet usage, along with
the proliferation of smartphones has brought about an increase in the number
of exhibition spaces using mobile applications to reach visitors. Where previ-
ously museums and galleries had websites for providing visitors with opening
times and what’s on guides, almost every exhibition space is now associated
with number of different applications used to reach their visitor base. These
applications may be web-based or accessed from a smartphone and their func-
tionality is wide ranging. The services provided by applications range from
providing visitors access to information about upcoming exhibitions, to stream-
ing live talks and virtual tours of the gallery [3]. Applications also exist to help
improve visitor experience in museums. Whether this is by recommending new
exhibits that users might enjoy or by allowing users to plan their visit [4, 5, 6, 3],
these applications provide valuable interfaces through which gallery visits can
be planned, supported and evaluated.
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This dissertation project is concerned with a particular application which en-
courages and measures visitor engagement with exhibits. The Artcasting appli-
cation asks users to express their personal feelings about artworks displayed in
the gallery and uses this data to evaluate exhibitions. It is described below.

1.2 The Artcasting Application

Figure 1.1: A screen-
shot of the Artcast-
ing application showing
artcasts sent to North
America.

The Artcasting application is described in detail in
the proposal for this dissertation [7]. A description is
included here for the reader. The Artcasting appli-
cation [8] has been developed with Artist Rooms on
Tour [9]. The application aims to gather visitor feed-
back on their experiences in exhibitions in art galleries
while encouraging users to think more deeply about
artworks. It does this by providing a novel interface
through which users can communicate their feelings
about artworks seen in the gallery.

Once in the gallery, users may download the applica-
tion to their Android or iOS devices and ‘cast’ art-
works from an exhibition to a specific time and place.
Users choose a geographical destination and a time to
send artworks to, and include an explanation which
details the reasons for sending an artwork to a par-
ticular location. This collection of temporal, spatial
and linguistic data is called an artcast. After it has
been created created, an artcast travels to its geo-
graphical and temporal location at a speed chosen by
the user and can be ‘re-encountered’ once it arrives.
Re-encounters occur when application users enter the
vicinity of an artcast that has completed its jour-
ney. Geo-fencing technology is used to display the
re-encountered artcast to users. Artcasts have been
sent to a range of destinations around the globe (figure 1.1) and all artcasts
are visible from the map view where users are free to browse artcasts from the
application. On selecting an artcast, a user is displayed the artwork that has
been cast and can choose to see the date and explanation for the artcast (figure
1.2).

Underpinning the philosophy of this application is the new mobilities paradigm.
This paradigm in the social sciences explores how groups and individuals are
affected by the state of near-constant transit prevalent in modern life [10]. The
application seeks to gather data from users on the relationship between their
movements and how they feel about artworks.
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Figure 1.2: Screenshots showing a selected artcast in the map view, and its
description.

1.3 Outline

In the following chapter background research and context for this project is
given. The Artcasting application is compared to other projects in the field
of Digital Cultural Heritage and the foundations of our approach are put in
place. Chapter 3 outlines the requirements of a recommender system for the
Artcasting application and the research methodology for the project. Chapter
4 discusses the high level design of the system as well as possible technologies
for use within system. Chapter 5 discusses specific decisions that were made
when implementing the design. Chapter 6 focuses on the evaluation process,
using data gathered from user surveys and algorithm performance statistics to
evaluate aspects of the project. Finally, we draw conclusions from our work the
project and give recommendations for future work.
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Chapter 2

Background

2.1 Artcasting in Context

In order to understand the wider aims of the Artcasting project it is useful to
examine some other projects which use digital media to increase engagement
and interest in cultural heritage. By doing this we gain a deeper understanding
the application’s functionality, allowing us explore ways in which this function-
ality can be expanded upon. As the application represents a genuinely new
and exciting approach engaging visitors with exhibitions and gathering data on
visitor experiences in galleries, it is important to analyse key characteristics of
other works to help understand why the application is successful.

Many applications have been created to bring items of cultural heritage to users
over the web. One notable and large project is the Art Project [11], powered by
Google. This application allows visitors to take virtual tours of a number inter-
nationally renowned galleries using Google’s street view technology. Artworks
are displayed in high quality and users may create their own unique collections
by choosing from the repository of artworks available on the application. The
application not only allows users to virtually explore exhibition spaces but also
to curate and manage their own collections of artworks.

Historypin [12] is an online platform that allows users to upload and share
information about history. These items may be histories associated with a
particular location, movement or historical period. This project is user driven
in that contributors upload individual stories about a subject of their choice
and often the stories uploaded come from people who have personal experience
of their particular subject but are not necessarily expert historians. In this way
the application curates a mixture of primary and secondary source material on
aspects of history which may otherwise be forgotten. Users then have the option
create personalised tours of this material for themselves or others. Tours can be
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virtual or physical. Virtual tours contain pictures and documents which users
may browse. Physical tours are designed to be explored in the real world, with
data relating to the tour also available through the application. Like the Google
Art Project, users are able to explore and create collections of items of cultural
heritage, but the user-sourced collection of items adds another dimension to the
repository of information.

An application which is somewhat smaller in scope, but equally engaging is
Magic Tate Ball [13]. This application uses data taken from a users smartphone
(weather, time of day, physical position) to display artworks appropriate for
that data, thus providing new ways for application users to view and interact
with artworks.

By looking at these works, some key aspects of approaches to digital cultural
heritage can be determined. These applications:

• allow access to artworks outside of the gallery space.

• allow users to curate personalised virtual collections.

• curate opinions on items of cultural heritage.

• provide insight into cultural artifacts according to local context.

Artcasting combines these aspects to give unique insight into visitor sentiments
associated with specific artworks. By casting art to various different locations
users are able to express the influence of their personal experience on their
opinions about artworks. As a result, the corpus of artcasts may be thought of
as a visitor-curated ‘gallery outside a gallery’ consisting of unique interpretations
of popular artworks.

2.2 Recommender Systems

The aim of recommender systems is to filter information displayed to users
presented with large quantities of data which are impossible or impractical to
fully explore in normal usage of an application. A recommender system works by
gathering data about the user, either explicitly or implicitly, and then working
with this data in order to suggest items that may be of interest to them [14].

Recommender systems are most commonly seen in two varieties: collaborative
and content-based. Collaborative filtering works by comparing user profiles
to predict preferences for a given item. Recommendations are then generated
by examining the correlation between profiles. For example, if user A rates
items 1 and 2 highly, and user B rates items 1, 2 and 3 highly, user A will be
recommended item 3 by a collaborative recommender system comparing the two
user profiles. Two well known examples of collaborative recommender systems
include the Amazon recommender [15], and lastFM [16].
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A content-based recommender compares user profiles to items in order to pro-
vide recommendations. Users are asked to provide a rating for items. Similar
items to those rated highly are then recommended. For example, in a rec-
ommender system for movies, if a user has a tendency to rate comedy movies
highly, a content-based recommender system will provide recommendations from
the comedy genre. If highly rated movies feature Tom Hanks, it will recommend
movies starring Tom Hanks. Popular examples of content-based recommender
systems include Rotten Tomatoes [17], Pandora Radio [18] and the Internet
Movie Data Base (IMDB) [19].

2.3 Recommender Systems in Digital Cultural
Heritage

A number of approaches in the field of digital cultural heritage aim to enhance
user experience both inside and outside of the gallery space. A number of
successful projects provide personalised tours to gallery visitors [20, 5, 4, 21].
Personalised tours solve issues experienced by visitors to museums. Visitors
with specific areas of interest may not always know where to find artworks.
Exhibition spaces are often arranged by date (e.g. in a gallery one floor may
focus on medieval paintings and another on contemporary works), theme (e.g.
in a museum one room is dedicated to reptiles, another to mammals) or some
other logical but arbitrary measure. Visitor interests may not align with the
layout of an exhibition, so it can be useful to provide personalised results to
guide users to exhibits that interest them.

Different approaches to creating these personalised tours are presented. Some
focus on the routes taken by visitors through a museum or gallery [5, 21, 6], with
a view to enhancing visitor experience by providing them with information about
their locale. Generally these systems use wireless tracking technology to develop
a model of user preferences. Based on these preferences, users are then presented
with information. This information may be descriptive (e.g. explaining artworks
they are currently viewing), or prescriptive (e.g. informing users of related
works nearby). Using location-based data allows these applications to respond
to user actions in real time and does not require the user to enter data in order
to generate recommendations. This non-intrusiveness is appealing as it allows
users to engage more fully with artworks rather than spending time entering
data into an application.

Other systems use recommender systems and information filtering to advise vis-
itors on exhibits they may enjoy [20, 4, 1]. These systems are implemented in
a number of different ways. Generally, input is taken from users to create user
profiles and a range of methods are applied to compute relatedness between this
user profile and exhibits in the collection. Hierarchical arrangements of data are
often used to compute similarity between exhibits. Lexical databases such as

11



Wordnet [22], semantic web technologies [23, 1] and using measures of related-
ness implicit in museum curation [1] have all been shown to be successful when
applied to recommender systems for cultural heritage. We note that in the field
of digital cultural heritage the majority of recommender systems are content-
based as this reflects the nature of visitor behaviour in galleries and museums.
As visitors tend not to return to galleries frequently it is difficult to build up
the detailed user profiles necessary for collaborative filtering. Rather, by asking
users to comment on or rate exhibits richer information can be stored about
these exhibits, making a content-based recommender system more practical in
this setting.

By developing a recommender system for the Artcasting application new ways
of ‘re-encountering’ artcasts have been explored. In its current state the ap-
plication displays artcasts to a user when they reach the physical location an
artcast has been sent to on the application. This functionality works well when
artcasts are sent to locations easily accessible by users, i.e. in the same town,
region or country but renders artcasts sent further afield much less likely to be
re-encountered. By introducing a recommender system to the Artcasting appli-
cation such artcasts are rendered more likely to be viewed by users. Although
all artcasts may currently be viewed on the world map on the main screen, the
quantity of artcasts is overwhelming. Particular artcasts are not easily identi-
fiable from the map view, and so users know little about the cast before they
choose to explore it further. This reduces the chance that a user will find a cast
that interests them. By implementing a recommender system novel artcasts
that align with user interests are more likely to be discovered.
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Chapter 3

Requirements and
Methodology

3.1 Requirements

There are a number of characteristics that are desirable for a recommender
system for Artcasting. Below is a description of a number of characteristics,
some general, others more specific, that are required for this particular rec-
ommender system. Many of these criteria are provided in the Recommender
Systems Handbook [14].

3.1.1 Accuracy

First and foremost items recommended to users must be in line with user pref-
erences. If a recommender is to improve the application then it must be able
to predict user preferences given proper input. Many other desirable character-
istics operate in conflict with accuracy, so it is necessary to recognise potential
trade-offs to be made when designing our recommender system.

3.1.2 Item Space Coverage

The item space is the set of all items we can possibly recommend to users.
A method of providing recommendations should seek to recommend as many
suitable items as possible from the item space.
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3.1.3 Serendipity

The serendipity of a recommendation tells us to how surprising it is to a user,
or how much new information it contains. Providing serendipitous items to a
user implies a trade-off with accuracy, as the most serendipitous results are ran-
dom and therefore inaccurate. As the application has been developed with a
spirit of playfulness and creativity at its core we wish to preserve and enhance
these qualities through a recommender system. By providing serendipitous rec-
ommendations users are excited and surprised, increasing engagement with the
application.

3.1.4 Cold Start

Cold start is a well documented problem in recommender systems. For new
users and items, ratings are scarce and a recommender may be unable to gener-
ate meaningful recommendations. In the context of the Artcasting application
this is an important consideration to make, as the application is used most
intensively when first installed, then less when the user leaves the gallery. A
solution is sought which works as fast as possible for new users and artcasts.

3.2 Analysis

3.2.1 Data Structures

A typical entry in the Artcasting corpus consists of the following: time and date
the artcast was created, a title for the artcast, an artwork to cast, a destination
latitude and longitude, a user story and, a mark of whether the artcast has been
“recast” (currently all values are zero for this aspect of artcasts in our corpus)
and a destination date for the artcast. Below is a typical entry for an artcast in
the Artcasting corpus:

Each artcast contains a complete set of data. This means all artcasts are com-
parable.

3.2.2 Approach to Recommendations

As discussed in the previous chapter, a content-based recommender is appropri-
ate for this project. Given that users provide data when submitting an artcast,
a content-based approach allows implicit data collection of user preferences from
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artcasts submitted by a user. This data can then be used to provide users with
recommendations for other artcasts. For this approach to work, each user must
create casts from which to implicitly gather data. However, in the application
database there are 296 users and only 106 casts. Considering that a number
of users post multiple casts, roughly a third of users actively create artcasts.
Thus, an implementation of a system based solely on implicit data gathering
prevents users who do not create artcasts from accessing recommendations. One
option is to add the option for users to rate casts, as in collaborative item to
item recommender systems [15]. This builds user profiles for those who do not
submit artcasts based on their preferences expressed through rating items.

A rating system for items presents a number of issues. As the items mainly
display users’ opinions, thoughts and feelings about an artwork it is not always
appropriate to provide ratings for these. One other option is to add the now
ubiquitous “like” button to our casts in order to provide binary feedback for
user preferences. However, the presence of a like button influences the posts a
user makes [24]. Artcasting highly values freedom of expression, so this may
also be inappropriate. The issue of a rating system is explored further in the
design phase.

3.2.3 Time and Place

The current re-encounter functionality of the Artcasting application depends
on the time and place and artcast is sent to. A re-encounter depends on two
factors: that an app user is in the same location as a particular artcast, and
that the artcast has already reached its destination. The idea of time and space
is an essential aspect of the application, and a recommender system should
include it in some way. Computing temporal and spatial distance or location
is an objective measure; the distance between two points given in latitude and
longitude is a fixed distance and the amount of time between two dates is a fixed
number of days. Assigning each item a fixed score according to these criteria
should be fairly straightforward.

3.2.4 Natural Language Processing

A key aspect of a recommender system for Artcasting is Natural Language Pro-
cessing (NLP). All artcasts contain a title and user story to explain why a user
has chosen a particular destination for their artcast. Although this textual in-
formation can be viewed by users of the application, and is somewhat secondary
to other aspects of the application, in a recommender system it is the focal point
of expansion to the application’s functionality.

An approach to recommending artcasts according to the natural language as-
sociated with them requires document classification and document similarity
techniques. The problem of document classification is well documented in NLP
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and broadly consists of assigning topics or categories to documents. In this way
the content of documents is represented in lower dimensionality space than if the
entire document was considered. A plethora of document categorisation tech-
niques are available, and by analysing our corpus work with we hope to assess
the suitability of some of these techniques. Document similarity returns a score
for documents depending on how similar they are. Similarity can be measured
in many different ways. It may be measured according to topics contained in a
document, common words with other documents, or the semantic relationships
between word senses in documents.

Before discussing NLP techniques in detail, an analysis of the Artcasting corpus
of user stories is carried out to develop requirements of a suitable NLP algorithm.

The first thing to be noted about the corpus of user stories in the Artcasting
application is its size, and the length of the documents within it. The corpus
is comprised of 106 documents at the time of writing. This is a relatively small
number of documents compared to other corpora upon which NLP techniques for
information filtering have been implemented or designed [25, 26, 27, 28, 4, 29].
Further details are provided by analysing the corpus in a small program. The
minimum document length is 2 words, the maximum length 58 words and the
average length 13.3 words. The standard deviation from this average is 8.1
words. The average length of a sentence in English is between 15 and 25 words,
so an average entry in the Artcasting corpus represents one short sentence.

It is useful to measure the average number of shared words documents per
document pair. This gives an idea of how successful statistical models which rely
on finding common words, such as TF-IDF [29], LDA [25] and LSA [26] may be
when applied to this corpus. An average document pair has 1.2 words in common
but after stopword removal (see section 4.3.2), this number is reduced to 0.23.
In any implementations of techniques that rely on common words stemming will
be used (also see section 4.3.2), which should increase the average number of
shared words between documents somewhat. It is important to note that given
the standard deviation of document length it is unlikely that these words are
distributed evenly throughout the corpus. It is likely that longer documents will
contain more common words, and that particular stories will have large numbers
of similar documents as they contain contain themes which run throughout the
corpus. In this way techniques which rely on finding common words will at least
be able to pick up some similarities in the corpus.

From this analysis we develop a number of requirements for an NLP algorithm
to be used on the Artcasting corpus of user stories:

• A technique for document classification or similarity must be able to pro-
vide recommendations based on our relatively small corpus.

• A technique for document classification or similarity must be able to pro-
vide recommendations in the face of short or variable document length.

• A technique for document classification or similarity must be able to func-
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tion despite the sparsity of data (common words) often used to classify
documents.

Explicit Semantic Analysis

A promising technique for analysing short texts is Explicit Semantic Analysis
(ESA) [30, 31, 32, 23]. By taking a few choice samples of text make some
inferences can be made about the examples of natural language contained in
this corpus. Take the following entries of text from the Artcasting corpus:

1. “on a billboard along the motorway: on a billboard along a traffic jam.
many people will enjoy it”

2. “School: The text on the jacket reminds me of the effort I would put into
scrawling my favourite bands’ names all over books and pencil cases. You
can see how much music is a visual part of someone’s identity, especially
at a young age and this was very important to me growing up.”

3. “I almost went: like a missed opportunity, almost clear”

4. “Nana and Grandpa’s house: the photograph took me straight back to my
grandpa who died over 10 years ago due to Parkinson’s disease. something
about the wrinkles, the grey hair and the warm face took me straight to
their home in the fens”

These entries exemplify the varying document length and scarcity of common
words in corpus documents, as well as different ways in which users input text
into the application. Examples 2 and 4 are written in full sentences, with clear
separation between the title and body of text. By reading the text it is fairly
apparent what the users are discussing, and the documents can be understood
without the image of the artwork as context. In examples 1 and 3 the meaning is
less clear and is harder to discern without the context of artwork, time or place.
However, studies have shown that ESA can be successful even when documents
lack clear structure [31, 30].

3.2.5 Hypotheses

Having discussed and justified a number of possible approaches to implementing
a recommender system, hypotheses which will be tested by possible implemen-
tations of a recommender system for the Artcasting application can be outlined.

1. For the Artcasting corpus, techniques for document similarity which use
explicit semantic analysis techniques give recommendations that are closer
to actual user preferences than statistical techniques.

2. Implementing a recommender system in the Artcasting application ex-
pands the current functionality and contributes to user experience.
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3.3 Methodology

The research conducted must directly address these hypotheses. By analysing
the approach taken to evaluation of NLP techniques for document classification
a methodology to be used to evaluate this project is developed.

To conduct a survey of the thousands NLP techniques and their evaluations
is beyond the scope of this project, instead an analysis of research conducted
in a few studies outlines some of the evaluation techniques to be used in this
project. Techniques for evaluation of NLP techniques for document classification
and similarity fall into two broad categories: those based on statistical analyses
[25, 26, 29] and those which use human-tagged data as a gold standard [31,
30, 33, 28, 23]. Understandably, those techniques which focus on a statistical
analysis of documents are evaluated statistically, and those which focus on ESA
are generally evaluated using human-generated data as a gold standard. Humans
have an innate ability to recognise semantic properties of text, and so provide
an ideal benchmark when evaluating ESA techniques.

As a result of this difference in approach to evaluation, quantitative data avail-
able on the performance of NLP techniques is not always directly comparable.
Statistical techniques tend to be evaluated on large corpora, sometimes of tens
of thousands of documents. ESA techniques usually focus on smaller corpora,
sometimes numbering of just a few tens of documents. The Artcasting corpus
has particular characteristics that affect the implementation of any approach, so
to ascertain which NLP techniques perform best on this corpus a unique study
into the effectiveness of NLP techniques is developed.

3.3.1 Quantitative Goals

In order to evaluate the suitability of NLP algorithms, quantitative data was
gathered on both algorithms and user perceptions of text similarity in order to
compare the two. By generalising the trends of NLP algorithms on our corpus,
key data points for use in the evaluation were extracted. These data points
formed the basis of user-driven evaluation of algorithms. In this way direct
comparisons between data from users and algorithms was made.

3.3.2 Qualitative Goals

As this project aims to encourage engagement and interest in the application,
qualitative data will be essential to determining the impact of a recommender
system. This data should relate to how users interact with and react to text sim-
ilarity, one of the main techniques used in this recommender system. There are a
number of techniques for gathering such data, such as interviews, questionnaires
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and observations. Time and development constraints will be the determining
factor for how this research is carried out.

3.3.3 Strategy

The strategy for collecting our data is dependent on certain aspects of our
project. In the limited time available to complete the project, research concerns
were balanced with those of development and data analysis. A research method
is sought which can be conducted quickly and efficiently while still providing
the necessary data for evaluation. With this in mind, a questionnaire on text
similarity was chosen as the method of conducting research. Questionnaires rep-
resent a time-efficient, tried and tested technique for gathering easily analysable
data. There are three main requirements for a questionnaire:

• Gather quantitative data on document similarity to compare to the results
of our algorithms.

• Gather quantitative data on user interest in items returned by a recom-
mender system.

• Gather qualitative feedback on the criteria which users believe documents
to be similar.

• Gather qualitative feedback on user interest in items returned by a rec-
ommender system.

3.3.4 Participants

Potential users of the application were sought as respondents to the question-
naire. Permission was granted to conduct user studies at the Scottish Gallery
of Modern Art. A previous deployment of the Artcasting application has taken
place here, so this location provided us with direct access to the potential user
base of the Artcasting application. Conducting studies here adds further re-
quirements to the questionnaire.

• Questionnaires must be quick to explain and easy to understand, so as to
ensure accurate responses.

• Questionnaires must be reasonably quick to complete, so as to minimise
impact on respondents gallery visits and maximise the number of ques-
tionnaires that can be filled out in a given time.

Number of Participants

As we seek quantitative data from our questionnaires, the more participants we
can source the better. Reasonable results have previously been attained using
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13-15 participants per text comparison [23], so this figure is used as a baseline.

3.3.5 Data Sets

It is important to discuss data used for evaluation of the recommender system.
Resnik and Lin [34] provide good advice when deciding which data to select for
evaluation of NLP techniques. One key point is the necessity for separation of
training data, development testing or ‘devtest’ data (data used for formative
evaluation during development) and testing data.

Training Data

This is the data used to train models which are used to generate recommenda-
tions. Some techniques, such as TF-IDF and LDA require training data in order
to generate the models upon which they generate recommendations, although
training data may also refer to data used while developing the functionality of
an algorithm. It is recommended to keep training data completely separate from
testing data, so as to ensure that the test set does not influence the algorithm
under test. Depending on which algorithms are implemented, large amounts of
training data may or may not be necessary. Where training data was necessary
for this project, it is discussed in the appendices of this dissertation.

Development Testing Data

This is the data used during formative testing and evaluation of algorithms. 10
individual user stories (representing about 10% of the data) were selected for
preliminary testing of algorithms during the development phase. These user
stories contain a few common words and semantically related concepts. These
entries were excluded from the test set, as the relationships between these items
was well known across all algorithms and would have influenced test results.

Testing Data

The final data set considered is testing data. In this project this is the data
presented to potential users to gain feedback on NLP algorithms. Data may
be drawn from around 90% of the corpus (excluding training data for certain
algorithms) and it is important that choose appropriate data points are chosen.
User evaluation indicates the suitability of a single algorithm out of a number of
possibilities, so the data points chosen must be comparable to recommendations
generated by all candidate algorithms. With this in mind an analysis our data
set is carried out in order to select key points for user studies.
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As there are just over 90 entries in the corpus available for use in our test set,
there are over 4095 potential comparisons to be made between individual texts.
When testing 4 algorithms, the number of possible individual computations of
document similarity rises to over 16380. A key issue in conducting user studies is
selecting a reasonable number of items for users to evaluate while also providing
meaningful feedback on the performance of potential algorithms.

In order to do this experiments were run to discover the average similarity of
each text to all other texts. This is done for each algorithm under test. An
average is taken of the similarity across all algorithms. Documents were then
ranked according to this average similarity value to deduce which texts in the
corpus were most and least likely to be similar to others across all implemented
algorithms.

A single text was chosen from each percentile of this ranked data to analyse in
detail, called percentile texts. For each percentile text four texts were selected
to compare them to. These four texts were chosen from each quartile of the
data, so for each percentile text there is one text of low average similarity, one
of low-medium, one of medium-high and one of high average similarity. These
are called quartile texts. This allows us to cover key data points with without
comparing an unnecessarily high number of data points. In the user studies,
each percentile text is then compared to each of these four quartile texts.

For each percentile text the four quartile texts are different. This was done to
ensure that our algorithms could generate some similarity scores for each com-
parison. Where possible, texts which provided at least some similarity score
were chosen for the user studies, to ensure the data was comparable to the im-
plemented algorithms. This did not guarantee all comparisons had comparable
data from all algorithms (see section 6.5.2), but it went some way to ensuring
that the majority of our data points provided feedback on the performance of
implemented algorithms. It is important to note that some unconscious bias
may have been introduced when selecting the documents to be compared.

3.3.6 Questionnaire Design

The questionnaire was designed to give feedback on the performance of our al-
gorithms. Potential users of our recommender system were asked to rate the
similarity between documents in the Artcasting corpus, and to provide qualita-
tive feedback on their views of these text similarities. Questions were deliber-
ately left open ended and users were not given criteria on which to assess the
similarity of texts (unless they were having issues understanding the question-
naire). This was done to help evaluate the suitability of techniques for users in
the wild. In the wild users do think of recommendations in terms of document
similarity but rather whether overall themes contained in the text are relevant
to their selections of artcasts.

Qualitative feedback was also gathered by asking an open ended question on
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interest in the similarity. If users expressed interest in a particular text pairing
they were asked to provide feedback on why the similarity was interesting to
them. This provided a basis for assessment of the impact of introducing a
recommender system to the Artcasting application.

The questionnaire and associated ethics form are included in the appendix of
this dissertation.

3.4 Evaluation Techniques

There are many different aspects of a recommender system that can be evalu-
ated. These depend on differing user needs in differing situations. The approach
to evaluation of some of our requirements is discussed in chapter 8 of the Rec-
ommender Systems Handbook [14] and a discussion of how these evaluation
techniques may be of use is included here.

3.4.1 Accuracy

One of the most obvious requirements for our recommender system is that it
returns items to the user which align with actual user preferences. Root Mean
Squared Error (RMSE) is a technique often used to calculate the accuracy of
an algorithm. It is given:

RMSE =

√√√√ 1

|τ |
∑

(i,j)∈τ

(r̂i,j − ri,j)2 (3.1)

For a test set τ , (i, j) user-item or item-item pairs, system-generated ratings r̂
and user-generated ratings r.

Correlation techniques, such as the Spearman or Pearson correlation coefficients
may also be used for vectors of normalised values. For each value in a vector,
we compute the norm using the following formula:

norm(x) =
x− x̄
s

(3.2)

Where x̄ is the sample mean and s is the standard deviation for the vector.

The Pearson correlation coefficient may be used, given:

corp(A,B) =
1

n− 1

n∑
i=1

aibi (3.3)
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This measures the extent to which a correlation between two variables may be
described as a linear function.

Spearman’s rank correlation coefficient is another popular measure. It is defined
as the Pearson correlation between ranked variables, and is given:

cors(A,B) = 1−
6
∑n
i=1 d

2
i

n(n2 − 1)
(3.4)

where di is the difference in the rank of the two variables, given r(ai) − r(bi).
This measures the monotonicity of the correlation between two variables.

3.4.2 Item Space Coverage

Item space coverage can be directly calculated by computing the percentage of
items that can be recommended by a system. Other techniques for computing
item space coverage are available [14] and these are discussed in greater detail
in the chapter on evaluation.

3.4.3 Serendipity

Methods of calculating serendipity of results usually involve using a distance
metric for computing the amount of new information contained in recommen-
dations [14]. Again, this is discussed further in later chapters.
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Chapter 4

Design and Technologies

4.1 Design Goals

In this chapter the high level design decisions are discussed. Possible tech-
nologies and approaches to our recommender system are also discussed. Where
appropriate references to other examples of the use of these technologies in other
relevant projects are included.

4.2 A Suitable Framework

Before the issues of processing data and classifying artcasts are discussed it is
important to have a framework in place around which various feature processing
techniques can be constructed. As discussed in requirements, several constraints
are placed on a recommender system for Artcasting.

The problem of cold start is exacerbated by the situation in which the applica-
tion is used. The Artcasting application is used most intensively in the gallery
when it is first installed. Once a user has viewed some artcasts and created some
their own the application is used less often. There are also a number of users
who do not create artcasts, and will only use the application to view artcasts.
For these users a rapid solution to the problem of cold start is required in order
to engage them as quickly as possible in a limited time frame.

Item space coverage is another constraint to be explored. As the application is
designed to help users explore alternative and interesting interactions with art
we seek to develop a system which allows users to explore the item space fully.
By providing personalised results we may reduce the number of artcasts that
a user has access to, as recommendations can only be based on those artcasts
that a user has indicated a preference for. Due to the amount of information
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contained within the application it is unlikely a user will be able to manually
indicate their preference for each artcasts in the application. It is important
therefore to provide a way for users to access the greatest number of artcasts
possible.

Implementing user profiles adds further issues to a system. As discussed in re-
quirements, implicitly gathering data from a user’s artcasts prevents those users
who do not create artcasts from accessing the functionality of a recommender
system. As a result, an implementation involving user profiles necessitates the
development of a rating system for artcasts, the difficulties of which are de-
scribed in the previous chapter.

Finally, the limited amount of time for this project places constraints the depth
of the approach we can take. A trade-off must be made between different aspects
of our system in order to develop an effective system. If we wish to fully explore
approaches to NLP then we must scale back other aspects of the recommender
system.

With these issues in mind we reconsider our approach. The system developed
uses a content-based approach, but with certain modifications. Developing an
item-to-item recommender system (or information filtering system) provides
valuable added functionality to the Artcasting application which is accessible to
all users. Although the personalisation of results is not possible in such a sys-
tem, users may explore the item space more fully. Furthermore, this approach
eliminates problem of cold start as recommendations can be made without gath-
ering ratings for artcasts. Users are not tied down to a profile and if they see
something that interests them in application, they can find out more about it.
Work has posited that for a truly personalised experience this flexibility and
ability to deviate from explicit user preferences are essential [1]. Rather than
prescribing exactly what users can see, an information filtering system (as op-
posed to a recommender system) provides users with a guide to related casts
rather than limiting them to a precise set of artcasts.

A good information filtering system is essential to implementing a successful
content-based recommender [1]. The system developed here provides a template
which can be adapted to provide the basis for user profile support should this
be desired in future. Importantly, by implementing a more basic recommender
more time is spent researching and developing appropriate algorithms for use in
our system, which is important given the limited time frame of this project.

4.2.1 Modularity and Structure

For development and testing purposes a modular structure for the system is
required. The required functionality of the principal modules of the system are
outlined here. Individual modules are required to:

• Parse and store data from the Artcasting corpus.
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• Process the destination latitude and longitude co-ordinates of each artcast.

• Process the destination date of each artcast.

• Process the natural language associated with each artcast.

• Rank the data according to the above criteria to provide recommendations.

4.2.2 Correlation and Similarity

Once we have represented aspects of an item (geographical and temporal loca-
tion, similarity to texts) as a single value, we can then represent each item as
a vector of these scores (called feature vectors). Similarity between items may
then be computed in a number of different ways. Common measures include
the euclidean distance, given:

dist(A,B) =

√√√√ n∑
i=1

(ai − bi)2 (4.1)

Where a and b are the components of vectors A and B, both of size n.

Cosine similarity is another frequently used similarity measure, given:

sim(A,B) = cos(θ) =

∑n
i=1 aibi√∑n

i=1 a
2
i×
√∑n

i=1 b
2
i

(4.2)

This measure returns a value v ∈ [0, 1] in a positive vector space, with 0 indi-
cating complete dissimilarity, and 1 indicating complete similarity.

The Pearson and Spearman correlation measures discussed in the methodology
of this project may also be used to compute similarity between artcasts (see
equations 3.3 and 3.4).

A number of techniques for clustering are also available. Although these may be
suitable for use in further developments of a recommender system for Artcasting,
simple similarity techniques were chosen for this project in order to allow us to
focus on other aspects of the system.

4.3 Technologies

As touched upon in previous chapters, a wide range of technologies are avail-
able to us when implementing our recommender system. Here key technologies
are described, and their suitability for a recommender system for Artcasting is
discussed.
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4.3.1 Formulae

First, formulae which are used throughout the system are discussed. One key
formula is the haversine formula. This formula allows us to compute the distance
between two points on the earth’s surface given in latitude and longitude. The
haversine formula is given:

dist = 2rsin−1(

√
sin2

(lat1 − lat2)

2
+ cos(lat1)cos(lat2)sin2(

lon1 − lon2
2

)

(4.3)
for r the radius of the earth and lati, loni the latitudinal and longitudinal
co-ordinates of point i.

Most high-level programming languages have good support for computation of a
period between two dates. As the most precise data for dates in the Artcasting
application is days, the number of days between two dates will provide the
distance measure for temporal similarity.

As values for geographical and temporal distance are distance measures distance
they may need to be converted into a similarity measure. They can be converted
to similarity measures using the following formula:

sim(a, b) =
1

1 + dist(a, b)
(4.4)

where sim(a, b) is the similarity between a and b, and dist(a, b) is the distance
between a and b.

Another important aspect of a recommender to consider is that of normalisation.
Often, it is useful to have directly comparable values for data. In order to
normalise the a value v in a vector V we compute:

norm(v) =
v

max(V )

for each value v in vector V . If all values in V are normalised, a vector in which
each entry is in the range [0, 1] is returned.

4.3.2 Natural Language Processing

TF-IDF

Term Frequency - Inverse Document Frequency (TF-IDF) is a commonly used
technique for computing document weights. It was first presented by Salton
and Buckley [29] and has since been widely applied in NLP. To compute the
TF-IDF similarity between a pair of documents the frequency of a given term
(or word) in a document is computed. This is the term frequency, tf . The
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number of documents containing that term, called the document frequency df
is also computed and the TF-IDF value is given:

tf

df

for each term in a document. By computing TF-IDF weights for all terms in a
corpus, each document can be represented as a sparse vector of term weights.
Given two documents represented as TF-IDF vectors, the cosine similarity mea-
sure can be used to give the similarity between the two documents (4.2).

Latent Dirichlet Allocation

Latent Dirichlet Allocation (LDA) is another frequently used technique in NLP
[25]. It uses a statistical model to classify documents according to their con-
stituent topics. Training data is input into the model, and the LDA algorithm
identifies the latent topics in this training corpus. Once a model has been trained
it can then identify topics present in a document, and represent this document
as a probability distribution of its latent topics.

Stopwords, Stemming and Tokenisation

For both TF-IDF and LDA, it is important to clean the data upon which we
base our models. There are a few steps to be carried out to clean the data from
the Artcasting corpus. First we remove all punctuation from our texts and
ensure all characters are lower case. Next, we tokenise the words, representing
each document as a bag of words. Next, stopwords are removed. Stopwords are
the most common words in a language (the, or, and etc.) and removing them
focuses an algorithm on the most important words in documents and corpora.
Finally, the words are stemmed in order ensure families of words with similar
meanings contribute to the same weights where possible (for example, liked and
liking have the same stem, lik).

Wordnet

Wordnet [22] is a lexical database containing thousands of word senses of En-
glish words. Each word sense is represented by a synset. A synset is a set of
words which share a meaning, for example the words “change”, “modify” and
“alter” make up a synset in Wordnet. Words may be polysemous (have multiple
meanings) and in this case they belong to multiple synsets. Synsets are arranged
in a hierarchy according to their semantic properties, with more general terms
appearing at higher levels of the ontology, and more specific terms appearing
further down.
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Figure 4.1: A section of the Wordnet ontology: solid lines between nodes repre-
sent is-a (hypernym/hyponym) relationships, and dashed lines represent is/has-
part (meronym/holonym) relationships. Each node in the graph represents a
single Wordnet synset. Taken from Grieser et al. (2011) [1].

Depending on the part of speech (POS) (verb, noun, adjective etc.) of a synset
different semantic relationships may be expressed. As the POS is key to the
semantic relationships that may be expressed in Wordnet, the database may be
thought of as four sub-databases (one for each of noun, verb, adjective and
adverb) with some relationships between between them for individual word
senses. For each POS different semantic relationships may be expressed. Nouns
and verbs have the richest semantic data, with antonymy (possessing opposite
meanings, e.g. push is an antonym of pull), hypernymy (possessing a broader
meaning, e.g. temple is a hypernym of church) and hyponymy (posessing a nar-
rower meaning, e.g. rat is a hyponym of rodent) all expressed in Wordnet for
both. Adjectives and adverbs hold less semantic data. In this project Wordnet
3.0 was used.

Word Sense Disambiguation

Word Sense Disambiguation (WSD) is a technique that determines the sense of
a word in context. An algorithm that performs WSD should be able, to use he
example given in the title of Lesk’s seminal work on WSD, to distinguish between
a pine cone and an ice cream cone [33]. It does this by finding the appropriate
word sense for the word “cone” using possible word senses from the context
words around the target word. There have been a number of improvements to
Lesk’s original algorithm, notably by Banerjee and Pedersen [35]. If Wordnet-
based similarity techniques are to be used to compute document similarity for
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our recommender system, WSD techniques will be useful, if not essential, in
order to disambiguate word senses expressed in user stories.

The Original Lesk Algorithm

The original Lesk algorithm was developed by Michael Lesk in 1986 as a response
to the lack of WSD techniques for Information Retrieval systems [33]. The
algorithm seeks to disambiguate the sense of a word in context. Given a word
we wish to disambiguate the sense of, we take the set of dictionary definitions
(called glosses in Wordnet) associated with that word and compare these to
the sets of dictionary definitions associated with every other word in a context
window. The dictionary definition which shares the largest number of words
(or has the greatest overlap) with other dictionary definitions in the context
windows is taken to represent the correct word sense.

Further Developments in WSD

Given the under-performance of the original Lesk algorithm we now examine
improvements to the Lesk algorithm. Banerjee and Pedersen present an adapted
Lesk algorithm [35] which leverages the structure of the Wordnet database to
perform WSD. For a given sequence of words in a document, or window, the
algorithm scores combinations of synsets based on the overlap of their glosses,
much like in the original Lesk algorithm. However, the algorithm exploits the
structure of Wordnet to compare the glosses of a number of semantic relatives
of context words (synsets, hpyernyms, hyponyms, holonyms, meronyms, tro-
ponyms and attributes). In this way potential senses of the target word are
compared to many more glosses, increasing the chance of an accurate disam-
biguation.

Semantic Similarity

Given two word senses represented by synsets we can compute their similarity
by exploiting the structure of the Wordnet database. Given that all variants
of the Lesk algorithm discussed here are available for use with Wordnet and
represent word senses using synsets we are able to implement these techniques.

Wordnet Hierarchy Methods

There exist many methods for computing relatedness between items in an on-
tology. Methods have been developed with Wordnet in mind and we summarise
a few of them here. Hierarchy methods calculate similarity according the edges
between nodes in the Wordnet ontology.
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Perhaps the simplest method of computing the similarity between two word
sense is the path similarity. In order to compute the path similarity between two
word senses or synsets in Wordnet we first find the shortest path (or distance)
between two nodes in the ontology, p. The path similarity is then given using
the distance conversion given in equation 4.1. In the example given in figure
4.3.2 the path similarity between terrier and dog is 0.5.

The Leacock-Chodorow similarity measure [36] uses the path similarity, along
with the taxonomy depth of synsets to compute semantic similarity. The al-
gorithm first computes the maximum depth of the taxonomy, d, in which the
synsets occur, and gives similarity as

simlch(s1, s2) = log
p

2d
(4.5)

for p path length between synsets s1 and s2.

Information Content Methods

The following algorithms use the Information Content (IC) of word senses in
order content in order to compute similarity. The IC of a word sense is formally
defined as the logarithm of the probability of encountering the word in a given
corpus. These methods use information contained in the nodes, rather than the
edges, of the Wordnet hierarchy in order to measure semantic similarity. For
these methods we also define the Least Common Subsumer (LCS) of two synsets
as the deepest (or most specific) node on a path between both synsets. In the
example in figure 4.3.2, the LCS of hunting dog and working dog is dog.

The Resnik similarity of two word senses is defined as the IC of their LCS [37].

The Jiang-Conrath similarity measure [38] uses the IC of the two synsets to be
compared and that of their LCS. It is given:

simjcn(s1, s2) =
1

IC(s1) + IC(s2)− 2IC(lcs)
(4.6)

for the IC of word sense IC(s), synsets to be compared s1, s2 and LCS lcs.

The Lin similarity [39] computes similarity as:

simlin(s1, s2) =
2IC(lcs)

IC(s1) + IC(s2)
. (4.7)

The decision of which similarity measures to implement is made in the following
chapter.
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Beyond Semantic Similarity

As the average length of a text in the Artcasting corpus is just 13.3 words,
a technique for computing the similarity of short sentences is useful. Such a
technique is proposed by Li et al. [31]. This algorithm has been designed to
retrieve images according to captions, so may be useful for use in the Artcasting
application.

Like other techniques discussed here this method uses Wordnet to compute
semantic similarity between items in the sentence. An edge-based approach
to semantic similarity is adopted. As in other semantic similarity techniques,
the depth of synsets in the Wordnet hierarchy are taken into account, with the
more specific words further down the hierarchy given greater weight than those
at the top. The key difference between this algorithm and other techniques for
computing semantic similarity is that it accounts for the word order of sentences.

The algorithm represents documents as both semantic and word order vectors.
Semantic vectors contain the semantic information of both documents to be
compared. Both a common word set of the two documents and a vector rep-
resenting each document to be compared are computed. For example, for the
documents:

1. Children of all ages like jam.

2. Jam is bad for the health of children.

The common word set is given:

W = {children, of, all, ages, like, jam, is, bad, for, the, health}

and the document vectors are given:

W1 = {children, of, all, ages, like, jam}

and

W2 = {jam, is, bad, for, the, health, of, children}.

Semantic vectors for each document are formed by computing the similarity of
each word in W1 to each word in W2 and vice-versa. Similarity is computed
using the shortest path between two synsets and the depth of their LCS in the
Wordnet ontology. The dimensionality of the semantic vectors is equal to the
cardinality of the joint word set. Given these two semantic vectors, the semantic
similarity between both vectors is computed using the cosine similarity.

Word order vectors are computed by assigning each word in the a unique index
number. In the above example we have word order vectors 01 and 02:

O1 = {1, 2, 3, 4, 5, 6, 0, 0}

and

O2 = {6, 7, 8, 9, 10, 11, 2, 1}.
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We note each word order vector has the same dimensionality is as the common
word set, and value of 0 is added to the vector if a word is not present. Word
order similarity between two sentences is then computed:

S = 1− ‖01−02‖‖01+02‖ .

Similarity between two sentences is then computed as:

sim(D1, D2) = δ S1·S2

‖S1‖·‖S2‖ + (1− δ)‖01−02‖‖01+02‖

for documents D1, D2, semantic vectors S1, S2, word order vectors O1, 02 and
δ ∈ (0, 1].

It is important to note that WSD is not performed in this algorithm, which may
affect its accuracy. Despite this, promising results have still been achieved.

This algorithm may be appropriate for a number of documents in the Artcasting
corpus which share words and have common word order. For example the pairs:

• “maple syrup: she looks like she would enjoy some sugar, and this is a good
place for that.” and “storytelling centre: she looks like she has a story to
tell!”

• “Holiday: Chilling out in the sun” and “central park: chilling out in the
park”

contain phrases with the same word order. The implementation of this algorithm
will be able to assign similarity to documents which share such phrases.
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Chapter 5

Implementation

5.1 Data Structures

It is useful to store the data from the application locally for development and
testing. The data from the Artcasting online database was scraped and stored
in a JavaScript Object Notation (JSON) file using the Beautiful Soup library
for the Python programming language [40].

5.2 Fundamental Decisions

When developing the framework around which all modules of the system are
constructed, the first key decision was which programming language to use.
The Java programming language (specifically Java 8) was chosen for a number
of reasons. Firstly, it provides good support for a range of features we wish to
implement, notably time and date processing. There is good technical support
and IDEs. It can be used on Android smartphones and implemented for future
deployment. Finally, it is the author’s most fluent language and felt like a
natural starting point.

Once the data had been stored locally, basic modules to parse and store data
within the program were developed.

In order to provide recommendations when a particular artcast is chosen by
users, we compare the chosen cast (or target cast) to the other casts in the cor-
pus. Each cast is represented by a vector containing its similarity scores accord-
ing to artwork, temporal distance, geographical distance and textual similarity.
Each cast is then ranked according to its cosine similarity to the target cast.

Some of the data processing necessary to compute similarity was performed in
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the Java program itself. The similarity according to time, location and artwork
was performed in the Java program. For the Natural Language Processing
(NLP) element of our system the Python programming language was used.
Research into support for these techniques found that a number of suitable
modules are available [41, 42, 43, 44, 45] which provide support for NLP, WSD,
machine learning and document classification. The specific approaches taken to
different aspects of the system are discussed below.

When discussing the implementation of algorithms the term “target cast” is
used to describe the artcast upon which recommendations are based.

5.2.1 Time

For a target cast, the similarity according to time is computed using the Java 8
time and date API. The temporal distance between the target cast is given in
days, and is converted to a similarity measure using equation 4.4.

5.2.2 Location

As discussed in the previous chapter, the haversine formula for computing dis-
tances between two points represented as longitude and latitude is used. The
distance between a target artcast and all other casts is computed using this
formula, and this is then converted into a similarity value using equation 4.4.

5.2.3 Artwork

The presence of a particular artcast is returned by a simple binary measure, 1
if the artwork of the target cast is present in other casts, 0 if not.

5.3 Serendipity

The Artcasting corpus provides a unique opportunity to implement a method of
providing serendipitous results. If textual similarity is considered the principal
measure of similarity, serendipitous artcasts can be returned according to their
temporal and geographical distance and the artwork of an artcast. By retaining
distance measures for temporal and geographical similarity, more distant art-
casts are favoured. Similarly, limiting recommendations to artcasts which do
not contain the artcast in the target cast In this way, artcasts which express
similar sentiments but are sent to distant locations, and far forward or backward
in time can be recommended to users. This assumes that location, date and
artwork are good measures of serendipity, but in this particular context this
seems a reasonable assumption to make.
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5.4 Statistical Approaches to NLP

5.4.1 TF-IDF

As TF-IDF represents a standard NLP technique used by a number of appli-
cations, it was chosen for implementation in this system. A number of steps
are taken in this system’s approach to TF-IDF. First, we tokenise, stem and
remove stopwords from our documents using tools provided by NLTK [41]. TF-
IDF weights are then computed for all remaining words in the corpus, and
documents are represented as sparse vectors of these values. For this the scikit-
learn [43] Python library was used. The cosine similarity between the target
document and all documents in the corpus was computed. This gives a value of
1 for a target artcast, and values in the range [0, 1] for all other documents in
our corpus.

Although it is possible to use training data for an implementation of TF-IDF,
it was decided to use the Artcasting corpus in its entirety here. This allows
for greater item-space coverage in a final implementation, as well as ensuring
the algorithm is aware of all words in our corpus. In a larger corpus the use of
training data may be more appropriate, but given the nature of our corpus it
was important to extract a maximum of data from documents.

5.4.2 LDA

For an implementation of LDA, the gensim [44] library for Python was used.
This library allows us to choose the number of topics the model identifies in
a corpus. In our informal development testing phase, the model was asked to
identify 2, 5, 10, 15 and 30 latent topics in individual tests in order to evaluate
which number of topics returns topic which best represent the corpus.

At first the LDA model was trained on the small development and testing data
set but as this set does not contain the complete set of topics available in the
Artcasting corpus the model struggled to successfully identify the topics present
in the entire corpus. Subsequently, the model was trained on the first 80 casts,
and then the entire corpus. Each time the model was able to identify the topics
of individual documents, but struggled to identify the topics in the corpus as
a whole. As a result the implementation did not make classifications or find
similarities between documents that make logical sense to a human observer.
For example, when trained to find 15 latent topics the whole corpus the imple-
mentation assigns high similarity to the sentence pairs:

“Today is all about the music” and “Reflections on the sea”

And when trained to find 30 topics, returns:
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“The Pop Art show, Roayal Acadamey was the first time I saw Lichenstein
(and others) work up-close. Huge impression” and “a warm january”

as similar results. As many of these ‘similarities’ did not seem reasonable, it was
decided not to continue with the implementation of LDA. The use of external
training data may have improved the performance of this algorithm but this
introduces irrelevant topics and may inappropriately weight the topics found in
the Artcasting corpus. Although LDA is a suitable technique for large corpora,
it is not appropriate for the relatively small corpus of short documents present
in this situation.

5.5 Approach to Explicit Semantic Analysis

5.5.1 Word Sense Disambiguation

An effective technique for performing Word Sense Disambiguation (WSD) is
essential for Explicit Semantic Analysis (ESA). Implementations of WSD algo-
rithms were use from the pywsd [42] Python library.

There are a number of characteristics of the original Lesk algorithm [33] which
make it useful for our recommender system. First of all, it is computationally
cheap, processing user stories in an acceptable amount of time. However, its
accuracy falls short of requirements. In the absence of definitions which are large
or happen to contain specific words, it struggles to accurately disambiguate word
senses. After some brief experimentation on a number of sentences in the devtest
data set using the Lesk algorithm implemented in the Python Natural Language
Toolkit module (NLTK) [41] it became apparent that the 50-70 % accuracy
reported in some of Lesk’s original experiments could not be replicated here. In
the development and testing data set, an accuracy closer to 45% was reported.
Although it could be argued that an appropriate word sense was found in some
cases, another approach was sought. The adapted Lesk algorithm proposed
by Banerjee and Pedersen [35] provides an alternative. When the same tests
were run, an accuracy of between 60% and 70% was returned. Where WSD is
performed, we use the adapted Lesk algorithm.

5.5.2 Similarity Techniques

The Python NLTK module [41] provides excellent support for a number of
different similarity measures and a number of other modules are available for
NLP using the Python programming language [42, 45]. This support made the
Python programming language an obvious choice for our NLP techniques.

Previous studies have examined the suitability of a number of Wordnet tech-
niques for computing similarity between word senses [32, 46, 47]. The Jiang-
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Conrath measure is shown to perform well when compared to gold standard
user-tagged data and was chosen for implementation. As it is an Information
Content based technique, a technique which uses path similarity to compute sim-
ilarity between word senses was chosen for comparison. The Leacock-Chodorow
measure also performs well in the studies mentioned, and has also been applied
in another similar project [4]. As a result, it was decided to implement these
two measures for testing in our system. In this way the suitability of an IC
based technique is compared against that of a path similarity based technique.
In all implementations of Wordnet based techniques, Wordnet 3.0 was used.

5.5.3 The Brown Corpus

As the Jiang-Conrath technique depends on the Information Content (IC) of
word senses, the Brown corpus [48] is used as an IC. This corpus contains prob-
ability tagged data from over 500 English language texts and numbers around
1,000,000 words. Although it is possible to create our own IC from the Artcast-
ing corpus, there is no guarantee that this contains the IC of Lowest Common
Subsumers necessary for the Jiang-Conrath algorithm. As the Brown corpus
represents a standard source of Information Contents for word senses, it is used
in this implementation.

5.5.4 Implementation of Similarity Techniques

Both the Jiang-Conrath and Leacock-Chodorow similarity measures were im-
plemented in the same manner. For a document pair:

D1 = (v1, ..., vn), D2 = (w1, ..., wm) (5.1)

the word sense of each word are disambiguated using the adapted Lesk algorithm
[35] in order to obtain a representation of each document as their word senses,
or synsets. This step gives:

D1 = (L(v1), ..., L(vn)), D2 = (L(w1), ..., L(wm)) (5.2)

where L(wi) is the synset returned by performing the adapted Lesk algorithm
on word wi, using its the document Di as context. For the document pair the
similarity is then calculated as:

simD(D1, D2) =
1

mn

n∑
i=0

m∑
j=0

sims(L(vi), L(wj)) (5.3)

for vi ∈ D1 and wi ∈ D2, and sims(a, b) the similarity between synsets a and b.

This is performed for each pairing between the target document and documents
in the corpus (including the target document). Once all similarities have been
computed they are normalised to the range [0, 1].
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5.5.5 Semantic Similarity and Corpus Statistics

The final algorithm whose implementation is discussed is the one proposed by Li
et al [31]. An implementation of this algorithm is available online [45]. For doc-
uments pairs, D1, D2 we are able to calculate similarity simply as simli(D1, D2).
Again, once these similarities have been computed between a target document
and all corpus documents they are normalised in the range [0, 1].

5.5.6 Using Document Similarity

As each of the NLP techniques used was implemented in the Python program-
ming language, an effective method of transferring these similarity scores for
use in our main Java program had to be implemented. By executing terminal
commands from the Java program document similarity data was generated and
read into the Java program.

5.6 Feature Vectors and Similarity

Each component of our system assigns a value, v ∈ [0, 1], to each artcast in the
corpus. These are then passed to a main “engine” module, which arranges these
scores into feature vectors. Each feature vector describes the similarities of each
cast’s features to those of a target cast. Once artcasts have been scored accord-
ing to one or more of artwork, geographical destination, temporal destination
and textual similarity we create feature vectors for artcasts.

After running experiments with the different similarity measures discussed in
the design chapter it was found all three techniques gave similar results when
ranking artcasts according to their similarity. From the three techniques the
cosine similarity was chosen. When recommending artcasts, the cosine similarity
between the feature vector of our target cast (an all-ones feature vector) and
that of each other artcast in the corpus is computed. The casts are then ranked
according to their cosine similarity values.
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Chapter 6

Evaluation and Findings

6.1 Evaluation Goals

In this chapter the performance of different aspects of the system are evalu-
ated according to the methodology discussed in chapter 3. First, measures of
serendipity are discussed and suggestions for their improvement are made. Next
a brief discussion of time efficiency allows general suggestions for a deployment
of this system to be made. A statistical analysis of the item space then helps
evaluate the suitability of NLP algorithms for the Artcasting corpus. A discus-
sion of the data gathered from user studies allows us to evaluate the suitability
of algorithms and our entire system for deployment in the real world. Finally
concrete findings are discussed.

6.2 Serendipity

Using the serendipity measures describe in our evaluation gives mixed results.
As serendipity can be based on temporal distance, geographical distance, and
artwork, each of these measures is discussed in turn.

Temporal distance is perhaps the least effective of the three criteria on which
to base serendipity. As the majority of artcasts are sent to temporal locations
close to the date on which they were cast, the temporal distances between them
are small. Just a few artcasts are sent to vastly different temporal locations
(extremes of the years 1602 and 2099), and it is these artcasts which are strongly
favoured by an algorithm using temporal distance as a measure of similarity.
By providing serendipitous results based on temporal distance, the item space
coverage is reduced, as the few artcasts sent to distant times are consistently
ranked the highest.
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Geographical distance performs somewhat better as a measure of similarity,
although suffers from a similar issue to that of temporal distance. The majority
of artcasts are sent to locations around the UK, with a reasonable number sent
further afield. Again, these more distant casts are favoured by an algorithm
using geographical distance as a measure of serendipity when the target cast
has been sent to the UK or Europe. Conversely, when artcasts sent far from the
UK are chosen as the target cast, a large number of casts can be recommended.
The geographical measure of serendipity is more successful than time-based
serendipity as artcasts are sent to more diverse geographical locations than
temporal locations.

Providing serendipitous results according to artworks is perhaps the most effec-
tive measure. As it is a simple binary measure, the recommendations provided
exclude any artwork of the target cast. Although this may affect item space
coverage and accuracy of items returned, if a user wishes to exclude the artwork
of a target cast, this can be done successfully. Similarly, if users wish to view
what users have said about a chosen artwork, this is performed successfully in
the system.

In light of these findings, a refined method for filtering serendipitous results can
be proposed. Firstly, allowing users to select the criteria by which artcasts are
recommended allows users to explore the item space as they wish. Secondly,
as textual similarity is the principal method for computing similarity between
artcasts a system can be used to ensure serendipitous results are accurate. Only
when the textual similarity of two artcasts exceeds a certain threshold is it ap-
propriate to apply these serendipity measures. This ensures that serendipitous
results are both surprising and accurate.

6.3 Time Efficiency

It is useful to measure the time efficiency of our NLP algorithms in order to make
recommendations for future real-world implementations. The fastest algorithm
to execute is TF-IDF, taking around 20 seconds to compute similarity between
a target document and the corpus. The algorithms based on semantic similarity
all take significantly longer. The Leacock-Chodorow algorithm performs next
best, taking on average around 1 minute 30 seconds to compute similarity. The
Jiang-Conrath algorithm took around 2 minutes to execute on the entire corpus,
and the Li et al. algorithm took the longest, at around 4 minutes. All semantic
similarity measures are dependent on the number of synsets returned by a par-
ticular document, and execute significantly faster for documents represented by
a smaller number of synsets. However, this time is too long for practical deploy-
ment. Solutions to the issue of performance include the use of high performance
data types and caching of models, synsets and cast weights in order to obtain
faster performance in a deployment in the wild.

41



6.4 Document Length

One requirement for algorithms which compute document similarity is that com-
parable measures of similarity for both the long and short documents in our
corpus are returned. This can be thought of as an approach to item-space
coverage. As many documents have short length, in order to achieve high item-
space coverage an algorithm must be able to generate similarity scores for these
documents which are reasonably close to those generated for longer documents.
To evaluate the performance of each of the four algorithms chosen for implemen-
tation (TF-IDF, Leacock-Chodorow, Jiang-Conrath and Li et al.), the average
similarity score of each document when compared to all other documents in the
corpus was computed for each algorithm. This average score is then plotted
against the number of words contained in each document and correlations are
examined.

When comparing the average document similarity to document length, it is ex-
pected that the average similarity increases somewhat with document length,
as a longer document contains richer information from which an algorithm may
draw data. Indeed, this correlation indicates that algorithms are returning
meaningful data on document similarities. However, when examining the rela-
tionship between document similarity and document length we seek an algorithm
that returns a comparable average similarity for long and short documents. This
will appear as a shallow upwards curve in the correlation of the data points (in-
dicating similarity doesn’t increase much for longer documents), or large clusters
of data points (indicating a number of documents are assigned similar similarity
scores).

The first algorithm considered is TF-IDF (see figure 6.1). There is a weak cor-
relation between document length and average document similarity. This shows
that average similarities broadly increase with document length, although the
specific behaviour is not predictable. It is also noted that the majority of doc-
uments are assigned a relatively low average similarity score. There are a large
number of outliers, both with low document length and high similarity, and with
high word count, but little similarity. By analysing the outliers the behaviour
of this algorithm on our corpus can be better understood. The outlying texts
chosen are assigned the highest similarity by TF-IDF:

1. “beach: because he looks like he is chilling on the beach”

2. “maple syrup: she looks like she would enjoy some sugar, and this is a
good place for that.”

and have document lengths of 11 and 18 words respectively. Both of these
documents contain a high number of words which have high TF-IDF weightings.
For example both the words “beach” and “chilling” occur just three times in
the entire corpus, giving them high TF-IDF weights. The phrase “looks like”
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Figure 6.1: A plot of average TF-IDF document similarities against the length
of documents in the Artcasting corpus

is relatively common, with the stemmed word “look” appearing 10 times and
the word “like” appearing 12 times in the corpus. Although this is common for
our corpus, these words would appear much more frequently in a larger corpus.
Thus our corpus assigns them an artificially high weight. Similarly, in the 2nd

example, the words “maple”, “syrup” and “sugar” occur only once in the entire
corpus. These terms are assigned a high weight and so the document is assigned
a high average similarity.

The issues of both short document length and small corpus size contribute to
the poor performance of TF-IDF. These qualities of the corpus cause relatively
common words such as “look” and “like” to be attributed a high TF-IDF weight
as they occur infrequently in our corpus. A corpus of longer documents would
be more likely to contain common words such as these, increasing the document
frequency and thus lowering the TF-IDF weight. The use of training data may
solve this problem, but as performance on the corpus is already affected by the
corpus size, separating training data from the data set prevents all words being
assigned TF-IDF weights.

When average document similarity is plotted against document length for the
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Jiang-Conrath algorithm (see figure 6.2), there is almost no correlation. No-
tably, there is a minimum threshold of around 0.18 and this is most likely the
IC for a common Lowest Common Subsumer that occurs high up in the Word-
net ontology. Although comparable similarities are returned for documents of
variable length, the lack of correlation and wide spread of the data indicates
that this algorithm may not be providing reliable results. In order to better
understand the situation, the document with highest length in our corpus is
examined. This document has an average similarity of around 0.3 and is 57
words long.

Figure 6.2: A plot of average Jiang-Conrath document similarities against the
length of documents in the Artcasting corpus

“da Vinci hometown : i would like da Vinci to see how art is in the 21st
century because I think he would love to get into photography. this reminds me
of his drawing of the man in the circle. I love his cheeky face, like he’s saying

yes it’s a classical reference but it’s me as well.”

There are clearly issues which influence the behaviour of the Jiang-Conrath
algorithm on our corpus. Firstly, the Brown corpus [48] heavily influences the
algorithm’s behaviour. As the brown corpus is so large it is possible that the

44



values of Information Content of many word senses have similar values to those
of their Lowest Common Subsumers. Although the idea expressed in this text
is specific, the individual word senses are not. In the above example the deepest
synsets in the Wordnet ontology are “hometown” and “drawing”, each with a
depth of 11. The maximum depth of the noun taxonomy is 18, so although
these synsets are reasonably specific, it is conceivable that they are not that
rare Brown corpus. Further research is required to ascertain the exact reasons
for the poor results of the Jiang-Conrath algorithm when applied to this corpus.

Figure 6.3: A plot of average Leacock-Chodorow document similarities against
the length of documents in the Artcasting corpus

Next we consider the behaviour of the Leacock-Chodorow similarity measure
when comparing the documents of our corpus (see figure 6.3). It is important
to note that two outliers at 0 have been removed from the plot. These two
entries correspond to cases where performing WSD on the documents returned
no synsets. All other document similarities fall in the range (0.55, 1] after nor-
malisation between 0 and 1. Here we see that document similarity increases
sharply with document length. The correlation is clearer than that of TF-IDF
and Jiang-Conrath indicating the algorithm behaves reliably on the corpus and
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that comparable similarity results are returned. However, the spread of the data
indicates that documents are less likely to be assigned similar similarity scores
than in our final algorithm.

Figure 6.4: A plot of average Li et al. document similarities against the length
of documents in the Artcasting corpus

The last algorithm considered here is that proposed by Li et al. (see figure 6.4.
This algorithm exhibits the strongest correlation of data points between docu-
ment length and average document similarity. Furthermore, a larger number of
casts return comparable similarities scores. The cluster of points between 5 and
20 words indicates that the algorithm is able to assign comparable similarity
scores to documents of differing length. The algorithm does however provide
higher similarity scores to longer documents than Leacock-Chodorow. As these
documents are not the norm in the corpus (there are only 6 documents longer
than 30 words), it is felt that the strong clustering of points indicates that this
measure is the most reliable measure in the face of varying document length.
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6.5 User Studies

6.5.1 Respondents

User studies were first carried out at the Scottish National Gallery of Modern
Art. Unfortunately an unusually quiet morning was chosen for the field surveys
and only seven respondents were found at the gallery. As a result, fellow students
at the University of Edinburgh were asked to fill in a surveys in order to reach a
reasonable number. User studies were based on the responses of 14 individuals
5 females and 9 males. The majority of participants (6) were aged 18-24, 4
were aged 25-30, 1 was aged 31-40 and 3 were aged 41-50. Each respondent was
asked for the average number of times they visited galleries per year in order to
estimate their engagement with art. Of our 14 participants, 4 attended galleries
0-1 times a year, 5 attended 2-3 times, 4 attended 4-5 times and 1 attended 6-7
times per year. Respondents from the university and from the gallery visited
galleries roughly the same amount per year.

6.5.2 Quantitative Data

Quantitative data was gathered by asking users about similar they perceived
particular pairs of texts to be. This user-tagged data is taken as a gold standard
as in previous studies [32]. There are a number of methods that can be used to to
compute the effectiveness of the algorithms implemented for test. The root mean
squared error is used to measure the accuracy of algorithms when compared with
user-tagged data (see equation 3.1). This gives the accuracy of implemented
algorithms when compared against user-tagged data. As each text is taken from
percentiles of the data increasing according to average similarity, we expect some
monotonically increasing relationship between algorithmic and user-tagged data.
The Spearman correlation (see equation 3.4) is used to indicate the presence of
this relationship. This gives the following results:

Algorithm Under Test RMSE Spearman Correlation

TF-IDF 0.494 0.702
Jiang-Conrath 0.466 0.157

Leacock-Chodorow 0.285 0.049
Li et al. 0.281 0.174

As can be seen, TF-IDF and Jiang-Conrath return the highest error when
compared against user-tagged data. All algorithms except TF-IDF correlated
weakly with the user-tagged data, but the Li et al. algorithm performs the best
of the semantic measures. It is also observed that the Jiang-Conrath algorithm
has the highest error (or lowest accuracy) of semantic similarity algorithms. The
accuracy of the Leacock-Chodorow and Li et al. algorithms is similar, indicat-
ing that similarity measures which use path length and taxonomy depth may
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be most appropriate for this context.

The high correlation coefficient for TF-IDF may be due in part to the large
number of zero entries for document similarity present when the algorithm is
executed on the texts for our surveys. By removing zero entries, a correlation
coefficient of 0.674 is returned. This indicates that where TF-IDF is able to
perform, it correlates well with user preferences. A similar value for accuracy
is still given when these zero entries are removed. However this value is only
based on 8 survey texts so it is difficult to draw firm conclusions.

It is noted that certain texts are assigned much higher similarity by users than
by our algorithms. Some of the texts scored lowest by algorithms (those at the
start of the survey) are assigned high similarity scores by users, particularly
texts compared to the sentence:

“Down under: mid summer there -so jealous”

which reference Australia are assigned high similarity by users, but not by our
algorithms. This is partly because the adapted Lesk algorithm used in our
approach is unable to associated the phrase “down under” with Australia. In a
second data analysis the 8 texts scored lowest by our algorithms are removed.
This removes cases where word sense disambiguation was incorrectly performed
on key words in a document. The following results are obtained:

Algorithm Under Test RMSE Spearman Correlation

TF-IDF 0.500 0.803
Jiang-Conrath 0.534 -0.012

Leacock-Chodorow 0.311 -0.139
Li et al. 0.229 0.437

The notable difference here is that the Li et al. algorithm exhibits the greatest
monotonic relationship with user preferences. Although the correlation is not
particularly strong it is certainly present.

From the quantitative data obtained on user interest it is noted that user in-
terest in the similarity of a particular pair does not always correlate with users
assigning that pair high similarity. Often interest in one of the two documents
in the pair suffices for users to indicate an interest in the overall similarity.
This suggests that personal experience plays a role in user interest in document
similarity. This is discussed further in the following section.

This data analysis shows quite clearly that the Li et al. algorithm exhibits
the greatest accuracy when compared with user-tagged data, and correlates
the strongest with user preferences. As a result this is the textual similarity
algorithm most suited for use in a recommender system for the Artcasting ap-
plication.
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6.5.3 Qualitative Data

Qualitative data was gathered from survey participants in order to assess the
impact of a recommender system for the Artcasting application and to support
findings from quantitative analyses. The data was gathered in two main ways.
Firstly by asking if they have interest in the similarity between particular pairs
of texts from the corpus and secondly by asking them to explain why they found
a particular pair of casts interesting.

The first thing we note is that there are a large number of comments, represent-
ing a number of reasons for users finding similarities interesting and relevant.
Users made comments that the suggested similarities would inspire them to read
novels and visit new locations, as well as remind them of their past experiences
and people who inspire them. Comments were left for a variety of reasons. For
example, for the pair

“School : The text on the jacket reminds me of the effort I would put into
scrawling my favourite bands’ names all over books and pencil cases. You can

see how much music is a visual part of someone’s identity, especially at a
young age and this was very important to me growing up” and “Kamron : I
sent this picture because I am in a music school, and because I love music”

all 5 comments relate to the common words in the document pair. Similarly,
many comments give the semantic themes of the texts as the source of their
interest. This shows the chosen algorithms were appropriate for this context.

Other comments on the interest in the similarity of a document pair relate to
personal experiences For example, for the document pair

“S’Algar Diving Centre : This brings back memories of watching water for
hours as my brother learned to dive. Admittedly, Lichtenstein’s influence was
Giverny, and the calm water of a lily pond rather than the Mediterranean Sea.
But the foil sections of this work make me think of waves and mermaids’ tales
flapping beneath the water’s surface” and “on the way to the little mermaid :

walking to see the little mermaid”

a number users gave the reasoning for finding interest in the pair as an interest
in fantasy themes.

In general users who attended galleries more often were more likely to leave
comments relating text similarities to personal experience, although both were
about equally likely to express interest in textual similarities. This suggests
that an information filtering system providing non-personalised feedback may
increase user engagement for those less likely to attend a gallery. However, the
presence of personal explanations indicates that personalised recommendations
may be useful for a recommender system for Artcasting.
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6.5.4 Issues

After giving a sample questionnaire to a few colleagues, feedback was that it
took too long to fill out. The 4th and 6th percentile texts were removed in an
effort to reduce the time taken to fill out the questionnaire. In this way, the
questionnaire length was reduced. The 4th and 6th percentiles were chosen for
removal in order to allow us to study the behaviour of documents most and least
likely to be calculated as similar while retaining some data for documents which
have an average likelihood of being rated as similar by the chosen algorithms.

One issue was participants’ understanding of what was being asked of them.
Effort was made to explain the survey clearly to participants, but participants
were not always sure how to proceed. This represents shortcomings in the
ability of the survey to effectively communicate its purpose. It is true that some
documents from the Artcasting corpus can be confusing or appear to make
little sense when viewed out of context. Despite these shortcomings the surveys
were completed in a satisfactory manner, and trends in the data indicate that
respondents eventually understood what was asked of them, even if it was not
immediately clear to all.

Selecting appropriate documents for user comparison is another issue in the
evaluation of this project. As TF-IDF approaches document similarity in a
different way to the other algorithms under test, evaluating this measure in the
same way as the the other techniques in this project is not straightforward.
Indeed, as the majority of the documents chosen for evaluation do not contain
common words, we struggle to properly evaluate the TF-IDF algorithm against
user-tagged data. However, the evaluation of item-space coverage indicates
other algorithms are more appropriate for this particular situation.

6.6 Discussion

It was hypothesised that techniques for semantic analysis would perform better
than others over the short documents in the Artcasting corpus. The impact of
implementing these techniques on user engagement was also sought. The user
survey gave quantitative feedback on the appropriateness of these techniques
as well as allowing the impact of these techniques to be gauged. An in depth
quantitative analysis of the item-space coverage of these techniques allowed
for further insight into their behaviour and appropriateness for an information
filtering system for Artcasting. Novel methods of providing serendipitous results
were introduced and evaluated.

Preliminary investigations showed that an implementations of Latent Dirich-
let Allocation on the Artcasting corpus was not appropriate to its size and
the length of documents contained within it. By evaluating TF-IDF against
algorithms which use the Wordnet database to compute similarity between doc-
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ument pairs we ascertain that although TF-IDF provides some good results,
its ability to provide a large number of meaningful results is limited by the
distribution of words throughout the Artcasting corpus. Techniques which use
semantic similarity techniques do generally perform better than those that do
not, but the results are not unequivocal.

The edge counting methods implemented here perform significantly better than
the node-based Jiang-Conrath algorithm. It is shown that edge counting meth-
ods give more stable results over varying document length and a lower error
when compared to gold standard user data. However, when compared with
TF-IDF it is shown that text weighting methods may correlate with user pref-
erences. The results presented to this effect are not particularly strong and
further research is required to understand the full effect of term weighting on
our corpus.

The best performing algorithm on the Artcasting corpus was that proposed by
Li et al., and it is strongly suggested to use this algorithm in a recommender
system for Artcasting. This algorithm has the lowest rate of error when com-
pared with other algorithms implemented and the strongest correlation with
user preferences.

The implementation of techniques for providing serendipitous add an interest-
ing dimension to recommendations from the Artcasting corpus. They are rel-
atively simple to implement and add to the playful and creative nature of the
Artcasting application. Although some care must be taken to ensure the imple-
mentation of these techniques does not affect the accuracy of results returned,
these techniques may be implemented successfully in a recommender system for
Artcasting.

Finally, qualitative feedback from users shows that an information filtering for
Artcasting does provide interesting comparisons between artcasts. Users showed
interest in textual similarity in a range of ways. Many users were interested in
items which related to their own experiences. The presence of personal opinion
in feedback on text similarity suggests that implementing a true recommender
system, with personalised results would be beneficial to this project. This is
not to underestimate the impact of the information filtering system presented
in this project. The feedback gained from users studies indicates that appro-
priate trade-offs in development and evaluation were made and that the system
proposed here does well to engage users.
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Chapter 7

Conclusions

The research in this dissertation investigated the implementation and impact
of similarity techniques for use in an information filtering system for Artcast-
ing. A system was built to incorporate a range of similarity techniques, some
seen in other works and others unique to the Artcasting corpus. The project
shows that an information filtering system based on textual similarity of art-
casts for the Artcasting application can successfully be implemented on the
user-generated corpus of artcasts. User surveys aided in the evaluation of an
appropriate textual similarity algorithm. The hypothesis that semantic similar-
ity techniques aligned best with user-judged similarity on our small corpus was
proven. Specifically the algorithm proposed by Li et al. [31] provides the best
measure of document similarity for our corpus. This algorithm uses path-based
semantic similarity and word order to compute similarity between documents.
The user study also provided valuable qualitative feedback on the impact of
implementing a recommender system for Artcasting. The user study conducted
in this project indicates that the filtering of results increases user engagement
with the Artcasting application, justifying the choices made in this project.

The user survey conducted in this project indicated that personalised results
may provide greater impact in the Artcasting recommender system. Similar
projects focus on the personalisation of results [4, 5], however other research has
put forth the idea that systems which present recommendations to users should
guide users to discover new works rather than display results strictly based on
information users enter into a system [1]. Future research into the trade-off
between the freedom to explore all items in a collection and the personalisation
of results would help systems provide users with appropriate interfaces for the
discovery of new items of cultural heritage.

Using semantic similarity techniques proved successful in this project, however
some cultural references proved difficult to analyse. Further research into tech-
niques seen in previous studies [1] using online databases to compute similarity
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may prove a successful approach to future works which involve providing rec-
ommendations to users.

This project provides a firm basis for expansion to the functionality of the Art-
casting application. The system proposed here provides a method of computing
similarity between documents in the Artcasting corpus, as well as methods of
providing serendipitous results to users. As the system built here functions as
a back end to a recommender system, developing appropriate user interfaces
would be the next step in the development of this project.
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Research Study: Exploring Interesting connections through 
sentence similarity 
 
Hello and thank you for taking the time to help me with my research. I am gathering data for my 
MSc dissertation in Computer Science. For this project I am working with a mobile application, 
called Artcasting which examines how visitors experience art exhibitions (more information 
available here: https://www.artcastingproject.net/). The app was piloted here at the Gallery earlier 
this year and my project is building on the pilot to explore ways that people might connect with 
‘artcasts’ other users have sent. 
 
The artcasting application invited users to ‘cast’ an artwork they saw in the gallery to a particular 
time and place, with a short message (like a postcard). My research focuses on processing the 
messages people write and computing the similarity between these messages to encourage 
engagement with the application. 
 
Below are a number of artcasting descriptions written by users of the app. There are 8 principal 
artcasts, and below each of these there are 4 further artcasts. Please read each principal message 
and score its similarity to each of the 4 messages underneath it 1-10 (1 being least similar, 10 
being most similar). How you think about similarity is up to you: it could be the specific words used 
in a text, general sense of the text, may involve cultural references, or may relate to your own 
experiences, views or beliefs. 
 
Once you have given a number for similarity please indicate whether you feel the link would 
encourage you to further explore other information (pictures, artworks, dates, places) associated 
with either text. If you feel the link may not be instantly obvious from context please explain it under 
why/why not. 
 
This project has received ethical approval from the School of Informatics, University of Edinburgh. 
You can stop participating at any time, and the information you share will be totally anonymous. If 
you have any questions, you can contact me at alex.wingard92@gmail.com 
 

First please enter some information about yourself (leave blank if prefer not to say): 
 

 
 
 
 
 
 
 
 

Age Range: <18 18-24  25-30  31-40  41-50  50+ 

Sex:   male  female other 

On average, how many times a year do you visit art galleries?: 0-1 2-3 4-5 5-6  
6-7 7+ 



 
Text A: 
 

 
 
 
 
 
 
 
 

Down under mid summer there -so jealous 

1) Adelaide hello Adelaide 
 
Similarity (1-10): 
 
Does the link between the sentences interest you? (Y/N): 
 
Why? 

2) I almost went like a missed opportunity, almost clear. 
 

 
Similarity (1-10): 
 
Does the link between the sentences interest you? (Y/N): 
 
Why? 

  

4) Maryam because it looks something from the rainforest in Australia 
 

 
Similarity (1-10): 
 
Does the link between the sentences interest you? (Y/N): 
 
Why? 

  

3) jazz hands Jazz hands on Broadway, naturally 
 
Similarity (1-10): 
 
Does the link between the sentences interest you? (Y/N): 
 
Why? 

  



 
Text B: 

 
 

 

 

 
 
 

Houston launched many small rockets from here with the 
kids, lost a few too! 

 

1) westmister explosions 
 
Similarity to text B (1-10): 
 
Does the link between the sentences interest you? (Y/N): 
 
Why? 

  

2) Holidays good memories  
 
Similarity to text B (1-10): 
 
Does the link between the sentences interest you? (Y/N): 
 
Why? 

  

3) S'Algar Diving Centre This brings back memories of watching water for hours as my 
brother learned to dive. Admittedly, Lichtenstein's influence was Giverny, and the calm water of 
a lily pond rather than the Mediterranean Sea. But the foil sections of this work make me think 
of waves and mermaids' tales flapping beneath the water's surface. 
 
Similarity to text B (1-10): 
 
Does the link between the sentences interest you? (Y/N): 
 
Why?  

4) Robbie whelton I like the picture and he really likes playing the piano and he is 
having a baby and I thought he could show it to his little girl when it is born 

 
 
Similarity to text B (1-10): 
 
Does the link between the sentences interest you? (Y/N): 
 
Why? 

  



Text C 

 
 
 

 
 
 
 
 
 
 
 
 
 

Amber warning of wind I am windswept and on my way 

1) School of Design about to head off to an undergraduate exam board... 
 
Similarity to text C (1-10): 
 
Does the link between the sentences interest you? (Y/N): 
 
Why? 

  

2) Mick and Gwen Davies because Granny and Grandpa are in the car 
 
Similarity (1-10): 
 
Does the link between the sentences interest you? (Y/N): 
 
Why? 

 

3) Perth rainy places need dry art 
 
Similarity (1-10): 
 
Does the link between the sentences interest you? (Y/N): 
 
Why? 

 

4) aurora borealis I hope to see it again... 
 
Similarity (1-10): 
 
Does the link between the sentences interest you? (Y/N): 
 
Why? 

 



Text D 

 

 
 
 
 

Miss Havisham for some reason I ended up inside the most 
extraordinary house in Kibworth that was owned by a Miss 
Havisham who toured me through the memorabilia of her 
long lost husband who had fought in the boer war. Out of 
time but not out of touch, the house was between life and 
death. 
 

1) Van Gogh museum memory of her concert 
 
Similarity (1-10): 
 
Does the link between the sentences interest you? (Y/N): 
 
Why? 

 

2) New York I just thought it fit with the sexual politics frequently brought up in the news 
today 
 
Similarity (1-10): 
 
Does the link between the sentences interest you? (Y/N): 
 
Why? 

 

3) Place of defiance I believe that if I go to Vancouver, I will learn to become my own 
person and defy stereotypes like this photo 
 
Similarity (1-10): 
 
Does the link between the sentences interest you? (Y/N): 
 
Why? 

 

4) Buckingham palace The queen needs to see some eyes 
 
Similarity (1-10): 
 
Does the link between the sentences interest you? (Y/N): 
 
Why? 

 



 

 
 
Text E 
 

 
 
 

S'Algar Diving Centre This brings back memories of watching 
water for hours as my brother learned to dive. Admittedly, 
Lichtenstein's influence was Giverny, and the calm water of a lily 
pond rather than the Mediterranean Sea. But the foil sections of 
this work make me think of waves and mermaids' tales flapping 
beneath the water's surface. 

1) tattoo fixers wondering if he would 'fix' any of his tattoos? 
 
Similarity (1-10): 
 
Does the link between the sentences interest you? (Y/N): 
 
Why? 

 

2) soup can to be reunited with a soup can, way up high 
 
Similarity (1-10): 
 
Does the link between the sentences interest you? (Y/N): 
 
Why? 

 

3) beach reflections on the sea 
 
Similarity (1-10): 
 
Does the link between the sentences interest you? (Y/N): 
 
Why? 

 

4) on the way to the little mermaid walking to see the little mermaid. 
 
Similarity (1-10): 
 
Does the link between the sentences interest you? (Y/N): 
 
Why? 

 



 
 
 
Text F 

 
 
 
 
 
 
 

 

 
 
 
 

School The text on the jacket reminds me of the effort I 
would put into scrawling my favourite bands' names all over 
books and pencil cases. You can see how much music is a 
visual part of someone's identity, especially at a young age 
and this was very important to me growing up. 
 

1) Mount Fuji Japan is the best 
 
Similarity (1-10): 
 
Does the link between the sentences interest you? (Y/N): 
 
Why? 

 

2) music to lift off to Some jazz for Timothy Peake during blast off. 
 
Similarity (1-10): 
 
Does the link between the sentences interest you? (Y/N): 
 
Why? 

 

3) Arnie Sometimes you just need a strong guy. 
 
Similarity (1-10): 
 
Does the link between the sentences interest you? (Y/N): 
 
Why? 

 

4) Kamron I sent this picture because I am in a music school, and because I love music 
 
Similarity (1-10): 
 
Does the link between the sentences interest you? (Y/N): 
 
Why? 

 



 
 
 
Text G 

 
 
 
 
 
 

 
 

 
 
 
 

da Vinci hometown i would like da Vinci to see how art is in 
the 21st century because I think he would love to get into 
photography. this reminds me of his drawing of the man in 
the circle. I love his cheeky face, like he's saying yes it's a 
classical reference but it's me as well. 
 

1) self presentation a reminder to be self possessed & confident when giving my 
presentation today. 
 
Similarity (1-10): 
 
Does the link between the sentences interest you? (Y/N): 
 
Why? 

 

 2) Edinburgh college of art it can join the nudes in the sculpture court, the casts are 
currently not on display so here are two nudes 
 
Similarity (1-10): 
 
Does the link between the sentences interest you? (Y/N): 
 
Why? 

 

3) Amsterdam as I love the photo because there is something simplistic and lovely 
about it, and I will be there 
 
Similarity (1-10): 
 
Does the link between the sentences interest you? (Y/N): 
 
Why? 

 

4) first times possibly the first time I saw Lichtenstein in person but a memorable trip to 
London 
 
Similarity (1-10) 
 
Does the link between the sentences interest you? (Y/N): 
 
Why? 

 



 
 
 
Text H 
 
 
beach because he looks like he is chilling on the beach 

 
1) cold and hot reflections 

 
Similarity (1-10) 
 
Does the link between the sentences interest you? (Y/N): 
 
Why? 

 

2) central park Chilling out in the park 
 
Similarity (1-10) 
 
Does the link between the sentences interest you? (Y/N): 
 
Why? 

 

4) gallery of art I wanted to communicate this picture with my colleagues in Greece 
 

 
Similarity (1-10) 
 
Does the link between the sentences interest you? (Y/N): 
 
Why? 

 

3) aurora borealis I hope to see it again... 
 
Similarity (1-10) 
 
Does the link between the sentences interest you? (Y/N): 
 
Why? 

 








