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Abstract

The rise in multi-user time-sharing systems over the past few decades has introduced a chal-

lenge in how to efficiently run multiple applications on the same hardware at the same time.

While operating system schedulers have been designed with a variety of tricks to eke out as

much performance as possible, the onus is largely on the programmer to design their applica-

tions to make optimal use of the available resources, presenting them with numerous algorithm

and thread management choices, a task which can be daunting to anyone not accustomed to

writing multi-threaded applications.

In this dissertation we present a novel solution to this problem, the concept of Plastic

Parallel Programming, which provides a framework for non-specialist programmers to write

correct efficient parallel programs that react to their environment in order to ensure that they

are continually using the most optimal strategies to solve a given problem. Using the well-

known example of the task farm parallel design pattern, a reactive framework with a high

level interface is developed, which allows the user to ignore the vast majority of decisions

that are needed to write correct parallel programs, while providing the possibility of complex

optimisations. This framework is then tested using a variety of different application types,

showing that in the right circumstances plastic parallel programming can improve the runtime

performance of applications running in a shared enviromnent. Specifically we show that, for

running applications that combine a variety of memory access types, making dynamic changes

in reaction to the starting of a second application can result in lower average runtimes for both

applications than can be acheived using standard techniques.
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Chapter 1

Introduction

It has long been understood that the problem of writing correct parallel programs is a hard one,

having a multitude of complications that are nonexistent in classical sequential programs, such

as race conditions when multiple parts of an application may try to modify the contents of a

single memory address at the same time, and the related challenge of often not being able to

rely on happens-before relationships between parts of your code [1]. While there have been a

number of attempts to allow easier access for the non-specialist to the possible benefits of par-

allel programming, the assumed difficulty of doing so is known to put off many in the scientific

fields who would benefit from it the most [2, 3]. This means that the easily available multi-core

and multi-socket commodity hardware is being massively under-utilised, even while computer

simulations are becoming ever more important in just about every scientific discipline [4–7].

Even when researchers do have access to these resources and have the tools available to build

multi-threaded applications, resource contention becomes an issue when the hardware is shared

between multiple users, this being a problem for anyone who has to share computers, including

university students. While large-scale properly managed clusters such as the EPCC ARCHER

supercomputing service [8] have sophisticated systems such as the Open Grid Scheduler [9] to

manage tasks and resources, more basic shared computing resources are often only protected

by a request to “please nice your programs”, with stories of runaway tasks taking all of the

CPU time being common.

There have been a number of attempts to rectify some of these problems, to try to make

parallel programs easier to write, easier to optimise and more efficient to run in shared envi-

ronments. One of these is LIRA, a dynamic scheduler which is discussed in §2.3, which uses

intelligent thread pinning to minimise the interference between multiple applications running

on the same multi-socket hardware. Another is PetaBricks, discussed in §2.2, a framework

and programming language which presents a high-level interface to the programmer, making

compile-time choices as to the details of the algorithms and data structures that it uses, in order

to make optimal use of the hardware it is compiled on.
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Chapter 1. Introduction 2

In this dissertation we introduce the notion of plastic parallel programming in §2, which

combines some of the ideas from LIRA and PetaBricks, as well as the concept of algorithmic

skeletons as defined by Cole [10] and discussed in §2.1, into an overarching framework that is

designed to allow non-specialists to write correct efficient parallel programs that dynamically

adjust themselves to their environment. We then present a summary of the goals of the summer

project and this work in §3, followed by a description of the implementation of a plastic task

farm that was written, in §4. The experimental framework that was used for testing this im-

plementation is described in §5, with details of the experiments that were carried out and their

results given in §6. These results are then reviewed in §7, with the dissertation giving its final

conclusions in §8.



Chapter 2

Background

The past half century or so has seen dramatic changes in the way that computers are used,

with the ever increasing demand for computing resources constantly providing new challenges.

Early operating systems in the 50s were batch systems, where multiple people would submit

jobs, generally on punch cards, which would then be run one at a time by an operator. There

were a number of problems with this approach, with one being the fact that there was no direct

interaction between the programmer and the computer, so if a program failed the programmer

would not be informed until much later, in which case they would have to change, then resubmit

it. Another problem was that, since only one process was run at any one time, with the next

job not started until completion of the previous one, if the process depended heavily on I/O,

which was, and still is, significantly slower than processing speed, a computer could spend a

large amount of time waiting for the I/O to complete. This design was improved in the 1960s

with the rise of multiprogramming, in which many programs could be loaded into memory

at the same time [11]. If the currently running program had to wait for some external event,

another idle program could be executed until that event had completed, dramatically reducing

the idle time of the computer. This decade also saw the rise in time-sharing computers [12],

where multiple users could directly connect to the computer, running programs almost in real

time. With many people using a computer with a single processing element simultaneously,

and expecting the system to react quickly to their input, the importance of proper scheduling of

programs on the CPU became apparent. Originally multitasking schedulers, such as those used

in the earlier versions of Windows and MacOS, often used cooperative multitasking, where a

program would execute until it voluntarily gave up control of the CPU, either when waiting

for a response from some external device or because it decided that it had been executing

for long enough. There was always, however, the possibility that a program could hold the

CPU indefinitely, for example if it entered an infinite loop. The development of pre-emptive

multitasking, in which the operating system will interrupt a process if it is deemed to have had

its ‘fair share’ of processing time, removed the problem of badly behaved programs keeping the

3



Chapter 2. Background 4

CPU, paving the way for ever more complex schedulers. These include the Linux Completely

Fair Scheduler (CFS) [13] which holds information about each process, such as whether it is

CPU bound or I/O bound, as well as allowing processes to be prioritised.

Recently, the scheduling problem has been even more complicated as CPUs started to de-

velop more cores, with high-end machines having multiple CPUs through multiple sockets,

often with Non-Uniform Memory Access (NUMA). Much work has gone into making sched-

ulers that aim to allow all tasks equal access to the processing elements, however they tend to

come with some downsides. For example schedulers do not know the details of a program,

so do not know in advance how a program may behave. They may try to make a guess, for

example noting that a certain program spends a large amount of time in memory accesses,

or is heavily CPU bound, and compensate accordingly, however a program’s behaviour may

change suddenly, leading to massively sub-optimal scheduling decisions. The scheduler is also

restricted to decisions that the application programmer makes, such as the number of threads

that a program has, and while the scheduler can decide when and where to run the threads it

has no control over how the application utilises the threads. There have been a number of at-

tempts to try to rectify these problems, for example through better adapting the program to the

hardware that it is running on or taking more control over the scheduling decisions, although

these solutions are often too complex for non-specialists to fully take advantage of.

2.1 Parallel Design Patterns and Algorithmic Skeletons

As discussed above, the large variety of choices that are necessary to produce correct and

efficient parallel programmes may be expected to dissuade researchers without a background in

software engineering from attempting to do so, even though a large proportion of the complex

software used today is written by exactly this demographic [14]. If they do attempt to write such

programs there are a host of different bugs that can occur, the proper debugging of which often

requires the use of more sophisticated methods than the standard printf method [15]. Even

when written by experts these bugs often crop up, sometimes with harmful results, such as the

race condition in Nasdaq’s system that delayed Facebook’s initial IPO by 30 minutes, resulting

in the loss of millions of dollars [16]. In fact the problem is so widespread that around 60% of

respondents to a survey of Microsoft’s technical staff reported having concurrency issues with

their software [17]. It is thus not surprising that researchers are often put off writing parallel

programs.

A standard method that is used to help less experienced programmers choose the correct

implementation to solve a particular problem involves the concept of a design pattern. Orig-

inally conceived as a way for ordinary people to understand and be able to use designs that

are frequently seen in professional architecture [18], design patterns give a solution to a com-
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monly recurring problem within a particular context [19]. While design patterns gained popu-

larity in the object oriented programming community they were rapidly adopted by scientific

high-performance programming groups, in particular the concept of parallel design patterns

[20], as a way of removing the need to re-invent the wheel whenever a scientist is faced with a

problem of a standard sort. While undoubtedly a step in the right direction, since they are high

level concepts parallel design patterns still leave programmers having to make many low-level

design decisions themselves, such as details of the choice of algorithms to use, numbers of

threads, or what programming languages and libraries to use. These problems were addressed

by Cole [10] with the idea of algorithmic skeletons. The idea behind this concept is that the

algorithmic skeleton, which is written by an expert in parallel programming, provides a high-

level interface for some design pattern that a researcher can use without worrying about the

low-level details. This interface can then hide a lot of complexity that can go on behind the

scenes, with the skeleton making decisions on optimal strategies to use, as well as protecting

the researcher from many platform-dependent decisions, making their code highly portable.

2.2 PetaBricks

The concept of hiding implementation details in order to allow portability and low-level op-

timisation, as discussed in the previous section, was put into practice by Ansel et al. [21] in

their PetaBricks programming language and compiler [22]. A programmer provides methods,

known as rules, with which state changes can be implemented in the application to produce

the result that they desire. The framework then does compile-time analysis of the system in

order to choose the most efficient rules for carrying out those state changes, which includes

combining many rules together to achieve certain goals, or varying free parameters.

One downside of the PetaBricks system is due to the fact that all of the optimisation de-

cisions are made at compile-time, meaning that they may in fact have the opposite effect to

that intended if the environment that the application is running in is changed. These changes

could range from another application starting up, using up resources, to changes in the physical

configuration of the hardware, such as the hot-swapping of a broken CPU that can be done on

some modern high-end systems such as those in the Intel Xeon E7 family [23]. In order to

address this shortcoming, we take inspiration from another system that aims to take on some of

the complexity of creating efficient parallel programs in a shared environment, LIRA, which is

discussed in the next section.
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2.3 LIRA

One of the major causes of non-optimal program execution comes about due to the limited

amount of fast on-chip memory. Program data must be loaded into caches from main mem-

ory, which may take hundreds of clock cycles. This is mitigated somewhat by clever cache

coherence protocols, however the movement of threads between cores, or even worse different

sockets, can practically negate these. In order to counteract the migration of threads, which are

moved around by the scheduler to try to ensure that as many threads are running as possible,

it is possible to implement thread pinning, where threads are restricted to running on a subset

of cores. This can limit the number of times that data must be loaded from memory, at the

expense of restricting the available processing elements. It is also possible to pair together pro-

grams with different characteristics, such as one that is I/O bound and one that is CPU bound.

This allows the CPU bound process to run while the I/O bound process is waiting for the much

slower memory access, allowing both to make the maximum use of the available resources.

It is this idea which underlies LIRA [24], which controls thread placement in an adaptive

contention-aware manner. In one incarnation called LIRA-static, initial sets of tests are done

on the applications that will be run, working out the optimal positions of each, while LIRA-

dynamic uses hardware performance counters to to categorise each application according to its

recent behaviour, and changes scheduling as the application goes through behavioural phases.

This categorisation depends on the load instruction rates of the running applications, with the

scheduler choosing application pairings that minimise the sum of the differences between the

load instruction rates of the applications on each socket.

While Collins et al. [24] were able to show that intelligent thread placement could reduce

the overall runtime of various applications, LIRA still has the disadvantage that it can only

work with the threads that it is given, so a badly written program may not be able to run effi-

ciently regardless of the scheduling policy that is used. Plastic parallel programming aims to

combine the ideas behind LIRA, which show that context-dependent thread pinning and dy-

namic strategy choices can improve program runtimes in a shared environment, with the ideas

of algorithmic skeletons and PetaBricks, that shows that using high-level interfaces to hide

implementation details allows for behind-the-scenes optimisation, to create a framework that

allows non-specialist programmers to create efficient correct parallel applications that intelli-

gently react to their environment.



Chapter 3

Project Description and Goals

In this chapter we introduce plastic parallel programming, along with the goals that is is hoped

that this project would achieve.

3.1 Plastic Parallel Programming

As has been seen in the previous chapter, a number of approaches have been taken to try

to reduce the complexity associated with writing correct efficient parallel programs, while at

the same time increasing the ability of an application to pick the optimal strategies for the

environment in which it is running. While LIRA has the advantage that the application writer

does not have to worry about any of the scheduling details, and LIRA-dynamic is able to make

changes on-the-fly as the environment changes, it still has limitations in that it fully relies on

the application programmer to pick the best algorithms for the job, and correctly implement

them. PetaBricks, on the other hand, chooses the algorithms to use from a selection provided

to it by the programmer, however once the application has been compiled these choices are

fixed, so environmental changes, such as another application starting up, can render the choices

suboptimal.

In this dissertation we introduce the concept of plastic parallel programming that encom-

passes many of the ideas from algorithmic skeletons, LIRA and PetaBricks to provide a high-

level programming interface for classic design patterns, while hiding a complex mechanism for

altering strategies at runtime to give optimal performance. Inspiration is taken from the idea

of algorithmic skeletons and PetaBricks to provide a simple programming interface, represent-

ing a frequently used design pattern, with implementation details hidden in a way that allows

optimisation that the programmer does not need to worry about. This concept is developed

further by adding the dynamic element from LIRA-dynamic, allowing runtime changes in the

choice of algorithm used, as well as intelligent thread placement to optimise applications where

memory access and cache behaviour play key roles in the overall runtime.

7
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3.2 Project Goals

The goal of this dissertation is to implement and test a plastic version of a well-known parallel

design pattern, which provides a high-level interface to the programmer and makes changes to

the way that it implements that design pattern behind the scenes depending on the environment

in which it is running. It is of course important to test that the introduction of plasticity to a

parallel design pattern actually has a positive effect on the runtime of the applications under its

control. This project aims to provide results from a large number of tests in order to ascertain

in which cases it would be most useful to use plastic parallel programming, and which forms of

application react best to added plasticity. A description of the test setup that is used is given in

§5, with the results presented in §6. While there was a strict limit on the time that was available

for testing, it is the intention here to provide as much statistical justification as possible for any

claims made, meaning that the tests that are carried out should all be justified, with enough

samples to give statistically reliable results.



Chapter 4

Project Implementation

In this section we introduce the classical task farm parallel design pattern, illustrating the sce-

narios in which it is useful as well as the difficulties associated with implementing it, before

describing our adaptation of the design pattern into a plastic task farm, which is able to modify

its behaviour depending on the environment in which is it running.

4.1 The Classic Task Farm Design Pattern

The design pattern that was chosen to be adapted for this project was the task farm, which is a

classic parallel design pattern that while relatively simple has a very large number of possible

variations [25–28]. As the name suggests the task farm depends on the concept of a task, which

is a unit of work that can be independently scheduled, meaning that tasks in a task farm must

be self-contained and not dependant on the results of any other tasks, unless explicit barriers

are put in place. Tasks are usually generated by a master thread then collected in some sort

of data structure, with worker threads taking tasks whenever they are free. Task farms are

very useful for problems such as parameter sweeps and Monte Carlo simulations, where tasks

may represent, for example, the modelling of a system with various possibly random initial

conditions, and the results aggregated to produce statistical information about the system. One

advantage of a task farm is that it is easy to convert serial programs into tasks, since there is

no intra-task concurrency, indeed this is the basis for many batch processing systems, which

essentially manage load balancing for multiple individual processes on multi-core or multi-

socket hardware [29, 30]. There are also many implementations using libraries such as MPI

[31], however this project takes a rather lower level approach, dealing directly with the threads

through the pthreads library [32], as this allows substantially more control and a larger variety

of possible optimisations.

9
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4.2 Task Farm Strategies

When implementing a classical task farm, there are many choices that have to be made with re-

gards to implementation details, ranging from the design of data structures to runtime schedul-

ing decisions. The optimal decision to make in each case usually depends on both the hardware

that the application is going to be executed on, and the environment in which it will be running.

The choices that are made in an attempt to optimise the program are known here as strategies.

4.2.1 Data structures

A standard example of a strategy choice that has to be made is the form of the data structure

that holds the tasks to be run. The simplest case, which can be used when there is a single

shared-memory process, is to have a single list of tasks, with protection provided in the form

of a mutex whenever a thread wants to take a task off the list, or else having a master thread

that alters the data structure and hands out tasks. This setup however will start running into

problems if there are many threads, at which point there will be a large amount of contention

for the mutex or master thread leading to high overhead, or if the application is running on a

NUMA architecture, so threads on a different socket from the task list have to wait a significant

amount of time before getting their next task. An example strategy to improve performance in

this case is then to spread the tasks over multiple lists, with each thread taking tasks from the

list that it is closest to in memory, possibly transferring tasks over if one list becomes empty, a

process known as work stealing, similarly to the work stealing that occurs in operating system

schedulers [33].

4.2.2 Threading

Another set of strategies, that we have been concentrating on during this project, involves the

runtime decisions around thread numbers and scheduling. There is a vast literature on the ef-

fects that the numbers and placement of threads has on application runtime [see e.g. 34–37,

and contained references]. The standard rule is to ensure that threads that access the same data

structures run on the same CPU to maximise cache efficiency, while on NUMA architectures

they should access local memory as much as possible over remote memory. One way of con-

trolling this is through thread pinning, which tells the operating system scheduler to restrict the

threads to a subset of the available cores, accessed through the Linux taskset command, or

the pthread pthread setaffinity np function call. As is often the case there are downsides

associated with thread pinning, as it reduces the scheduler’s ability to load balance, so it is

possible for an entire CPU to sit idle while another is overworked if all the threads are pinned.

As well as thread placement one set of strategies is to control the number of active threads

that is used by the task farm. If all of the threads are CPU bound then it may not make sense
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to have more threads than processing elements, since the remaining threads will just sit idle

and result in more work for the scheduler. However as was discussed in §2.3 where LIRA was

introduced, if threads have different characteristics, such as some being I/O bound and some

CPU bound, having more threads than cores may allow the CPU bound threads to execute

while those that are I/O bound wait for the hardware. The optimal number of threads also

depends on the environment in which the application is running, since if another application is

running at the same time that application’s threads may contend for resources, even if the total

number of threads in the initial application is less than the available CPU cores. This means

that at these points it may be appropriate to reduce the number of active threads. There are

different ways to control the number of threads, with the most obvious being to spawn and

join them as necessary. This however tends to have high costs associated with it, meaning that

implementations often use a thread pool, where threads are spawned at the beginning of the

process and wait idle, using minimal resources, until they are needed, at which point they are

woken up and carry out their work, before returning to sleep.

4.2.3 Task Granularity

One important topic that is often overlooked when describing a task farm is the question of

how a task itself is defined. In batch processing systems this is generally simple, as a task

is an individual process with the task farm effectively acting as a scheduler or load balancer,

however when the task farm is contained within a single process the job of partitioning work

into individual tasks becomes a lot more flexible. An example of this occurs when the job

consists of iterating over some data structure such as an array or linked list, and carrying out

some work on each data element. This sort of job is common in parameter sweeps [38], where

the initial array could consist of structures containing sets of initial conditions of interest, or

Monte Carlo simulations, where repeated random sampling builds up statistical results. In this

scenario the entire program could be a single large task, referred to here as course-grained or

low granularity tasks, or each piece of work on a single array element could be a task, called

fine-grained or high granularity tasks, as long as the pieces of work are independent of each

other. There are also intermediate levels of granularity where each task takes a subset of the

array to work on.

As with thread pinning there are advantages and disadvantages for any chosen granularity.

For low granularity tasks there is less overhead and less contention for shared data structures,

although if there are fewer tasks than available processing elements there is obviously wasted

CPU time, and since each task will tend to run for longer there is a higher likelihood that there

will be idle time at the end when there are only a couple of tasks left to run. Conversely if

there is a large number of fine-grained tasks there is a lot more likelihood of contention for

access to shared data structures, and since each task will run for less time the ratio of time
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spent getting new tasks versus running tasks will be increased. The optimal task granularity

itself will depend on the architecture that the application is being run on, and while, similarly

to threads, there are general rules of thumb that can be applied to decide on granularity in

advance, it is only really through testing that the ideal granularity can be found.

4.3 Controller Application

One of the features that was present in LIRA-adaptive and allowed dynamic changes to the

system was a thread that each application had which periodically woke up, checked various

pieces of information that have been collected from hardware counters during the course of the

execution of each application, and using this data notified the main threads of each program

as to which schedule should be used. This ability to do runtime monitoring lies at the heart

of plastic parallel programming, with the monitoring threads being promoted to having a pro-

cess of their own, known here as the controller, which assesses the environment in which the

applications are running and tells each application which strategies it should use at any given

time. There is essentially no limit to how complex the controller could become, or the factors

which it could take account when making its decisions, although it should be remembered that

the more work the controller does the more CPU time it will itself take up, meaning that the

benefits to the other applications must be greater to make it worthwhile. For the sake of this

project, due to time constraints and the need for the tests to be repeatable, the controllers’ deci-

sions were hard-coded into simple scripts, implementing pre-decided strategies depending on

which stages the applications were at and how many applications were running. The design of

the controller was however made such that this could easily be extended if desired for future

work.

Since the controller necessarily has to communicate with the applications in order to both

get details as to the applications’ current state and to inform them of which strategies to use,

some sort of messaging protocol is necessary. It was decided to use the Zero Message Queue

(ØMQ) lightweight messaging library [39] for this purpose, which has the facility for simple

client-server communication using standard TCP sockets. The controller binds to a given port

on localhost, with any participating application connecting to that port, registering with the

controller when it starts, getting strategies to use when it reaches certain phase points in its life-

cycle, and de-registering when it exits. This use of standard sockets means that the controller

could easily be converted to run on a separate machine in a distributed system. The behaviour

of the controller is largely reactive, responding to messages from the applications, which means

that it spends most of its time sleeping, waiting for the next incoming message, and does not

take up much CPU time. This was verified by a set of tests in which applications ran either

with or without the controller, using the same strategies each time apart from the controller
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communication. As seen in §6.1 the controller used an insignificant amount of CPU time,

however care should of course be taken as the addition of more applications and more complex

decision making by the controller would likely lead to a noticeable increase in resource usage.

4.4 The Plastic Task Farm

The idea behind the plastic task farm is to take the variability in implementation details that

was mentioned in the previous section, and make it available at runtime, so that the task farm

can choose what strategy to use depending on the environment at that time. This variability

is hidden behind the high-level algorithmic skeleton interface, so that the programmer does

not even have to be aware that changes are being made behind the scenes. In this project

we concentrated on strategies involving thread placement, in particular number of threads and

thread pinning, since there was limited time to implement the task farm, and in order to run a

thorough set of tests the space of available strategies could not be too large. The details of the

strategies that were investigated are described in §6.4.

4.4.1 Initialisation and running

Using the API for the implemented plastic task farm requires four main stages: initialisation;

adding tasks and phase points; running; and finalisation. A general picture of the system is

given in figure 4.1, which shows the lifetimes of two applications and the controller. The ini-

tialisation phase merely consists of a call to tf init, passing the port number with which to

communicate with the controller and a character string denoting the file to write output data to,

and returning a tf context t, which is an opaque struct that is passed to any taskfarm func-

tions and keeps track of the state of the system. During the initialisation phase the application

sets up the data structures that it will use, and registers with the controller on the given port.

The controller will pass back an initial strategy to use, in particular details of the thread pool

size. In this implementation the thread pool size cannot change after it is initially set, however

it would not be too hard to add variable thread pool sizes in. When it has the initial strategy

the task farm then sets up the initial data structures that are used to store and distribute tasks,

and spawns the initial threads. When instructed to, the spawned threads will execute all of

the tasks, with the initial program thread acting as the master, doing all of the communication

with the controlling application and directing the worker threads. After initialisation, tasks and

phase points can be added, a process which is described in §4.4.2.1 and §4.4.2.2. When all

tasks have been added the tf run function is called, which instructs the master thread to set

the worker threads running, executing all of the tasks that were added. The final action is a call

to tf finalise, which cleans up the data structures and outputs any final metrics, which are

described in §4.4.4.
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Figure 4.1: System diagram showing two applications starting, registering with the controller,

running tasks in three phases, then de-registering and exiting.
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4.4.2 Tasks and Phases

Two of the most important parts of the plastic task farm are the concepts of tasks and phases.

These are fundamentally intertwined, and described in the next two sections.

4.4.2.1 Tasks

The most fundamental part of a task farm application is the process of adding tasks. In this

project a task is always a function that takes a void pointer to some user-defined data structure,

taking any input from and putting any input into that structure or memory referenced by it.

It is the job of the user to control any memory access restrictions in memory referenced in

this structure. The act of adding a task to the parallel task farm is as simple as calling the

tf add task function, which tasks as its arguments the tf context t struct returned from the

initialisation routine, a pointer to a work function, which must be of type void (*)(void *),

and a pointer to a data structure to pass in to the work function.

As described in §4.1, one of the standard uses of the task farm parallel design pattern is

for parameter sweeps, where the same piece of work is repeated multiple times, with the only

differences being input parameters, a scenario which is well suited to automation over an array

containing input values and pointers to where to put results. This is the principle behind the

tf add foreach function, which allows an extra layer of indirection between the programmer

and the implementation decisions. As an example of its use, consider a data structure

s t r u c t {
double i n p u t , o u t p u t ;

} d a t a s t r u c t ;

with the working array

d a t a s t r u c t w o r k a r r a y [ SIZE ] ;

where the input values in the array are set to some initial value. A call to tf add foreach

would then be

t f a d d f o r e a c h ( t f c o n t e x t , w o r k a r r a y , s i z e o f ( d a t a s t r u c t ) ,

SIZE , num phases , f l a g s , work func ) ;

where tf context is the structure returned by the initialisation function, num phases is the

number of phases that the loop over the array should take, flags gives the types of phase

points to use, as described in §4.4.2.2, and work func is the function that is called on each of

the elements of the array. The decision on how to distribute the array iterations over different

tasks and how to organise the tasks into the number of requested phases is left entirely up to

the plastic task farm, giving it a large amount of flexibility. Ideally the number of phases to use

would also be set by the framework rather than the programmer, however since this was one of
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the factors that was varied in the experiments it was easier to include it in the API than to build

it into the framework at this stage. In this project’s implementation the distribution is arranged

such that there is one task per phase for each thread in the thread pool, so increasing the value of

num phases increases the task granularity. For example if there are 5000 elements in the array

that is being looped over, there are 16 threads in the thread pool and num phases has the value

1, then there will be 16 tasks, that is each thread will only have one task to run in the entire

program, with each task carrying out 312 or 313 pieces of work from the work array. If on the

other hand num phases has the value 100, then there will be 1600 tasks, with each task doing

three or four of the work array elements, with a phase point after every 16 tasks. In the first case

there is obviously significantly less overhead, since the threads are distributed all of their work

at the beginning and spend the rest of the time doing that work, however once the work starts

there is no possibility for strategy changes until the program has finished. On the other hand

the second case has the threads continually carrying out small pieces of work, meaning that the

time spent retrieving tasks may be a significant fraction of the overall runtime. The numerous

number of phases also means that it will be in contact with the controller frequently, possibly

leading to large overheads, although also allowing the application to be quickly notified of

changes in strategies if the environment changes.

4.4.2.2 Phases

Since the controller is designed to spend most of its time waiting for messages, in order to

reduce its impact on the system, it is up to the running applications to decide when to contact

the controller in order to receive instructions as to what strategies they should be taking. The

frequency of these communications could potentially have a powerful effect on the efficiency

of the program for similar reasons as the task granularity. If the application communicates with

the controller too frequently then it could spend more time communicating with the controller

than carrying out its tasks, and the controller could become swamped with messages, leading

to it using more of the valuable resources itself. On the other hand not contacting the controller

frequently enough means that the application cannot react quickly to changes in environment.

The correct frequency for communication itself depends on the environment, since a stable

environment would mean that a lower communication frequency is necessary.

In this project the communication between application and controller is determined by the

existence of phase points, which delimit groups of tasks. Phases are numbered sequentially,

with phase points being global synchronisation points, meaning that there is a strict happens-

before relationship between the phases, although not necessarily between the tasks in each

phase, as described below. When the final task that was added to the task farm before a given

phase point has started, the application’s master thread initiates a controller communication,

notifying it of the change of phase, and receiving the strategy to use for the next phase. There
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are different types of phase points, depending on the needs of the tasks before and after them.

By default when moving from one phase to another the application will communicate the tran-

sition to the controller, receiving in reply the strategy to adopt for the next phase. The most

basic phase type just does this communication, with tasks from the next phase able to start be-

fore the next strategy is received, in fact the next task may start before the previous tasks from

before the phase point have finished. This is most useful when the controller should know that

a new phase has started, but it is not expected that there will be a change in strategy, and it is

desired that the next set of tasks should finish as soon as possible. The controller communica-

tion can be turned off by using the PHASE BYPASS CONTROLLER flag, which also ensures that

the phase number is not incremented. By itself it is no different to not having a phase point,

but it can be combined with other flags such as the PHASE WAIT FOR TASKS flag. This creates

the second sort of phase point which is similar to a barrier in OpenMP [40], in which it is

guaranteed that all tasks from before the barrier are finished before any tasks are started after

the barrier. Another phase point type comes by using the PHASE WAIT FOR STRATEGY flag. In

this case the application does not continue with the post-phase tasks until it receives a reply

from the controller and implements the next strategy. This final form of phase point is used for

all of the tests that are described here.

Phase points are added via the function tf next phase which takes as arguments the

tf context t struct and flags representing the phase point type that is desired, or via the

tf barrier function which is an alias for a phase where there is no controller communication,

but all tasks started before the phase point must finish before the next tasks start.

4.4.3 Threading

Thread control in the plastic task farm comes about through a mix of pthreads and the

ØMQ communication library. When the initial thread pool is spawned each thread sets up

a communication channel with the main thread using ØMQ in-process communication. With

the communication channel set up the thread then waits for the startup message from the master

thread, at which point it will start removing tasks from the task list and running them. When a

worker thread finds a phase point it communicates this to the master thread, then either waits

on a phase barrier, as described in §4.4.2.2 or carries on running tasks from the next phase.

Between each task threads check whether there is a message from the master thread, either

telling the thread to block until an unblock message is received, or telling the thread to termi-

nate. The thread blocking is the mechanism that is used if fewer threads are required than were

originally spawned in the thread pool, with threads using up minimal resources while they wait

on a waking signal, while being easy to resurrect if more threads are required. This allows a

highly efficient and flexible mechanism for adjusting the number of threads in the application,

and could be easily extended if different strategies were needed.
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4.4.4 Measurements

At various points in the lifecycle of the plastic task farm various timings are taken, in order to

give as much information as possible about how each thread behaves. These timings all depend

on wall clock times, rather than cumulative CPU time, since it is this time that is most relevant

for most users, although cumulative time can easily be calculated by adding up the timings for

each thread. The reported times include the time that each thread was running for, the time

that a thread was running tasks for, the total time that a thread was blocked on a mutex for, and

the total time that a thread was blocked by the master thread, waiting for an unblock message.

These results could be output at the end of each phase for debugging, or at the end of the

application run for standard execution. During all of the testing that is described in the results

section the percentage of time any thread spent mutex blocked never rose above 0.17%, with

the vast majority of thread runs spending effectively no time mutex blocked, with a percentage

so low that it registered as zero when printed to six decimal places. This suggests that the task

farm implementation was highly efficient for the circumstances in which it was used. This

overhead would however be expected to rise as the number of threads increases, meaning that

a different strategy for holding and distributing tasks could become necessary.



Chapter 5

Experimental Framework

5.1 Introduction

While there is good reason to believe that combining the best parts of PetaBricks and LIRA

would produce a system that can increase application performance, it is of course vital to test

this, particularly as there are often effects such as caching that are very difficult to predict. Dif-

ferent types of application will require different strategies to get the most out of the hardware,

while there may be applications in which the added overhead of plastic parallel programming

outweighs any benefit that may be gained through the flexibility offered. It is thus vital to carry

out comprehensive testing to show that there are circumstances where plastic parallel program-

ming can produce significant optimisations, as well as finding the best strategies to implement

in those cases. There are of course a huge range of possible tests, with an essentially unlim-

ited number of application types and strategies to try, but due to time constraints it was only

possible to test a small subset of these, although there were enough to demonstrate that plastic

parallel programming has the potential to have a significant positive impact.

In this chapter we describe the setup for the tests that are run to try out plastic parallel

programming. In §5.2 we describe the environment in which the tests take place, in particular

the relevant details of the hardware setup on which the tests are run, with §5.3 describing the

testing protocols that were used, as well as the types of application work that were tried, in

order to find the optimal strategies for various different types of application. We attempt to

cover a large range of different behaviours in a relatively short period of time. Finally in §5.4 a

description is given of the data analysis routines and presentation methods that are used, along

with some predictions based on simple heuristic arguments.

19
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Motherboard Dell PowerEdge R810 05W7DG quad socket [43]

RAM 64GB NUMA, 16GB per socket DDR3 1333MHz

CPUs 4 × Intel Xeon L7555 Octa-core 1.84Ghz

L1 Cache 32K per CPU, split into data and instruction, core private

L2 Cache 256K per CPU, core private

L3 Cache 24M per CPU, shared between cores

Hyperthreading disabled

Table 5.1: Hardware details

5.2 Hardware

All of the tests that were done were run on the informatics machine xxxii, which has a four-

socket NUMA architecture [41], meaning that each socket has part of the memory which it

can access very quickly, with access to the other non-local memory taking significantly longer.

Each socket contains an octa-core Intel Xeon L7555 CPU, giving a total of 32 cores, each

running at 1.86GHz [42]. More details are given in table 5.1. The core IDs are distributed

so that the first socket has cores with IDs 0,4,8,12,16,20,24,28, and similarly with the other

cores.

5.3 Testing Protocols and Work Types

All of the tests that were run were restricted using the Linux taskset command to only run

on half of the available cores, either the cores on sockets 0 and 1, or the cores on sockets 2 and

3. This allowed two sets of runs to be done at the same time without interfering, or let another

user run processes on the other sockets, which was necessary since this was a shared machine.

The first set of tests that were done, described in §6.3, verified that running two sets of tests

on the two sets of sockets did not make a noticeable difference to one set of tests pinned to the

first set of sockets.

All of the tasks done during the tests shared a common underlying theme, involving access

to a shared array, which consists of 2,000,000 doubles. This gives an array with a total size

of 16MB, meaning that the entire array can fit into the L3 cache of one of the CPUs, however

if two applications are running on the same socket there will be cache contention. This means

that caching effects will be very important in the interaction between multiple applications.

Each piece of work in an application accesses this shared array in some form, with an entire

application consisting of 5000 pieces of work, a number chosen because it gave a runtime that

was long enough such that results could be statistically significant over the background noise,

but runtimes were short enough, at around a minute per application, that a large number of tests
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could be run. This also allowed a large range of different granularities to be tested, since for 16

CPUs each task could consist of between 1 and 312 pieces of work.

Four different memory access patterns were used when accessing the shared array, since

they each produce different caching effects, which are the main effects that were expected to

be important in this project. These covered memory read/write, and random/sequential access,

with the sequential access moving over the entire array, while the random access used the re-

entrant random number generator to generate indices, although accessing the array the same

number of times as the sequential access. This did pose a problem when comparing these two

types of work, in that calling the random number generator takes a significant amount of time,

in fact in a set of initial tests work using the random number generator took many times longer

than work that accessed the array sequentially, even when caching effects were taking into

account. In order to more meaningfully compare the effect of caching behaviour on different

work types calls to the same random number generator were added to the sequential access

work, with the returned value ignored. Since the programs were all compiled with the -O2 flag,

which among other optimisations tells GCC to remove dead code, the variable the number was

stored into was marked volatile to ensure that the random number generator was called as

expected. When this change was made the timings for sequential and random memory access

were essentially the same when cache coherence effects were accounted for.

5.4 Result Presentation and Analysis

In this section we describe the analysis that we perform on the results of the tests, the way that

we present the results, and give an introduction to the main statistic that we use when reporting

the data, the Average Normalized Turnaround Time (ANTT).

5.4.1 Data presentation

There are numerous ways in which it is possible to present experimental data, which include

methods that do not accurately represent the data, or skew the presentation so as to attempt

to force a result, a fact that is well known through the saying popularised by Mark Twain:

‘lies, damned lies and statistics’. There has been a resurgence in recent years in attempting

to ensure that experiments are properly designed and results fairly reported, with numerous

studies reporting problems with many previous research articles [44–46]. While the author

cannot pretend to be an expert at statistics, it will be attempted to present the results here in

a way such that it is clear when results are significant, and when they are purely the result

of chance or noise. The graphical methods of presentation will thus vary slightly depending

on the aim of the test, trying to toe the line between being comprehensive and looking overly

cluttered.
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One common method of result presentation is via a box-and-whisker plot, which gives a

representation of the spread of the data, as well as statistics about the data. A standard plot

consists of a box which encompasses the first and third quartiles (that is the box contains half

of the data points, with the first and last quarter of the sorted data points outside the box), with

the median value denoted by a thick black horizontal bar. It is known that the median is less

susceptible to outliers [47], which are a particular problem in these test since all outliers tend

to lie in the same direction, with occasional tests having dramatically increased runtimes due to

outside interference such as system processes or other users on the system. The ‘whiskers’ on

the box plot show the range of data points that lie within 1.5 standard deviations of the mean,

with any points outside this range viewed as outliers and represented using circles. While the

box plot does a good job of giving the layout of the data, it does not by itself give any indication

of how significant the results are. In order to visualise these the box plots include notches,

which represent confidence intervals around the mean, with the relevance that if the notches

of two plots do not overlap then that is ‘strong evidence’ that there is a significant difference

between the two medians [48]. The details of the calculations that are used to calculate the

notches can be found at [49] but are not discussed further here.

As well as the box plots it is also often useful to display other information in a graphic.

Where it is deemed useful a horizontal red line is overlaid over the plot, representing the mean

of the distribution. The graphics also make use of violin plots, laid in gold under the box plot,

which represent the distribution of the data in the same way as a histogram. The violin plot

includes a thick black vertical line which represents the interquartile range, as well as a white

dot at the median.

All of these elements are combined in figure 5.1, which gives sample results for the run-

times of two applications, running separately in isolation. Some results to note are that the first

application has a more widely spread distribution, largely caused by the presence of the out-

lier, which pulls the mean value, represented by the horizontal red line, away from the median.

This reinforces the decision to use the median rather than the mean as the measure of central

tendency. The second feature to note is that there is a large amount of overlap between the

notches in the two bar plots. This means that it is not possible to state that the average runtimes

are different in any meaningful sense.

5.4.2 Average Normalized Turnaround Time (ANTT)

As mentioned in the previous section, the main statistic that is going to be used to make compar-

isons across different tests is the Average Normalized Turnaround Time (ANTT). This statistic

represents the amount by which multiple applications interfere with each other when running

at the same time, as opposed to each one running in isolation. This is the statistic that was

used by Collins et al. [24] to demonstrate the efficacy of LIRA, and is based on a suggestion
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made by Eeckhout [50] as a statistic to evaluate performance in multi-user systems. Given n

applications running simultaneously, the ANTT can be defined as

ANT T =
1
n

n

∑
i=1

T MP
i

T SP
i

(5.1)

where T SP
i is the runtime for the ith application when it is running in isolation, and T MP

i is

the runtime for that application when it is running in the shared environment. As applications

interfere with each other, increasing their runtimes, the ANTT increases from the “ideal” value

of 1. The definition of ANTT gives a clear direction for testing, with applications first being

run in isolation in order to calculate T SP
i , then run together, either without plasticity or with

plasticity and using various different strategies, in order to find the scheme that gives the lowest

ANTT, which will be the optimal strategy to use. Since the ANTT involves ratios of runtimes

it is also possible to compare different work types, even if they have different base runtimes, in

order to decide which strategies work best for which types of work.

5.4.3 Theoretical Analysis

The relative simplicity of the applications that were run during the testing phase means that it

is possible to make various estimates of the ANTT, given simplifying assumptions about the

behaviour of the applications. These can then be used to compare against the actual results as

a help to understanding the behaviour of the applications in the real world, and possibly help

to work out what assumptions were not valid, shining a light on what is happening behind the

scenes.

Let us suppose that a program has perfectly divisible tasks, so that a running application

can be described as running at a certain number t1 of tasks per second, with the entire program

consisting of T1 tasks, taking a total time of S1 = T1/t1 seconds. When it runs with another

application the scheduler is assumed to assign it and the other task equal access to the resources,

so it will then on average run at a speed of t1/2 tasks per second. Suppose now that the first

task starts up, with the second task starting after s seconds, that is a fraction p1 of the time

through the isolated run, where p1 = s/S1 = st1/T1. At this point the first application will have

done st1 tasks, so it will have T1− st1 tasks remaining. Since it will now run at t1/2 tasks per

second, assuming that the second application runs for the entire remaining time, it will take an

extra (T1− st1)/(t1/2) = 2((T1/t1)− s) seconds, giving the first application a total runtime of

2((T1/t1)− s)+ s = 2T1/t1− s, which is equal to s(2− p1)/p1. The runtime, when compared

to the run in isolation, has then increased by a factor of T MP
1 /T SP

1 = (s(2− p1)/p1)/(s/p1) =

2− p1. This means, for example, that if the second application starts half way through the first

application’s run and carries on running until the first application has finished, the runtime of

the first application will increase by a factor of 3/2.
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Suppose similarly that the second application runs at t2 tasks per second, with the program

consisting of T2 tasks, giving an isolated runtime of S2 = T2/t2 seconds. If it starts up while the

first application is running then it will then initially run for 2((T1/t1)−s) seconds at the reduced

speed of t2/2 tasks per second, carrying out t2((T1/t1)− s) tasks. Since the first application has

now finished, it will carry out the remaining T2 − t2((T1/t1)− s) tasks at the full speed t2,

taking a further (T2/t2)− (T1/t1)+ s seconds. This then gives the second application a total

runtime of (T2/t2)+ (T1/t1)− s, so the runtime will have increased by a factor T MP
2 /T SP

2 =

1+(T1t2/T2t1)− st2/T2.

It is now simple to calculate the ANTT for this simplified case, giving

ANT T =
1
2

(
T MP

1

T SP
1

+
T MP

2

T SP
2

)
,

=
1
2
(2− p1 +1+(T1t2/T2t1)− st2/T2) ,

=
1
2
(2+1− p1 +(T1t2/T2t1)− p1(T1t2/T2t1)) ,

= 1+
1
2
(1− p1 +(T1t2/T2t1)(1− p1)) ,

= 1+
1
2
(1− p1)

(
1+

T1t2
T2t1

)
,

= 1+
1
2
(1− p1)

(
1+

S1

S2

)
. (5.2)

It is easy to put some rigorous bounds on this, under the assumptions that the second application

starts part way through the first application, that is 0 ≤ p1 ≤ 1, and assuming that the first

application finishes before the second application does, which means that 1− p1 ≤ S2/S1,

then the ANTT is bounded by 1 ≤ ANT T ≤ 2. This gives us a range of values in which

the assumptions we made above may be reasonable, with an ANTT value outside this range

meaning that one or more of the assumptions are not valid.

One final set of assumptions that can be made are allowed by the restrictions that were put

in place during testing, namely that in this project all of the applications that were running at

any one time were of the same type, meaning that they each had the same isolated runtime, at

least in the statistical sense. This means that S1 = S2 and equation (5.2) simplifies to

ANT T = 2− p1. (5.3)

If p1 take the value 1/2, the ANTT takes the simple value of 3/2, assuming that all of the

assumptions listed above hold. It was decided for the majority of runs to start the second

application half way through the first application’s run, in order to have a consistent baseline

with which to compare ANTT values, both one set of tests with another and compared to the

theoretical results. The only set of runs that this was not carried out on was the final set,

discussed in §6.6 where the second application was started after a random time in order to

better simulate real world behaviour.
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Experimental Programme and Results

In this chapter we discuss the experiments that were run in an attempt to verify the efficacy

of plastic parallel programming. The tests were split into three main phases. The first phase

of testing was run to check that plastic parallel programming was feasible in that there wasn’t

excess overhead generated by having an extra controller process, having communication with

the controller, or distributing tasks as described in §4.4. In all of these cases the applications

were run in isolation, apart from the possible existence of the controller process, so these tests

were also used to get the baseline runtimes T SP
i for use in the ANTT calculations. It was also

checked that it was possible to conduct two set of tests simultaneously on two different sets

of sockets, using taskset, without interfering with each other. In the second phase a large

number of tests were run with two simple applications running in contention, in order to gauge

the interactions within the four different work types. These were run over a range of work loads,

strategies and granularities in order to try to get a handle on how plastic parallel programming

could best be used. The final phase used slightly more real world conditions, with the second

application starting a random time after the first application started and workloads that are

slightly more reminiscent of those found in real life applications, in order to ensure that plastic

parallel programming could work in more complex situations.

6.1 Test for Controller Use of Resources

The first set of tests that was run had a single application, which used the sequential reading

work type, running in isolation. The first case had the application running without any com-

munication with the controller and without a controller application running, while the second

case had the application communicating with the running controller application, but the only

strategy that was used gave the application full access to the available resources. The results are

shown in figure 6.1. As can be seen the addition of the controller has no statistically significant

effect on the runtime of the single application. The figure also supports the decision to use the

26
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Figure 6.1: Isolated application running with and without controller
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median rather than the mean runtimes, since the means are clearly skewed by the few outliers,

as discussed in §5.4.1.

6.2 Baseline isolation runtimes

The same tests were then done with the other memory access types, sequential memory writes

and random memory read/write. Similarly it was found that there was no significant differ-

ence between running without the controller and running with the controller but not changing

strategies, so the non-controller results are not shown here. Figure 6.2 shows the results for

the applications using the four different memory access types to the shared array, sequential

read/write and random read/write. The horizontal blue line marks the value of the median of

the results for each work type, which is the value that is used as T SP
i in the following sets of

results.

There are some interesting aspects in the results that are worthy of note. First, as may

be expected, the different work types give significantly runtime, even though, as described in

§5.3, an effort was made to ensure that time differences do not come about through different

numbers of instructions or calls to functions such as rand r. This means that the differences

in runtime are largely the result of different caching behaviour, which is backed up by the

measured runtimes. The fastest run, with a median runtime of 8.26 seconds, is in the sequential

read, the memory access type where caches are most efficient. Work involving random reads

take slightly longer, around 9.31 seconds, presumably largely through lower-level cache effects,

since the entire array fits into the L3 cache of each socket. Sequential writes take significantly

longer, at around 13.25 seconds, due to the fact that writes to the first element of a cache line on

one socket will necessitate that the corresponding cache line on the other socket is invalidated.

The random write work takes a lot longer, at around 56.67 seconds, since almost every array

access will be for a different cache line and result in a cache invalidation on the other socket,

resulting in vast amounts of communication between the sockets, and thus the greatly increase

runtime. One point of interest is the bi-modal distribution that occurs in the sequential write.

In order to check whether this was just an anomaly the set of tests for sequential write were

repeated 150 times, which showed the same bimodal distribution, strongly suggesting that

there is some underlying reason for this distribution, although the precise reason is not clear,

and would warrant more investigation if there were time.

The results here were also used to check how many times the test should be run to ensure

that the results are statistically significant. If it is desired that there is a 95% confidence that

the sample mean is within a margin M of the actual mean, in a distribution with a standard

deviation σ, then at least

n =

(
1.96σ

M

)2
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samples are needed [51]. Using this calculation with the four distributions in figure 6.2, with

the desire that the margin M is within 1% of the mean, the number of samples needes for the

sequential read, sequential write, random read and random write was calculated to be 8, 9,

12 and 89 respectively, rounding up. Given the times taken to run the tests it was decided

that it was not feasable to run every test 89 times. It was decided to use 20 runs for the set

of tests described in §6.4.3 that included granularity tests, since there were are large number

of granularities to test. Other tests were to be run 50 times. This gives sample sizes that are

significantly more than needed in all cases apart from the random writes, in which case there is

a 95% confidence that the actual mean should lie within a distance of M = 1.18 from the mean

when n = 20, and within a distance M = 0.75 of the mean for n = 50. While the distributions

will of course change the required sample size, these numbers give an idea of the significance

of any results that are presented here.

6.3 Test Isolation Check

The next set of tests that were run were designed to check that it was possible, using the

taskset command, to restrict sets of applications to sockets in a way such that they did not

interfere with each other, as described in §5.3. This was done by running the same application,

with the sequential read workload, along with the controller, without anything else executing

on the machine. Then two sets of the application and controller were run concurrently, with one

set restricted to the first two sockets, and the second set restricted to the second two sockets.

The results of these tests are shown in figure 6.3. The gold left-hand plot shows the runtimes

when the applications was run by itself, with the middle and right-hand plots showing the

runtimes of the two tests that were run together. Interestingly running two set of tests together

actually seemed to slightly reduce the runtime of each, however overall there is little difference

between the two, suggesting that the test setup that was used was sound.

6.4 Multi-application Runs and Strategies

Having done the baseline tests, the multi-application tests were then run. As mentioned pre-

viously each multi-application test involved two instances of the same application, with the

second instance starting half way through the first application’s run, using the isolation tests to

calculate the timing for this. The first application was generally started with full access to the

available resource, then when the second application was started a strategy decision had to be

made as to how the first application would react, and the set starting conditions for the second

application. When the first application finished the second application was then given access

to all of the resources.
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Figure 6.2: Distribution of runtimes for each work type, running in isolation apart from the con-

troller, and not changing strategies. The blue line marks the value of the median, which is used

in later ANTT calculations.
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6.4.1 Implemented Strategies

As has been mentioned previously one of the major factors that is expected to affect runtime

is the way that threads are scheduled among the sockets, with the workloads described above

designed to measure this. This is the main characteristic that was considered when deciding

what strategies to test. The first strategy, if it can truly be called that, allows the plastic task

farm to spawn the maximum number of threads, that is 16 in the setup as described above, with

all thread placement decisions left to the operating system scheduler.

The second strategy is designed to minimise the work that the scheduler has to do by

ensuring that there are always the same number of threads as cores, so threads do not lie in

the runnable state waiting for CPU time. In this case when the second application starts, the

number of active threads in the first application is reduced by half, with the second application

then starting using only 8 threads. Since this implementation of the plastic task farm does

not have the ability to change the thread pool size, the second application actually spawns

16 threads, but 8 are immediately put to sleep. When the first application then finishes the 8

sleeping threads in the second application’s thread pool are woken up and can get to work.

The third and final strategy, following from the success that LIRA had, adds thread pinning

to the reduction in the number of threads. When the second application starts, the threads of

the first application are reduced in number and pinned to the cores of the first socket, while

the second application has its threads pinned to the second socket. When the first application

finished the second application is allowed free reign, with any blocked thread woken up and

free to be scheduled over all 16 cores.
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6.4.2 Task Granularity

As well as the four different memory access types and the three different strategy types, one

other aspect of the plastic task farm that was tested was to find the optimal task granularity,

as described in §4.4.2.1. For each of the twelve combinations of work type and strategy type

tests were run for a large range of values, with the number of phases in the main foreach loop

ranging from 1 to 100, with each task consisting of between 312 and 3 elements from the work

array.

6.4.3 Results

Figure 6.4 shows the results for the ANTT values for runtimes for the tests that were done

over the four different memory access types, three different strategies, and 22 different task

granularities. As was mentioned above each set of tests here was only repeated 20 times due

to time constraints. The columns represent the different memory access types, with sequential

read on the left, followed by sequential write, then random read and random write on the right.

The rows give the different strategies, with the ‘use-all’ strategy at the top, the thread restriction

strategy in the middle, and the thread pinning strategy at the bottom. The figure only uses box-

and-whisker plots so as to not overly crowd the picture.

The first thing to note from these results is that for the sequential reads and writes neither the

strategy used nor the task granularity seem to have a significant result, with the ANTT value

staying very closely to the theoretically predicted value of 3/2 from §5.4.3. This suggests

that, while the use of processing resources is diminished by being shared between the two

applications, there is very little cache contention, suggesting that in this, admittedly restricted,

case plastic parallel programming may not have any benefits. For sequential writes it can be

seen that the ANTT value stays pretty consistently around the value 2, with the main effect

of the different strategies seeming to be to greatly increase the runtime variability. This high

value of the ANTT supports the understanding that the isolated runs make efficient use of the

cache, while the inability to fit the entire data array into the L3 cache when two applications

are running sequentially means a runtime increase by more than may be expected.

One final point of note is the sharp drop in ANTT for the random write work with the third

strategy, with the ANTT decreasing to almost 1. This is a significant result, which suggests

that the thread pinning strategy is highly effective when doing the random writing work, and is

discussed in more detail below.
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Figure 6.4: ANTT values for different memory access types, strategies and task granularities. The memory access types are sequential read (left column),

sequential write (second column), random read (third column) and random write (right column). The strategies are unconstrained (top row), restricted

number of threads (middle row) and restricted threads with thread pinning (bottom row)
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6.4.4 Closer Inspection

Since it is hard to note anything apart from general trends in figure 6.4, we present here a com-

parison of the results, only at the highest granularity, from a set of tests that were re-run, with

each combination of memory access type and strategy done 50 times in order to bring up the

statistical significance of the results, as described in §6.2. The results from this set of tests,

including a non-plastic set where the controller was not used, are presented in figure 6.5. From

here we see, as described before, that for sequential read there is little real statistically signif-

icant deviation from the theoretically expected value of ANT T = 3/2, for any of the runtime

strategies as well as the case without a controller. For the sequential write we can see that the

runtimes without the controller are almost identical to those with the controller but allowing

the task farm freedom to spawn the full number of threads and use all of the cores, while both

of the thread-restriction strategies give a small, but statistically significant, increase in runtime

for the majority of the time, although it is interesting to note that in both cases the outliers

tend to lie at shorter runtimes rather than longer, suggesting that the restrictive strategies could

potentially offer more optimal runtimes, but the scheduler does not often provide the correct

conditions.

For the random array access one element that jumps out is that for both the read and the

write, the second strategy performs significantly worse than either of the other strategies or the

non-plastic case. The reason for this may be that, with the large number of cache misses that are

expected with the random reads and writes, threads spend a fair proportion of their time blocked

waiting for the cache line to be read in. In these circumstances it may be more efficient to have

more threads waiting in the background that can be scheduled while this is happening, with a

restricted number of threads removing this option, leading to longer runtimes. A final point,

that is possibly the most important in terms of this project, is that for the work that involves

random writes to the array, the thread-pinning strategy gives a significant runtime performance

improvement of around 30% when compared to the non-plastic case, with a resulting ANTT

that is actually below 1. This is remarkable, since it means that on average the applications ran

faster when they were running together than when they were in isolation. This suggests that the

scheduling that was used when the application was run in isolation was largely sub-optimal,

with caching effects resulting in larger runtimes than was necessary, while the restrictions

when using the third strategy forced the scheduler to use more optimal thread placement. The

importance of thread placement in this case suggests that it is likely to be the most fruitful type

of work for this implementation of the plastic task farm, and is investigated more thoroughly

in the next section.
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Figure 6.5: Distribution of ANTT values for each work type, with second application starting

halfway through first application’s run. In each plot the left-hand figure is the test with no con-

troller, the next figure has the ‘use-everything’ strategy, the third figure has the strategy with

reduced number of threads and the fourth figure uses the thread pinning strategy.
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6.5 Random Write Restricted Run

As was noted in the above section, with the runs whose memory access pattern consisted of

writes to random addresses, there was effectively no slowdown when two applications ran

overlapping using the thread pinning strategy, as opposed to a single application running by

itself. This strongly suggests that the single application was in fact running suboptimally,

even when in isolation. This can be understood because when it was running in isolation the

application was spread over two NUMA sockets, and whenever a memory location on one

socket was written to the entire cache line containing that memory location on the other socket

had to be marked as invalid. This obviously entails a large amount of overhead, suggesting that

it could even be faster to restrict the isolated application to a single socket for such runs.

In order to test this, and confirm that the results were in fact unique to the random write

work type, the applications were again run, once again in isolation, but this time with their

threads pinned to the cores of a single socket. While this meant that the applications only

had half the number of working threads, which naively one may expect would mean they took

twice as long to run, from the results in the previous section it may be expected that for the

random write workload, inter-socket effects may dominate this difference. The results are

shown in figure 6.6, with each plot showing the original run, using sixteen threads spread over

two sockets, on the left and the second run, with eight threads on a single socket, shown on

the right. Clearly from this figure the random write workload is unique in that it actually runs

faster when restricted to a single socket, suggesting that the overhead associated with cache

invalidation is greater than any gains made by running with more threads.

6.6 Combined Work Type Application

So far we have been looking at highly simplified workloads, consisting of a single memory

access type, and have found that while most workloads benefit from having access to more

threads and sockets, when random writes to an array are involved it is actually better to re-

strict the application to running on a single socket, meaning that there is no need for costly

inter-socket communication. These workloads do not however really demonstrate the power

of plastic parallel programming, since even with the final workload that showed an improve-

ment when the pinning strategy was used, the strategy would have been unnecessary if each

application had been pinned to a single socket in the first place.

In order to demonstrate the true power of plastic parallel programming a final set of tests

were run, using an application that used a mixture of different workloads. This application

spends around the first half of its runtime doing work that involves sequential reads, and the

second half of the time doing work with random writes. As we have seen these two types of

work have very different conditions for optimal running, with sequential reads best with more
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Figure 6.6: Runtimes for the four different work types, each with a single application running

isolation. In each plot the left-hand figure gives the application allowed access to two sockets,

running with sixteen threads. The right-hand figure shows the application restricted to a single

socket with eight threads.
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threads and spread over multiple sockets, and random writes best restricted to a single socket.

This means that an optimal strategy may be to run each application with as many threads as

possible during the first work set, then restricted to a single socket during the second work set.

6.6.1 Baseline Tests

An initial set of tests were run on this application in isolation, in order to get baseline values,

in the same way as previous tests. In all of the cases each test was repeated 50 times. The first

set of tests had the application pinned to a single socket, that is 8 CPU cores, which we have

seen is ideal for the second random write work type. The second set of tests had the application

allowed access to two sockets, which is best for the sequential reads. Both of these cases were

run without any controller. The third set of tests involved the controller, which instructed the

application to switch from using two sockets for the first workload to using a single socket

for the second workload, giving fully optimal conditions. The results of these three sets of

tests are shown in figure 6.7 as the three left-hand plots, with median values 61, 49 and 40

seconds respectively. As can be seen the slowest run was when the application was restricted

to one socket, suggesting that the runtime improvement that comes about using two rather than

one sockets for the first workload is greater than the penalty that is imposed on the second

workload. This is not surprising since as we saw in figure 6.6 that the sequential read ran twice

as quickly when using two cores rather than one, while the random read only ran around 43%

faster when running on one socket as opposed to two.

While previous results have been demonstrated in terms of the ANTT, there is a problem

here in that the ANTT needs a single baseline runtime for the calculate. While the previous tests

were done with a baseline of the application running using full resources, here we would like

to make as comprehensive a comparison as possible, so ideally the multiple-application runs

should be compared with all forms of the single-application runs. For this reason rather than

the ANTT, the average runtime is used. Since both of the running applications are identical

it is easy to work out what the ANTT would be for any given baseline run in this case. As a

guideline the plots for the individual application runs have been marked with a green horizontal

line at 3/2 times the median runtime, which represents the expected ideal runtime for the

concurrently run applications given the heuristic arguments from §5.4.3.

6.6.2 Concurrent Applications

Having run the baseline tests, tests were done with two sets of the application running concur-

rently. In order to add more realism to the tests, in each case the first application was started,

then the second application started some time uniformly distributed between 2 and 48 seconds

later. In the first set of runs there was no controlling application, so both applications ran spread

over the entire two sockets. In the second set the strategy was used that each application was
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restricted to a single socket upon finishing the first piece of work, a strategy which proved opti-

mal in the isolated runs. The average runtime for the two applications in each case is shown by

the fourth and fifth plot in figure 6.7, with median values of 73 and 72 seconds. It is rather sur-

prising that using the strategy that was optimal in the single-application cases does not produce

any significant improvement over not using the controller at all. When the reason for this was

investigated it was noted that the second application almost always took significantly longer

to run than the first application. The reason for this seems to be the following. It has been

noted that the runtime decrease by doubling the number of sockets from one to two in the first

sequential reading workload is significantly greater than that gained by halving the number of

sockets, from two to one, for the second random write workload. Since, on average, the second

application starts half way through the first application, then on average the first application

has two sockets on which to run its first workload, then a single socket on which to run the

second workload, thus fully optimal conditions. However the second applications has to share

the sockets while running its first workload, and has no advantage during its second workload

as it cannot utilise the extra socket when the first application exits. This means that there is no

significant different between the runs without the controller and with this first strategy.

This understanding of the reasons for suboptimal behaviour suggested that a more com-

plex strategy would be needed, which was implemented as follows. When the first application

started, it got full access to the two sockets, with optimal conditions for running its first work-

load. If the first application reached the second workload before the second application had

started then it was restricted to the first socket, the same as when it was running in isolation.

If the second application started while the first was still doing its first workload, then both of

them were allowed full access to the resources, letting the operating system schedule them as it

willed. If, however, the first application started its second workload while the second applica-

tion was running, or the second application started running while the first was doing its second

workload, the first application was restricted to only four of the cores on the first socket, allow-

ing the second application to use the remaining twelve cores, giving it a significant speedup of

its first workload. When the second application then started the second workload, each appli-

cation was pinned to a single socket, which once again was the most optimal setup. The results

from this set of tests are shown in the right-hand plot of figure 6.7, with a median of 56 seconds.

As can be seen there is a substantial improvement in runtime compared with either of the other

multi-application cases, with the average runtime of the two applications actually being around

the same as the runtime for the single application when constrained to one socket. This seems

to represent a case where plastic parallel programming produces a more optimal result that can

be achieved through any static means.
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Figure 6.7: Average runtimes for the tests described in §6.6. The three left-hand figures are

runtimes for individual applications, the three right-hand figures are average runtimes for the

concurrent applications. The green lines show 3/2 times the median runtime for the individual

applications, representing the ideal ANTT values as described in §5.4.3.



Chapter 7

Results overview

In the previous chapter we presented the results from a large number of tests, some more

successful than others, which were aimed at finding situations in which plastic parallel pro-

gramming could be reliably shown to improve overall runtime performance of concurrently

running applications. We showed how different work types required different strategies in or-

der two run optimally, with caching behaviours being the main area that was focused on. It

was seen how workloads that involved sequential access to an array, as well as random read-

ing, which have the ability to efficiently make use of cache lines, are generally well served

by being allowed more resources, up to a certain point, with the operating system scheduler

giving efficient thread placement. In cases where the cache could not be relied up however, in

particular the workload the involved writing to random array elements, tailoring the scheduling

policy to the details of the system become much more important. For simple applications that

largely involve one work type it may be possible to do this statically, however as the final set

of results showed, with more realistic applications that involve multiple types of work in an

environment with random starting and stopping of other applications, having dynamic control

becomes much more important. The final strategy of the previous section managed to give a

reduction of around 23% to the average runtime of the two applications, which is a significant

result in a world where vast amounts of research are going into methods to squeeze every last

drop out of the available resources.
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Chapter 8

Conclusion

This dissertation has discussed the creation and testing of an implementation of a plastic task

farm. This extends the well-known task farm parallel design by adding plasticity, that is the

ability to dynamically alter details of the implementation to best suit the environment that it is

running in. By presenting a high-level interface the plastic task farm is able to hide many of

the details of its implementation, thus allowing it to pick optimal strategies depending on the

hardware and environment. A large number of tests were run in order to verify that this method

of optimisation is useful, with results presented in a way that is aimed to convince the reader

that any differences are in fact statistically significant.

The set of tests described in §6.4 was done on highly simplified applications, each of which

did work involving a particular memory access type and pattern, with either sequential or ran-

dom access, and involving either reads or writes. From these tests it was found that the operat-

ing system scheduler manages very well in the majority of cases, however there are situations

where explicit control of the program threads is important, that being the random writes work-

load in this case. While optimal behaviour in all of this first set of applications could in fact be

achieved through simple thread affinity settings throughout the lifetime of the application, the

tests gave valuable insights that were used later on. With the more complex application that

was introduced in §6.6, which combined the sequential read and random write workloads, it

has been shown that these ‘one-size-fits-all’ strategies no longer work, and demonstrate when

plastic parallel programming really comes into its own. By carefully tailoring the strategies

to the application and the hardware that the application ran on it was possible to significantly

reduce the overall runtime.

As we have seen from the results in the previous chapter, the efficacy of plastic parallel

programming depends strongly on the details of the application that is being run. While this

project has only looked at a couple of different application varieties, concentrating on different

memory access types, there are countless other categories of application, including CPU bound

vs I/O bound, embarrassingly parallel vs inherently sequential, distributed vs local etc. Since
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incorrect strategy choices can easily decrease performance rather than increasing it, and the

interaction of different application types with the hardware is very hard to predict, it would

take a lot of work to find strategies tailored for every case that is likely to be encountered.

The positive results that have been shown in the last set of results however suggest that this

is a worthwhile task, and could provide large benefits in a world where the efficient use of

computing resources is becoming ever more important.

8.0.3 Potential for Future Work

In this dissertation we have dipped our toes into the possibilities that are available with plastic

parallel programming, showing that the plastic task farm has the ability to provide runtime

improvements in a small subset of toy applications under highly controlled test conditions.

There are thus a multitude of ways in which plastic parallel programming could be extended.

There are many design patterns, each aimed at a different parallel situation, that could be

implemented with plastic parallel programming, including geometric decomposition patterns,

or the divide and conquer pattern among many others [see e.g. 20].

As well as a multitude of design patterns to choose from, there are an essentially unlimited

number of strategies that could be used for different application types. While it may be pos-

sible to deduce optimal strategies theoretically for some simple cases, it may be necessary to

do many simulations in order to find more general categories of application for which a given

strategy is optimal, especially when more than two applications are involved. It may be pos-

sible to use something similar to the autotuner that was used by PetaBricks [21], although the

complexity may become far too great and require much more sophisticated methods. As well as

thread placement strategies, there are many other types such as data structure and distribution

strategies, some of which were mentioned in §4.1.

One more way in which plastic parallel programming may be adjusted is by altering the

quantity that is being optimised for. The current iteration optimises on what is pretty much

the simplest metric, the runtime, which in many ways is no longer the factor that is most

important nowadays. The rapid increase in large server farms has brought the problem of

dissipating the heat they produce to the forefront, with some estimates suggesting that around

40% of the energy consumed is used for removing heat [52]. Power usage and heat dissipation

in mobile devices is also a major concern, severely limiting the ability to create ever faster,

smaller gadgets [53]. This means that strategies that minimise power consumption could have

massive positive environmental and economical impacts. While being even more challenging

to determine than optimal strategies for minimising runtime, the benefits of plastic parallel

programming in this area could potentially be huge.
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